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Dedication

This publication is dedicated to the memory of Dr. James H. Starnes, Jr. Dr. Starnes was born in California and graduated from Granby High School in Norfolk, Virginia. He graduated from Georgia Tech in 1961 with a BS in Engineering Mechanics and completed his MS in 1963 in Engineering Mechanics. He received his PhD in Aeronautical Engineering from California Institute of Technology in 1970, and joined the staff of the NASA Langley Research Center later that year. Soon, he became the head of the Structural Mechanics Branch, which he led for 18 years. At the time of his death, Dr. Starnes was the Senior Engineer of Structures and Materials at the NASA Langley Research Center.

During his 33 years of NASA civil service, he received 32 NASA Achievement Awards including the NASA Exceptional Engineering Achievement Medal in 1995 for developing reliable composite structures design technology for commercial transport aircraft. He was a Fellow of AIAA, a Fellow of ASME, a Fellow of ASC, and Member of the Georgia Institute of Technology Academy of Distinguished Engineering Alumni.
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Preface

This special publication contains a collection of structural mechanics papers honoring Dr. James H. Starnes, Jr. presented at the 46th AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics, and Materials Conference held in Austin, Texas, April 18-21, 2005. Contributors to this publication represent a small number of those influenced by Dr. Starnes’ technical leadership, his technical prowess and diversity, and his technical breath and depth in engineering mechanics. These papers cover some of the research areas Dr. Starnes investigated, which included buckling, postbuckling, and collapse of structures; composite structural mechanics, residual strength and damage tolerance of metallic and composite structures; and aircraft structural design, certification and verification. He actively pursued technical understanding and clarity, championed technical excellence, and modeled humility and perseverance.

As compilers of this volume honoring Dr. Starnes, we appreciate the efforts made by the contributors to this publication and also acknowledge that these colleagues represent only a small number of those influenced by Dr. Starnes.
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Reflections on Jim Starnes’ Technical Contributions†

Raphael T. Haftka (Haftka@ufl.edu)
University of Florida
Gainesville, FL 32611

Abstract: For my generation of aerospace researchers NASA has played a crucial role in translating industry needs to research problems, orchestrating research progress in government laboratories, universities and industry, and helping transition that research to applications. Jim Starnes may have played this role better than any other NASA researcher, greatly advancing in the process our understanding of how composite materials should be best utilized for aerospace applications. This paper provides a view from a close university research collaborator on how he accomplished this remarkable feat. In particular it focuses on his vision that reducing the uncertainty in predicting failure of composite structures is key to more efficient utilization of such structures.

I. Introduction

When Norm Knight asked me to write the lead paper for the session that will give tribute to Jim’s contributions to our community I was at a loss of how to respond. I recognized his claim that I may have worked with Jim closely over more than 30 years, and so I was a reasonable candidate for the job. Furthermore, even though I am a professor, I spent about five years (counting only intervals of one month or more) at NASA Langley Research Center, and during that time I had close interaction with Jim. During that time I had ample opportunity to observe Jim’s interaction with his branch and research associates. Finally, Jim had profound impact on my own work, and so I was in position to give first hand testimonial on Jim’s contributions by influencing the research direction of others. With that in mind I accepted Norm’s assignment, and set out to write a paper, which leads a session where several of Jim’s close collaborators attempt to do justice to the contributions of a very remarkable individual.

How do you measure the impact of the life’s work of an individual on the technical community or communities in which he operated, and on the state of the art? There are some bean counting measures that are now commonly in use in academe, notably the number of references to the publications of this individual. I will make use of this device. It is more applicable to professors who live by publishing in archival journals than to a researcher in a government laboratory who disseminates ideas often by other type of publications. However, Jim’s contributions were prominent enough, so that even by this professorial yardstick he fares well.

There are testimonials from many of Jim’s colleagues that reflect on his extraordinary abilities in leadership, motivation, and most important—vision. I have solicited such contributions and will make use of them to attempt to provide an indication of his profound impact on the work of others.

† Copyright 2005 by Raphael T. Haftka. Printed by NASA with permission.
Finally, there is the question of how you assess the contribution of an individual to the state of the art in a technical field. I believe that Jim has contributed more than any other individual to the increased utilization of composite materials in aerospace structures. He has done so through coordinated attack on the uncertainties associated with the complex failure modes, which are characteristic of structures made of composite materials. He complemented this attack by sponsoring studies on the use of design optimization for taking advantage of the flexibility of composite material design. The last part of the paper is focused on the relationship of these two aspects of his life work on composite materials.

In this paper, I will make extensive use of the part of my own work that has been done in collaboration with Jim or that has been shaped by our conversations. I would have attempted to put into this paper many other examples coming from his interactions with other members of his research family. However, these are amply covered by other papers in this session.

II. Citation analysis

My citation analysis is based on the Science Citation Index that is heavily biased towards journal publications. Therefore, citations in conference proceedings and NASA reports are not included. In addition, my analysis is only approximate, in that I could not view some of the records to ascertain who were co-authors, but these were only for publications with one or two citations so that they would not influence the analysis much.

With this in view I will concentrate on citations for Jim’s papers. Jim was an author on 83 Journal publications, and 173 conference papers, which is a reasonable average for an engineering professor in his early 60s. My department head for example, gives faculty members a desirable target of three journal papers per year. Keeping in mind that this was a side activity for Jim, it is remarkable. Jim’s main co-authors on these journal papers are university professors, including Isaac Elishakoff (17), Ahmed Noor (10), and Raphael Haftka (10). The leading NASA colleague as a co-author is Michael Nemeth (9).

When we measure impact by the number of citations for these journal papers, there is a total of about 560 citations or almost seven citations per paper. Of this total, 161 are for papers with Haftka, 84 for papers with Knight, 77 for papers with Elishakoff, 69 for papers with Nemeth, and 44 for papers with Noor.

Jim was not the main author on most of these papers, and I cannot assess his contribution to all of them. However, I would like to discuss two of my papers. The first is Starnes, J. H., Jr. and Haftka, R.T. (1979). It has received 86 citations, which is the most of any of my research papers (review papers tend to be more cited than research papers). We worked together on this paper, exchanging ideas and analyzing results, with Jim contributing most of the physical understanding. A big part of my share constituted in that I wrote the computer program for obtaining the results. My second most cited research paper, with 62 citations is Le Riche, R. and Haftka, R.T. (1993). My PhD student, Rodolphe Le Riche, spent 2 months working with Jim who provided motivation and critique of the work. I am
giving this example to indicate that Jim’s name was not added to a paper based just on minor contributions.

Most of us who knew Jim understood how he accomplished this feat of being an accomplished published and cited researcher at the same time that he has discharged his many other obligations at NASA, including management, advocacy and a host of investigations of the causes of spectacular structural failure. He was very effective in what he was doing, and he worked at least 50% longer hours than most of his collaborators including myself.

III. Testimonials

I have worked with several branches at NASA, and I always marveled at how well Jim could motivate the people who worked for him. I knew that part of it was his character, and part was the personal example that he set with long hours on the job and commitment to his work. The following excerpts from two of the people who worked for him summarize this influence.

Jim maintained a balance between giving direction and mentoring, between pointing the way and clearing the path – always ready to help when needed, but also always eager to watch you succeed on your own,...

Basic research in nonlinear mechanics was one of Jim’s great loves. Many times Jim would say “we do this research to be always ready when the agency calls on us for some special task.”

(Norm Knight)

Jim was a great inspiration and role model to those with whom he worked. Honesty, truth, respect, fairness, discipline, integrity, are words which characterized his life whether describing his pursuit of scientific understanding or in personal relationships. As a manager, he motivated people to put forth their best effort through a relationship in which you never worked for Jim; you worked with him.

(Jerry Williams)

For me, Jim was amazingly effective in the role that I believe is central to a researcher in a government laboratory. He provided a vital link between industry needs and long range research by combining the resources of industry, government and academe. Jim played this role to perfection through a combination of vision, persistence, personal leadership, and skill in obtaining resources for programs he believed in. In particular, he has large impact on the development of the field of the prediction of failure and damage propagation in composite structures and the optimum design of such structures. I would time and again come to Jim for guidance as to what areas in this field deserved attention because they stymie engineers in industry now or are going to become important in the future. I knew that he had the vision to stick to a long range program rather than just cater to the fad of the day.

Jim’s persistence in pursuing long-range goals was of great value to me, as he often needed to repeatedly goad me into tackling a research topic until I finally saw the wisdom of doing it. I will use as an example the last research topic that he urged on me. After
resisting for a couple of years I finally tackled reluctantly and discovered that it was one of the more exciting and rewarding research endeavors of my career.

Over the last few years, I have moved into the area of structural design for reliability, focusing on the computational aspect of the problem. For a couple of years, at every meeting that we had (on average 4-5 times a year), Jim kept drawing a three dimensional chart that he wanted me to pursue. He said that I should find a way to generate a surface that links safety, weight and cost as the three variables. He believed that such charts are essential for understanding the usefulness of probability based design.

When I finally saw the light and accepted the challenge, I was still at a loss of how to get cost data, so I was content by investigating the effect of a number of measures that reduce uncertainty with the understanding that others can estimate better than me or my students the cost of such measures. This topic will be illustrated in detail in the next section.

III. Effect on composite design:

While composite materials have the potential to allow tailored stiffness and strength that can greatly reduce the weight or enhance the performance of aerospace structures, they are prone to much more complex failure modes. Damage, such as delamination may be more difficult to observe, so that inspections may be less effective for improving safety. Furthermore, because of the inherent redundancy of these structures, the ultimate failure of a composite structure is the culmination of progressive damage that is computationally difficult to predict. Finally, environmental effects, such as humidity, degrade composite properties in a more complex way than they degrade the properties of aluminum alloys.

The reaction of aerospace designers to these complexities when Jim entered the fray was to produce what he and others called black aluminum. This refers to working with quasi-isotropic or almost quasi-isotropic laminates. These offered double comfort to designers. First, because like aluminum they possessed strength in every direction, they did not require the extra analyses for a myriad of off-design conditions, and they allowed to test these almost isotropic laminates extensively to explore failure modes associated with this limited class of structures. In addition, aerospace companies imposed extremely conservative allowables, in order to promote damage tolerance. During many years, for example, Boeing limited the design strain on composite laminates to 0.004.

As Jim explained time and again to me, these practices eliminated most of the benefits of composite materials. First, the use of almost isotropic laminates reduced substantially possible weight savings that would derive from laminates that would be better tailored to loads. Second, the conservative allowables would further increase the weight.

Jim recognized that designers were paying the price for uncertainty, and that it was paramount to reduce this uncertainty through basic research into predicting failure in composite structures. Jim’s work was particularly focused on the behavior of composite structures in compression and particularly the postbuckling behavior. He realized that in
many aerospace applications composite panels buckle at low strain levels, so that if postbuckling strength was not taken into account, the design becomes very conservative and heavy. So he has made his mark in very thorough investigation of this postbuckling regime (e.g., Starnes et al., 1985, Noor et al., 1995). While buckling and postbuckling behavior was his pet topic, he recognized that damage propagation, especially as a result of impact was of primary concern to aerospace designers, and to he made important contribution to better understanding and modeling of damage and damage propagation (e.g., Rhodes et al., 1981, Prasad et al., 1994)

While I was not involved in the substantial research that he conducted and orchestrated into predicting failure, we worked together on testing the tailored designs that my students and I produced to demonstrate the benefits of breaking with the black-aluminum paradigm.

The first lesson that I received from Jim on that score was in the mid 1980s, when he asked me to design a plate under compressive loads with a hole so as to protect it from pre-mature failure due to the hole. Since the dimensions were associated with strength failure, I followed the standard process from metals structures by designing a thicker region near the hole. Jim followed by building and testing my designs, only to show me that the extra thickness that I had added near the hole did not have almost any effect on the failure load. He pointed out to me that the weak resin could not transfer loading fast enough from the thin to the thick region. That is, shear lag proved to be more of a problem for composite laminates than for a comparable metal plate.

This failure prompted us to explore alternatives, and to our delight we found that the opposite approach worked quite well. That is, instead of protecting the hole by adding material, we could do a better job by removing the main load-carrying zero plies from a region that included the hole, thus shunting the loads away from the hole. The design and the agreement between analysis and experiments (from Haftka and Starnes, 1988) are shown in Figures 1 and 2.
Figure 1: Tailored-stiffness plate geometry (dimensions are in cm), from Haftka and Starnes, 1988.

Figure 2: Failure strength-to-mass ratio for all-graphite-epoxy plates (From Haftka and Starnes, 1988).
This design concept clearly indicated that for a panel with a hole, a stiffened panel may make sense, and my students and I followed with several studies of stiffened panels. Here we ran into both the benefits and challenges of composite structure design. The requirement of integer number of plies and of orientations limited to multiple of 45-degrees lead to a formidable optimization challenge. Our first study compared designs obtained with traditional optimization algorithms (Nagendra et al., 1991) to designs obtained with genetic algorithms (Nagendra et al., 1996). The traditional continuous optimization led to designs of 26.1 lbs., the first generation of genetic algorithms improved upon this to 25.2 lbs, and the advanced genetic algorithm reduced this further to 24.1 lbs. Furthermore, the genetic optimization produced 10 substantially different designs in the weight range of 24.1 and 24.6 lbs. Three of these designs were then built and tested and all failed slightly above the design load (Park et al., 2001).

IV. Legacy: Quantifying the Benefits of Uncertainty Control

Jim realized very early in his career how uncertainty about failure exacted a very high price on structural design by making them much heavier than they needed to be. For most of his career he has worked assiduously to reduce the uncertainty about the failure of composite materials, in what many project managers regarded as “basic research.” The characterization of basic research implies that it is long range research unlikely to bear fruit in the near future to serve the goals of a particular project. However, often the benefits of improved understanding of failure are immediate, and it is the fault of researchers engaged in such basic research for not quantifying the benefits of their work.

My first foray into attempting to quantify the effect of reducing uncertainty about failure was influenced by Jim’s focus on reducing uncertainty about the buckling behavior of cylindrical shells. He realized that the knockdown factor used to compensate for variability in the behavior of such shells was responsible for large weight penalties, and he set out to find out how to reduce the scatter. He undertook investigation into better characterization of the scatter and relating it to manufacturing imperfections (e.g., Li et al., 1997, Arbocz et al., 2002). I realized then that probability based design furnishes an ideal setting for assessing the impact of reducing scatter on the weight of structures.

The following example is from Qu et al. (2003), work partially funded by Jim and which we discussed at length. It deals with the design of composite liquid hydrogen tanks, and it was partly motivated by the failure of such tanks on the X-33 project, failure that led to the cancellation of that project. The failed design was a prominent example of the failure of the black aluminum philosophy. At cryogenic temperatures, quasi-isotropic laminates suffer from excessive residual stresses due to the mismatch between the coefficients of thermal expansion of resin and fibers. Safe designs must have small angles between plies to reduce these thermal stresses, and the optimum design that we obtained was a ±25º laminate.

The weight of the laminate was very sensitive to variability in material characteristics as shown in Figure 3. The figure shows the large effect on weight of uncertainty reduction.
Figure 3: Effect of uncertainty control on the weight and probability of failure of composite laminates for cryogenic hydrogen tanks (from Qu et al., 2003). Three improvements in the transverse failure strain are considered: (a) quality control rejecting material batches two standard deviations from specification (about 2 percent); (b) reducing the standard deviation from 9% to 8.1%; (c) increasing the failure strain by 10%.

For example, reducing the standard deviation of the transverse failure strain from the nominal of 9% to 8.1% (a 10% reduction) reduces the thickness (hence weight) from 0.16 to less than 0.14 when designing for a probability of failure of $10^{-6}$.

It is similarly possible to take each of Jim’s contributions to improved accuracy in failure prediction to reduced weight. The methodology for performing this calculation is outlined in Erdem et al. (2005). They show that reducing errors in stress predictions from a maximum of 50% to a maximum of 10% leads to weight savings of about 25% (see Figure 4.) If these errors appear excessive, consider Figure 5 that compares the effect of neglecting chemical shrinkage (which is commonly done) (ERDEM, get reference from Billy or Lucian) on calculating the residual stresses in the X-33 laminate and the ±25º laminate.
Figure 5: Effect of chemical shrinkage during cure on residual stresses in the X-33 laminate (RLV) and optimal angle ply laminate (From …ERDEM)

Concluding Remarks:

Jim Starnes has advanced our understanding of failure of composite aerospace structures by his personal research as well as research he directed and sponsored. His vision is responsible for substantial improvements in the performance of composite aerospace structures and substantially contributed to their increased utilization. For me his main legacy was in showing how basic research into the failure of composite structures can translate to improvements in weight and safety. It may be useful in the future to use probability based design to quantify the impact of individual improvement in accuracy in predicting failure.

References:
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Abstract

During his four decades long professional career at the Structures Directorate of Nasa Langley Research Center Dr. James H. Starnes has worked on and/or initiated and supported research and development work in five distinct areas such as

- Structural Stability and Collapse Contributions
- Utilization of the Building Block Approach in Structural Mechanics
- Contributions to Residual Strength Analysis Methods for Metallic Structures
- Contributions to Damage Tolerance and Residual Strength Technologies for Composite Structures
- Safety and Certification Initiatives for Composite Airframe Structures

Each of these areas will be covered by separate sessions.

The present paper describes Dr. James H. Starnes seminal contributions covering the effect of cutouts on structural stability and collapse, the numerical simulation of complex structural stability and collapse problems and his leading role in introducing the new high-fidelity analysis approach for buckling critical structures.

Introduction

James Starnes' first encounter with structural stability problems occurred in 1966 when the California Institute of Technology in Pasadena accepted him as a Ph.D. student in the School of Aeronautics. Jim chose to work with Prof.Dr. E.E. Sechler, Head of the Solid Mechanics Group and one of the leading authorities in shell stability problems.

During his four year stay at Caltech Jim has assimilated Ernie Sechler's philosophy well, which says that theoretical and experimental investigations must go hand in hand. Then without theory, there is no understanding and without experiment there is no discovery. During all his long and successful professional career Jim always adhered to his approach and he maintained that one can only claim that one has a workable method if the results of theoretical calculations agree well with the experimental verifications.

Jim's professional interests covered a wide and varied range of topics but no topic was dearer to his heart than the

Effect of Cutouts on Structural Stability and Collapse

In his Ph.D. thesis Jim presented the results of a detailed study of the effects of circular cutouts on the buckling of cylinders loaded by axial compression, bending and torsion. Mylar was selected as one of the specimen materials because Mylar shells could be buckled many times without any noticeable degradation of the test specimens. The shells were loaded to buckling before any holes were cut into their sides in order to provide the reference buckling loads. A series of concentric circular cutouts was

* Professor Emeritus, Faculty of Aerospace Engineering, Fellow AIAA
Copyright 2005 by Johann Arbocz. Printed by NASA with permission
then cut into the cylinder wall at midlength, and the shell buckling load was measured for each cutout size and desired loading condition. This procedure was continued until the largest desired hole was cut into the shell and all desired loading conditions had been applied. To correlate the experimental results the following nondimensional parameter was used

$$\bar{T} = \frac{r}{\sqrt{Rt}}$$  \hspace{1cm} (1)

where for circular cutouts the characteristic hole dimension $r$ was taken to be equal to the cutout radius, $R$ is the shell radius and $t$ is the shell thickness.

The effects of circular cutouts on the buckling loads of 16 Mylar cylinders are summarized in Fig. 1 by the curves representing the boundaries of the experimental results.

![Fig. 1](image)

**Fig. 1** The effect of circular cutouts on the buckling of circular cylinders loaded by central axial compression (from Ref. 3).

The measured experimental buckling loads $P$ have been nondimensionalized by the classical theoretical buckling load $P_{cl}$ for a cylinder without a cutout to provide a constant reference for comparing results for different shells. The normalized measured experimental buckling loads are plotted as a function of the nondimensional geometric parameter $\bar{T}$. The dashed curve in Fig. 1 represents the results of a finite element analysis.

In Reference 2 experimental results from tests performed on seamless electroformed copper shells with circular holes are presented. These results confirmed that the character of the shell buckling was indeed dependent on the nondimensional geometric parameter $\bar{T}$ as indicated in Fig. 1. For small values of $\bar{T}$, there was no apparent effect of the hole on the buckling load. For slightly larger values of $\bar{T}$, the shells still buckled into a general collapse configuration, but the buckling loads were sharply reduced as the parameter $\bar{T}$ increased. For still larger values of $\bar{T}$, the buckling loads were further reduced, and the shells buckled into a stable local buckling configuration.

A detailed summary of the results obtained by nearly a decade of combined experimental and analytical (numerical) investigation of the effect of circular and rectangular cutouts on the buckling of thin cylinders loaded by axial compression, bending and torsion is presented in Ref. 3. Some of the interesting results are shown in Fig. 2.

The rectangles cut into each shell were oriented with their long sides either in the shell longitudinal or circumferential direction with a given orientation maintained for a particular shell. The rectangles had
aspect ratios ranging from about 1.2 to 2.0 for each configuration orientation, with the majority equal to 1.5 or greater.

The characteristic hole dimension \( r \) in the correlation parameter \( \tau \) was taken to be equal to one-half of the side length for the squares and the average of the half-side lengths for the rectangles. Even for such diversely different configurations as longitudinal and circumferential rectangles with aspect ratios equal to 2.0, all the experimental results for the cylinders with square and rectangular cutouts fell within the relatively narrow scatterband of Fig. 2 when plotted with respect to \( \tau \). From these results, it is possible to identify approximate ranges of \( \tau \) with different buckling characteristics as mentioned above for the results plotted in Fig. 1 for circular cutouts.

![Graph showing the effect of square and rectangular cutouts on the buckling of circular cylinders loaded by central axial compression](image)

**Fig. 2** The effect of square and rectangular cutouts on the buckling of circular cylinders loaded by central axial compression (from Ref. 3).

Jim's attention to structural details that may influence the stability behavior is illustrated in Ref. 4, where the findings of a systematic experimental program dealing with the influence of intentionally introduced perturbations from the hole shape was reported. The results of this study indicated that with small local variations around the hole there was little or no effect on the buckling loads; however when the departure from the initial hole shape was large enough and appropriately located to influence the stress field in the hole region, there were noticeable effects on the buckling loads.

Over the years the effect of cutouts on the buckling load of thin-walled structures remained one of Jim's principal interest.

**Numerical Simulation of Complex Structural Stability and Collapse Problems**

After joining NASA Langley Research Center in 1970 Dr. James Starnes got involved with investigating the nonlinear analysis capabilities of the new generation of computer codes developed by B.O. Almroth and his colleagues at Lockheed Palo Alto Research Laboratories.

Initially Jim worked on the nonlinear collapse behavior of long cylindrical shell structures subject to combined bending and pressure loads. In order to determine the maximum strength two modes of nonlinear collapse were investigated. One mode of collapse is described by circumferential flattening of the cylinder cross-section, the so-called Brazier effect. Axial wrinkling in the region of maximum compression represents the other mode. Results for unpressurized long cylinders are presented in Fig. 3.

The dashed curves show the moment plotted as a function of cross-sectional flattening for various values of the length-to-radius ratios. The envelope of the collapse moments is shown by the solid curve. It is seen that this envelope approaches both the expected classical value of \( M = M_{cl} \), where \( M_{cl} = 0.6\pi R t^2 E \) corresponds to an applied load amplitude of \( N_b = 0.6Et^2/R \) when \( v = 0.3 \), for short
cylinders and the Brazier solution of $0.55M_{cr}$ at $\Delta W/t$ equal to 22.2. Collapse for these results is due to an interaction between the Brazier effect and the short wave axial buckling mode, although Brazier flattening becomes the dominant effect as values of L/R increase.

![Graph showing comparison of collapse moments of unpressurized cylinders with classical results](image)

**Fig. 3** Comparison of collapse moments of unpressurized cylinders with classical results (from Ref. 6).

Interaction curves for all results studied are presented in Fig. 4 where $M/M_{cr}$ is plotted as a function of $p/p_e$. Here $p_e$ is the buckling pressure for cylinders with an elastic end ring restraint. These rings are stiff enough to approximate a condition for which the end plane rotates and translates with undisturbed cross section and with a minimum of warping of the cross section.

![Graph showing interaction curves for cylindrical shells under bending and pressure](image)

**Fig. 4** Interaction curves for the collapse of cylindrical shells under bending and pressure (from Ref. 6).

The solid curves correspond to collapse moments of constant values of L/R. The dashed curve which passes through the points $M/M_{cr}$ and $p/p_e$ equal to unity is the classical design criteria relation expressed by the linear relation $R_b + R_p = 1$, where $R_b$ is the ratio of the collapse bending moment for the cylinder subject to combined loads to the allowable bending moment of the cylinder when subjected only to bending and therefore $R_b = M/M_{cr}$. 
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Similarly, $R_p$ is the ratio of the pressure on the cylinder subjected to combined loads to the allowable external pressure of the cylinder when subjected only to external pressure. Here $R_p$ is given by $R_p = p/p_e$, where $p_e$ is the buckling pressure for cylinders with elastic end ring restraint described previously.

In practical applications, a conservative design requires the use of an empirical factor $\gamma$ which correlates experimental results with theoretical results. These differences in experimental and theoretical results are primarily due to small initial imperfections. In Ref. 7 it is recommended that $M_{cr}$ be multiplied by $\gamma$ and $p_e$ be multiplied by $\sqrt{\gamma}$. For $R/t = 100$ the value of $\gamma$ is 0.66. Using this value, the design criteria curve is replotted and is shown by the dash-dot curve. For a conservative design, this curve should represent a lower bound to the analytical (numerical) results, and indeed it does except for a small region for large $L/R$ values around zero pressure. This small discrepancy is not too surprising since the experimental data used to determine the empirical factor $\gamma$ is based on studies using lower value of $L/R$ than those studied in Ref. 6.

Beginning in the late 1970-ies with the availability of advanced nonlinear analysis capabilities and the growing interest in composite structures the buckling and postbuckling behavior of flat and curved composite panels and cylinders with circular holes was extensively investigated. A joint paper with N.F. Knight published in 1985\(^{10}\) is probably the best example of Jim's philosophy of how one should approach the vexing problems of structural stability and collapse that occur so frequently with thin-walled aerospace structures. In this paper the results of an experimental and analytical (numerical) study of the effects of circular holes on the postbuckling behavior of graphite-epoxy cylindrical panels loaded in axial compression are presented. The analytical modeling and solution strategy details necessary to predict accurately the buckling and postbuckling response are described at length. It was found that analytical results obtained by using STAGSC-1 computer code\(^{11}\) correlate well with the typical postbuckling test results provided local failures do not occur and the moderate-rotation limitation of the analysis is not violated. Further, it appears that reliable postbuckling strength predictions for curved panels require an accurate local analysis procedure that accounts for large rotations associated with severe local bending gradients and for local laminate failures and subsequent failure propagation.

Further highlights of numerical simulation of complex structural stability and collapse problems can be found in Ref. 12, describing the response of composite shells with cutouts subjected to internal pressure and axial compression and in Ref. 13, where the results of an extensive and very detailed investigation of the effects of initial geometric imperfections on the nonlinear response of the Space-Shuttle super lightweight liquid-oxygen tank is presented.

**High-Fidelity Analysis for Buckling Critical Structures**

In the last ten years or so Dr. James Starnes was one of the leaders of a movement trying to improve the shell design capabilities of the aerospace community\(^{14}\). Jim realized that to make the development of an advanced space transportation system a success and to achieve the very ambitious performance goals (like every generation of vehicles being ten times cheaper and ten times more reliable than the previous one), one must make full and efficient use of the technical expertise accumulated in the past, and combine it with the tremendous computational power now available. Jim felt that with the strict weight constraints used in space applications these performance goals can only be achieved with an approach often called "high fidelity analysis", where the uncertainties involved in a design are simulated by refined and accurate numerical methods.

To provide the means for such a refined computer-supported design approach, Jim has supported the development of DISDEC0, The Delft Interactive Shell DEsign C0de\(^{15}\). This hierarchical, interactive computer code includes three levels of fidelity for the analysis. Level-1 assumes that the shell buckling load can be predicted by the classical solution with simply supported boundary condition, and with a linear membrane prebuckling solution. Level-2 includes the effects of a nonlinear prebuckling solution and the effects of boundary conditions. Level-3 includes the nonlinear interaction between nearly simultaneous buckling modes and the effects of boundary imperfections. Jim has co-authored several
publications\textsuperscript{16,17,18} where it is demonstrated how the hierarchical, high-fidelity analysis approach can be used in the design process to rapidly converge to an accurate and reliable prediction of the expected buckling load of a thin shell.

One can consider the last paper that Jim has co-authored as part of his legacy. In Reference 19 a robust and accurate approach for predicting the nonlinear response and stability characteristics of compression loaded thin-walled composite shell structures is described. For this experimental and analytical (numerical) study of the effects of imperfections of unstiffened thin-walled graphite-epoxy cylindrical shells three different shell-wall laminates are used. The results for the nonlinear prebuckling, buckling, transient collapse and post collapse response of geometrically perfect shells and shells with measured imperfections are presented. The results identify the effects of traditional initial geometric shell-wall midsurface imperfections and the effects of other non-traditional imperfections on the nonlinear response and buckling loads of the shells. These non-traditional imperfections include shell-wall thickness variations, material property variations, shell-end geometric imperfections, local shell-wall ply-gaps associated with the fabrication process, variations in the loads applied to the end of the shell and elastic boundary support conditions.

A high-fidelity nonlinear shell analysis procedure is used to predict the nonlinear response of the shells, and the analysis procedure accurately accounts for the effects of the traditional and non-traditional imperfections and elastic boundary conditions on the nonlinear response and buckling loads of the shell. In addition, upper and lower bounds to the nonlinear response of the shells have been determined based on a combinational analysis of the effects of uncertainties or variations in several shell parameters.

Analytically predicted and experimentally measured load-shortening curves are presented in Fig. 5 for shells C1, C2 and C3. Values of the axial load $P$ and end-shortening $\Delta$ are normalized by the linear bifurcation buckling load of the quasi-isotropic shell $C3 P_{bif}^{\text{quasi}}$ and the nominal wall thickness $t_{\text{nom}}$. The solid and dashed lines in the figure represent experimentally measured and analytically predicted results, respectively. Each shell has two predicted response curves representing analytically (numerically) calculated upper and lower bounds to the response based on specimen parameter uncertainties. Notice that for the most part the measured load-shortening response curves of the shells fall on or within the analytically predicted response bounds. Thus the measured response curves tend to correlate well with the analytically predicted lower bounds for each shell.

![Fig. 5](image)

Fig. 5 Numerically predicted and experimentally measured load-shortening response curves; predicted results represent response bounds (from Ref. 19).
A comparison of results from the traditional shell design approach and from the present nonlinear high-fidelity shell design approach is shown in Fig. 6 for shell C3. Values of the axial load $P$ and end-shortening $\Delta$ in the figure are normalized by the predicted linear bifurcation load for the quasi-isotropic shell C3, $P_{bif}^{\text{quasi}} = 42,590$ lbs and the nominal shell-wall thickness $t_{\text{nom}} = 0.04$ in, respectively.

![Graph](image)

**Fig. 6** Numerically predicted and experimentally measured load-strain response curves for quasi-isotropic shell C-3 (from Ref. 19).

The traditional approach to shell design is to predict the shell buckling load using a linear bifurcation buckling analysis with the nominal structural dimensions and material properties of an idealized geometrically perfect shell. This predicted buckling load for the shell is then reduced by an empirical "knockdown" factor based on a design criterion such as the lower-bound design recommendation reported in NASA SP-8007\(^7\). The quasi-isotropic shell C3 has a nominal radius-to-shell-wall-thickness ratio equal to 200 and the design knockdown factor from NASA SP-8007 for an equivalent isotropic shell is approximately equal to 0.470 as indicated in Fig. 6. This traditional design approach is an overly conservative design for this shell.

The normalized experimentally measured buckling load and the normalized analytically predicted buckling load from the lower response bound curve calculated by the nonlinear analysis procedure are 0.803 and 0.832, respectively. These results are 33% and 36% greater than the results based on the traditional design approach.

Thus the modern high-fidelity analysis approach offers a promising alternative to relying on historical test data for shells that do not represent the configuration, material system, or fabrication process for a particular composite shell design of interest. It is suggested that a design analysis procedure based on a high-fidelity analysis approach should be used with a selected number of carefully conducted experiments that would be used to verify the design and analysis results. This approach would make it possible to avoid testing the large number of replicates of a design needed to develop empirical design factors.

This nonlinear analysis procedure could be used as a parameter tool in the early stages of a design development program to determine the sensitivity of the response characteristics of a specific design to a number of different types of imperfections or differences in the idealized as-designed shell structure and the actual as-manufactured shell structure.
Conclusions

With Dr. James Starnes' untimely death the Aerospace Community has not only lost a person of vision but also a person whose remarkable knowledge of how to solve structural stability and collapse problems will be severely missed in the future. How did John Hutchinson say in his acceptance speech of the 2002 Timoshenko Medal:

"Buckling problems of all kinds arise continually in many areas of technology. Sometimes I wonder where the expertise on buckling will reside when all of us aging bucklers cross the bar. ABAQUS can solve buckling problems, but it can't pose or understand them. I am afraid it would not take long to count the number of courses on buckling now taught in this country."

I suppose these words describe the dilemma we are facing quite accurately. The least we can do is to work very hard to continue Jim's legacy of preserving our technical/scientific heritage and make the High-Fidelity Analysis Approach a success.

References


This page left blank intentionally.
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In the last 20 years NASA has worked in collaboration with industry to develop enabling technologies needed to make aircraft safer and more affordable, extend their lifetime, improve their reliability, better understand their behavior, and reduce their weight. To support these efforts, research programs starting with ideas and culminating in full-scale structural testing were conducted at the NASA Langley Research Center. Each program contained development efforts that (a) started with selecting the material system and manufacturing approach; (b) moved on to experimentation and analysis of small samples to characterize the system and quantify behavior in the presence of defects like damage and imperfections; (c) progressed on to examining larger structures to examine buckling behavior, combined loadings, and built-up structures; and (d) finally moved to complicated subcomponents and full-scale components. Each step along the way was supported by detailed analysis, including tool development, to prove that the behavior of these structures was well-understood and predictable. This approach for developing technology became known as the “building-block” approach. In the Advanced Composites Technology Program and the High Speed Research Program the building-block approach was used to develop a true understanding of the response of the structures involved through experimentation and analysis. The philosophy that if the structural response couldn’t be accurately predicted, it wasn’t really understood, was critical to the progression of these programs. To this end, analytical techniques including closed-form and finite elements were employed and experimentation used to verify assumptions at each step along the way. This paper presents a discussion of the utilization of the building-block approach described previously in structural mechanics research and development programs at NASA Langley Research Center. Specific examples that illustrate the use of this approach are included from recent research and development programs for both subsonic and supersonic transports.

I. Introduction

In the last 20 years NASA has worked in collaboration with industry to develop enabling technologies needed to make aircraft safer and more affordable, extend their lifetime, improve their reliability, better understand their behavior, and reduce their weight. To support these efforts, research programs starting with ideas and culminating in full-scale structural testing were conducted at the NASA Langley Research Center. Each program contained development efforts that (a) started with selecting the material system and manufacturing approach; (b) moved on to experimentation and analysis of small samples to characterize the system and quantify behavior in the presence of defects like damage and imperfections; (c) progressed on...
to examining larger structures to examine buckling behavior, combined loadings, and built-up structures; and (d) finally moved to complicated subcomponents and full scale components. Each step along the way was supported by detailed analysis, including tool development, to prove that the behavior of these structures was well-understood and predictable. This approach for developing technology became known as the “building-block” approach and was used successfully in programs such as the Advanced Composites Technology Program (ACT)\(^1\)\(^-\)\(^3\)\(^8\) and the High Speed Research Program (HSR).\(^3\)\(^9\)\(^-\)\(^4\)\(^3\) Analysis techniques including closed-form and finite elements were employed. The intent was to always verify that the analysis and experimental data agreed because otherwise the behavior of the structure was not adequately understood.

In the 1980’s Jim Starnes and others at NASA Langley saw the need for a major initiative to promote the use of light-weight composites on commercial transport aircraft. At the time, Langley’s current programs were winding down and many issues involving the use of composites were yet to be resolved. Many discussions with industry and other government agencies resulted in the understanding that technical, cost, certification and manufacturing roadblocks all existed and must be overcome before any manufacturer would consider relying on composite primary structures for carrying passengers. The airlines also demanded that maintenance, safety, and cost issues be addressed before they would consider buying transports with composite primary structures. With these thoughts in mind, the Advanced Composites Technology (ACT) program was born. Jim led much of the initial work in organizing the program and implementing the program. The defined goal was to reduce the structural weight of a commercial transport aircraft by 30 to 50% while also reducing manufacturing costs by 20 to 25% and ensuring that the resulting structures behaved in a predictable manner, would meet FAA requirements for certification including the area of damage tolerance, and be repairable in a way that the airlines would find acceptable.

In 1989 fifteen contracts were awarded in Phase A of the program.\(^3\) Phase A was defined to be “technology innovation” where work in the areas of manufacturing techniques such as resin transfer molding, fiber placement and stitching technology were developed. Contracts were awarded to industry (Boeing Commercial Airplanes, Hercules, Lockheed Aeronautical Systems, Grumman, Rockwell International, BASF, Dow Chemical, McDonnell Douglas, Sikorsky, and Northrop) and universities (Stanford, University of Utah, University of Delaware and University of California-Davis). Phase A represents the first part of the building-block approach—initial investigations and characterizations. Phase B was considered “technology development” and represented the next step in both size and complexity of the structures. The program became more narrowly focused and by Phase C, “technology verification,” ACT was focused on two prime contractors and two concepts. Each step was necessary for the following step to be successful. The results of these efforts are described in the following sections. Those original contracts helped develop the basic technology and understanding of material behavior and structural response. The building-block philosophy was critical to the success of this program.

In the mid 1990’s, feasibility studies indicated that a High Speed Civil Transport (HSCT) with the capability to fly between Mach 2.0 and 2.5, with a capacity of 200 to 250 passengers and a range of 5,000 nautical miles might be economically feasible. These studies indicated that to be economically viable, the HSCT would have to provide a return on investment that was competitive with subsonic transport aircraft. Advancements in the current state of technologies were shown to be necessary to meet the manufacturing, maintenance, and operational cost requirement for a HSCT aircraft. In 1994, NASA initiated the High Speed Research (HSR) program to address these challenges. The goal of the HSR program was to develop the technologies needed to build a commercial transport aircraft capable of flying at Mach 2.4 for 5000 nautical miles at an altitude of 60,000 ft. The target vehicle was to be capable of carrying 300 passengers from California to the Pacific Rim in half the time and at only 1.2 times the cost of conventional subsonic vehicles. The vehicle weight goal was a 30% reduction as compared to the Concorde supersonic transport.

In 1994, Phase I of the HSR program, trade studies were conducted to develop a configuration for a vehicle to meet the market requirements. In 1995, Phase II was initiated to develop the technology necessary for a HSCT vehicle. One area of technology development that was pursued was Material and Structures Technology Development. The Material and Structures Technology Development was further divided into elements or tasks which consisted of: Metallic Materials; Composite Materials; Materials Durability; Wing Structures; Fuselage Structures; Aeroelasticity; Acoustics; and Design Integration Trade Studies. These tasks were integrate together to develop the material processes, structural concepts and airplane configuration that met the design criteria and environmental constraints. This paper concentrates on aspects of the impact of building-block tests on the development of Wing and Fuselage Structures technology.
II. Material Characterization

The first step in applying the building-block approach to the development of composite structure is to be able to quantify the mechanical properties of the composite material being considered. Compression, tension, and shear stiffnesses and strengths must be determined. In addition, failure mechanisms and nonlinear material responses must be quantified. Some typical material characterization tests are described herein, although these tests are only meant to be representative of the many tests needed to fully understand and predict the behavior of specimens constructed from new material systems.

A. IITRI

A typical method used to determine the compressive property of polymer matrix composite material is the IITRI test method. The IITRI can be used to determine the compressive strength and stiffness of a polymer matrix material. The method is described in Ref. 44. An IITRI specimen and typical results for AS4/3502 graphite-epoxy unidirectional tape are shown in Fig. 1. A photograph of a ITTRI specimen is shown in Fig. 1a. Typical stress-strain results for a ITTRI test specimen that was tested to failure are presented in Fig. 1b. The applied stress is shown as a function of the surface strain results obtained from back-to-back strain gages oriented in the longitudinal direction and is represented by the open symbols. The filled symbols indicate failure of the specimen. The average membrane strain in the longitudinal direction is represented by the solid line.

![Photograph of typical specimen](image1)

Figure 1. Summary of IITRI test results.

![Photograph of typical specimen](image2)

Figure 2. Summary of isotrescu test.
B. Isopescu

The isopescu shear test is used to determine the shear strength and stiffness of a polymer matrix material. The method is described in Ref. 45. Typical results for AS4/3502 graphite-epoxy uni-directional tape are shown in figure 2. A photograph of an isopescu specimen is shown in Fig. 2a. Typical stress-strain results for an isopescu test specimen that was tested to failure are presented in Fig. 2b. The applied shear stress is shown as a function of the average membrane strain results taken from back-to-back strain gages oriented in the ±45 degrees to longitudinal axis and is represented by the dashed lines. The filled symbols indicates failure of the specimen. The average membrane shear strain in the longitudinal direction is represented by the solid line.

C. Multi-Point Bending Tests

Since layered composite structures have failure modes not seen in isotropic structures, certain types of testing became more critical than in a traditional aircraft development program. One such test was a multi-span beam shear test. In the simplest case, this test is a 3-point bend test. However, a 3-point test does not apply the same stress state through the thickness of the structure as a 4- or 5-point test, and different failure mechanisms can be activated. The test set-up and typical results are shown in figure 3 for a 5-point-bend test. This set-up shows five rollers and a graphite-epoxy beam specimen in figure 3a. The failure mode of delaminations between plies and intraply cracks shown in Fig. 3b are typical of a layered composite constructed from a brittle resin system. The white layers in the photograph are layers of an adhesive which was added to improve the damage tolerance capability of the specimen. Depending on the location of the layers, the number of adhesive layers and the overall stacking sequence, failure loads, and displacements at final failure could be increased. Such an adhesive layer had the effect of increasing the failure displacement, failure load, or both. Changes in load and displacement as cracking progresses in a typical laminate are shown in Fig. 3c. Since brittle resin systems were common in the early 1980’s and 1990’s, these mechanisms were examined as they related to damage due to impact, external surface damage, stress concentrations and repair. This testing technique was valuable as an initial screening test in determining the damage tolerance of composite material systems—a necessary step in evaluating a material system’s usefulness in aircraft structural applications.47
III. Simple Plates and Shells

Evaluating the behavior of damaged structures is part of any design process. Structures must withstand damage due to tool drops, hail stones, runway stones, and engine damage resulting in thrown debris. Compression after impact, tension after impact, flat and curved panels with holes or sawcut-type damage and with pressure, shear and combined loadings in the presence of damage all have to be considered. Typical impact experimentation is done by inflicting damage to a panel by dropping weights or shooting projectiles at it at specified velocities to inflict damage, and then loading the panels to study its response. A typical flat panel in the test fixture is shown in Fig. 4a and the resulting series of results of strain at failure versus impact energy for compression-loaded graphite-epoxy panels is shown in figure 4b. In this case, graphite-epoxy panels (represented by circles) and graphite-thermoplastic panels (represented by squares) were evaluated to determine the improvement in damage tolerance by using a thermoplastic resin. Panels were first impacted by shooting a 0.5-inch diameter aluminum sphere at the center of the panel then each panel was loaded to failure in compression. The axial strain in the panel at failure was recorded. The improvement in performance can be seen by noting that the thermoplastic panels have higher axial strain at failure than the graphite-epoxy panels for each impact energy considered. Similar studies were conducted for panels subjected to pressure or shear loadings in the presence of impact or discrete source damage. Discrete source damage can result from debris like fan blades being thrown through a wing or fuselage skin. Such damage can sever a stringer, frame or other stiffening element, supporting the need for clear understanding of changing load paths and load redistribution.
Curvature can also influence the panel behavior. Cylindrical panels and full cylinders must be tested and analyzed to predict their behavior. A typical cylinder subjected to compressive loading past the initial buckling load is shown in Fig. 5a. A shadow moiré interferometry technique was used to capture the out-of-plane displacement pattern shown. Finite element analysis using the Structural Analysis of General Shells (STAGS) computer code was used to predict the initial buckling load and the post-buckling behavior. The corresponding buckle pattern predicted for this cylinder is shown in Fig. 5b. The black curves represent the contours of the out-of-plane displacement predicted.

IV. Focused Technology Development Programs

There were two parts to Phase C of the ACT program. NASA and McDonnell Douglas Aerospace (now Boeing Phantom Works) were to address technologies applicable to the wing of the airplane, while NASA and Boeing were to address technologies applicable to the fuselage. Differences in structural and manufacturing requirements for the wing and fuselage meant that these parts of the aircraft would require different approaches to achieve the goals of the program; however, the high stiffness and light weight of composite materials made composites the obvious choice for both parts of the program. The first step in addressing the goals of the ACT program was to select the most promising material system and manufacturing technique. For the wing program, through-the-thickness stitching was selected to improve the damage tolerance of the wing by reducing damage growth and reduce part count by eliminating the need for rivets by stitching the stiffeners to the skin. A resin film infusion technique was selected to be cost-efficient and allow for the infiltration of resin into the stitched perform. For the fuselage program, a skin/stringer configuration was selected for the crown quadrant of the fuselage and sandwich configurations were selected for the side and keel quadrants of the fuselage. The stiffened-skin configuration consisted of skin that was fabricated using automated fiber placement. The hat section stringers were fabricated using a tape laying machine and occurred to the skin. The circumferential frames were J-section braided resin transfer molded and cobonded to the skin.

The approach used in the HSR program was to integrate design requirements from various disciplines leading to the development of wing and fuselage structural concepts. Analysis and sizing methodologies were developed for combined thermal and mechanical structural loads and then these methodologies were verified by test. Selected structural concepts were verified by test using a building-block approach from coupons to structural elements to components. These concepts were more structurally efficient and cost effective than state-of-the art aircraft structures. Materials durability testing was conducted to determine the durability of metallic and composite materials subjected to supersonic vehicle loadings. Also, accelerated tests method were developed to study the long term effects of composite structures subjected to thermal and mechanical loading. The prime industry partners in the HSR program were Boeing, McDonnell Douglas Aerospace, and Northrop-Grumman.

A. ACT Wing Program

After the basic concept development work was completed in Phase A of the ACT program, the follow-on work was focused on either a wing or fuselage. McDonnell Douglas focused on developing the technology and verification work needed to promote the use of a composite wing on a 220-passenger commercial transport aircraft. In addition to the typical material characterization activities, since the new stitching technology was to be employed in the ACT wing program, small flat panels were built to define
the stitching requirements. These small specimens were used to determine how many stitches per inch were needed to prevent damage growth under tensile or compressive loading and then to determine the influence of the stitches on the material in-plane properties. Specimens were then built to investigate the ability of stitches to hold stiffener flanges to the panel skin in the presence of shear or tensile loads. In addition to stitching, a Resin-Film-Infusion (RFI) process was developed to simplify the infusion process for large structures. Characterization studies were conducted to quantify the behavior of these RFI specimens.

In order to develop a full-scale stitched composite wing, the next step in the building-block approach was to look at “Design Development Test Articles.” These articles included multi-stringer panels with access door holes, 2-bay discrete source damage, spliced stringer repairs, tension and compression loading changes in skin thicknesses, and specimens focusing on the landing gear region, shear-loaded spars and stiffener terminations. A 40-inch-wide, 10-foot-long 5-stringer panel subjected to discrete source damage and tensile loading is shown in figure 6. This panel was subjected to a series of tests leading up to an evaluation of its ability to withstand loading in the presence of discrete source damage. Discrete source damage can result from debris like fan blades being thrown through a wing or fuselage skin. Such damage can sever a stringer, frame or other stiffening element, requiring the need to develop a clear understanding of changing load paths and load redistribution supported by both testing and analysis. This tension panel failed through the damage site at a load of 140% of Design Limit (DLL) twice that required by the FAA for commercial transport aircraft with this type of damage.

A similar 5-stringer panel with a bolted patch repair to be loaded with compressive loading is shown in Fig. 7. Repairs involving patching the skin and spicing a severed stringer can be performed with little equipment. The panel shown in Fig. 7 supported a load greater than Design Ultimate Load (DUL = 1.5*DLL) when loaded in compression.

Also in this phase of the program was the need to prove that a full scale wing box could be built and that it would withstand the necessary loading conditions. The progression through the building-block approach next led to the design of a subscale wing box, also known as the stub box. In designing the stub box, design details such as stiffener runouts, changes in skin thicknesses and the interaction of these design details with impact damage were examined. In each case, a detailed finite element model was created to predict the failure load, mode and location. To build wing cover panels, automated stitching technology had to be developed and a resin film infusion method refined to allow the manufacturing goals to be met. Building the “stub box” was a challenge in itself because each cover panel was larger than any piece of stitched structure previously built. Nevertheless, the 12-foot-long, 8-foot-wide stub box with all-composite cover panels, ribs and spars was constructed using the stitched resin film infusion technology and loaded in a way to simulate a 2.5 G pull-up flight maneuver.
The wing-stub-box test article consists of a metallic load-transition structure at the wing root, the composite wing stub box, and a metallic extension structure at the wing tip, as shown in Fig. 8. The load-transition structure and the wing-tip extension structure are metallic end fixtures required for appropriate load introduction into the composite wing stub box during the test. The load-transition structure is located inboard of the composite wing stub box (between the composite wing stub box and the vertical reaction structure at the wing-stub-box root), and the wing-tip extension structure is located outboard of the composite wing stub box. The load-transition structure is mounted on a steel and concrete vertical reaction structure resulting in a nominally clamped end condition. A 300-kip actuator was positioned under the tip of the metal extension box. A series of four tests were conducted where the structure was loaded with and without impact damage. Prior to the final test, the stub box was subjected to drop weight impacts with 100 ft-lb energy, causing barely visible impact damage. Failure occurred at a load of 154 kips, which corresponds to 93% of DUL. Failure occurred though a known impact-damage site near a stiffener termination on the upper cover panel, as shown in Fig. 9. The success of the stub box tests led to moving on to the next step in the program, the fabrication, analysis and testing of a full-scale stitched RFI semi-span wing.

A major effort in fabricating the semi-span wing test article was to use the stitched resin-film infusion manufacturing technique to build a series of 40-foot-long stiffened panels with complex curvature. Two of these panels were assembled together with spars, ribs and load introduction structures to create a semi-span wing box representing the first 40 feet out from the root of a 220-passenger commercial transport aircraft wing. A detailed finite element analysis of the semi-span wing box was conducted using the STAGS computer code to understand behavior at design details such as stiffener runouts, splices and unsupported regions. Nine actuators were used to subject the wing box to a series of loadings including a brake-roll condition in which load was introduced through a simulated landing gear leg, a pull down flight condition of –1G and a pull up flight conditions of 2.5G. During this series of tests, discrete source damage was inflicted to both the upper and lower cover panels, the wing subjected to DLL, and the damage repaired. Prior to the final test, the upper and lower cover panels were each subjected to three 100-ft-lb impacts to cause barely visible damage at critical locations. In the final test the semi-span wing was subjected to loading in the 2.5G upbending condition. The wing box supported 97% of DUL.
prior to failure through a lower cover panel access door. A photograph of the wing box subjected to 95% of its DUL in the 2.5G loading condition is shown in Fig. 10a. The finite element model of the wing box is shown in Fig. 10b. This model contains approximately 71,000 nodes, 76,000 elements and 428,000 degrees of freedom. A comparison of test data and predictions of deflections are shown in Fig. 10bc and the failure across the lower cover panel is shown in Figure Fig. 10d.

By withstanding 97% of DUL in the most severe loading condition and in the presence of damage and repair, the stitched wing program was declared a successful technology development program and NASA turned further development over to industry. Further information about the stitched semi-span wing test program can be found in references 23-25.

B. ACT Fuselage Program

The primary objective of the ACT fuselage program was to develop composite primary structure for commercial airplanes with 20-25% less cost and 30-50% less weight than equivalent metallic structure. In order to develop advanced structural concepts for aircraft fuselage, a pressurized aft fuselage section of a wide body generic wide body airplane with a diameter of 244 inches was chosen as the area of study for development of composite fuselage structural concepts. This section was chosen since it contained most of the structural details and critical manufacturing issues present in fuselage structures. The fuselage section was divided into four circumferential quadrants, the crown, the left and right sides, and keel. Details of the aft fuselage section are described in Fig. 11. A three step approach was used to identify and evaluate structural concepts for each quadrant of the fuselage section. First, the baseline concept selection was determined to be the concept that was judged to have the greatest potential for cost and weight savings with considerations for acceptable risk. Second, a global evaluation was conducted to develop preliminary designs in sufficient detail such that cost and weight differences between the baseline concept and other
low-cost/low-weight concepts could be developed. The final step involved selecting the concepts with the largest weight-saving potential for local optimization. This step involved optimizing the design elements while considering the impact of any design changes on overall cost. This approach resulted in a skin/stringer configuration for the crown quadrant and sandwich construction for the keel and side quadrants.

Structural stability was also an important consideration for evaluating structural concepts for fuselage structures. Overall cylinder buckling was a consideration for all quadrants of the fuselage section as well as local and torsional buckling of the circumferential frames. Local skin buckling and column buckling of stringers were also assessed. Facesheet wrinkling, dimpling, and crimping were considered for side and keel structures. A series of building-block tests were conducted to evaluate the structural stability of crown fuselage concepts. Crippling test were conducted on single skin/stringer elements to understand the local stability behavior of stringers. Finally, three-stringer panels with two frames and five-stringer panels with four frames were tested to evaluate the skin buckling. The effect of barely visible impact damage on the buckling and failure behavior was also studied during the tests.

**Fuselage Crown Panel Evaluation.**

A series of benchmark crown panels were formulated to gain additional understanding of the structural performance of thin gage fuselage structures fabricated from composite materials. Five curved stiffened panels representative of fuselage crown design concepts were fabricated to provide test specimens for a pressure-box test fixture (described subsequently) and for frame/skin bondline strength evaluations. These panels also provided the opportunity to investigate alternate design concepts in addition to alternate damage scenarios such as circumferentially-oriented notches and barely visible impact damage. A summary of the different panel configurations is given in Table 1. A photograph of a typical benchmark crown panel is shown in Fig. 12. The stiffened graphite-epoxy fuselage crown panel shown in Fig. 12 was tested in a pressure-box test machine to study its response characteristics when subjected to internal pressure and biaxial tension. The panel has a 122-in. radius, a 72-in. length, and a 63-in. arc width. The material type
and material properties for this panel are presented in Ref. 35. The panel skin is tow-placed using a fiberglass-graphite-epoxy hybrid material system to improve the damage tolerance characteristics of the panel. The panel frames are made of triaxially braided graphite fiber preform impregnated with an epoxy resin and cured using a Resin Transfer Molding process. The stringers pass through cutouts machined into the frames, and no clips are used to attach the stringers to the frames. This design detail reduces the structural part count and the cost associated with panel fabrication.

Table 1. Summary of benchmark crown panel tests.

<table>
<thead>
<tr>
<th>Panel Designation</th>
<th>Ultimate Load Case</th>
<th>Damage</th>
<th>Limit Load Case</th>
<th>Damage</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCAPS 5</td>
<td>18.2 psi pressure</td>
<td>None</td>
<td>8.85 psi</td>
<td>Severed skin/frame</td>
</tr>
<tr>
<td>TCAPS 1</td>
<td>Combined 13.8 psi pressure and 5,000 lb/in tension</td>
<td>Failed due to critical damage at frame/skin interface</td>
<td>Combined 8.85 psi and 3,370 lb/in</td>
<td></td>
</tr>
<tr>
<td>ATCAS 12</td>
<td>18.2 psi pressure</td>
<td>None</td>
<td>8.85 psi</td>
<td>Severed skin/frame</td>
</tr>
<tr>
<td>TCAPS 4</td>
<td>18.2 psi pressure</td>
<td>None</td>
<td>8.85 psi</td>
<td>Severed skin/frame</td>
</tr>
<tr>
<td>TCAPS-3</td>
<td>18.2 psi pressure</td>
<td>Low-speed impact damage</td>
<td>8.85 psi cycle loading</td>
<td>Low-speed impact damage</td>
</tr>
</tbody>
</table>

As part of the ACT fuselage program, several curved panels were fabricated by Boeing Commercial Airplane Group and tested in a specially designed pressure-box test fixture. The fixture is capable of testing curved panels subjected to internal pressure and bi-axial tension by using axial actuators and turnbuckle or hoop restraint rods. This fixture is described in Refs. 51 and 52. A photograph of the pressure-box test machine is shown in Fig. 13. In support of these tests, nonlinear structural analyses of a cylindrical shell with internal pressure as well as the pressure-box test fixture with a curved panel subjected to internal pressure were performed using the STAGS finite element code. The analysis of the cylindrical shell ensured that the load state that was applied to the pressure-box panel was representative of that in a full cylinder. A quarter model of the pressure-box test fixture with a curved panel has been developed for analysis using shell, rod, and beam elements as shown in Fig. 14. The turnbuckles or hoop restraint rods and hydraulic actuator rods are also included in the model to account for their rigid-body rotational degrees of freedom as the panel translates when internally pressurized. This model has approximately 10,000 elements with approximately 62,000 degrees of freedom. The experimental hoop strain results along an axis oriented in the axis from the experiment are compared with analysis results in Fig. 14 for a fuselage panel subjected to internal pressure conditions of 5 psig and 18.2 psig in the pressure box test fixture. The correlation between the results is excellent. This comparison suggests that the finite element model represents the test well.

Figure 13. Photograph of pressure-box test fixture.
a) Finite element model of crown panel.

b) Comparison of analytical and experimental hoop strain results

Figure 14. Finite element model of crown panel.

C. HSR program

As part of the HSR fuselage program, several sizes of structural specimens were fabricated to support the development of stiffened-skin concepts for the fuselage structure. Specimens ranged from simple stiffener pull-off and stiffener crippling specimens to full-scale panels designed for vehicle loads. Examples of stiffener pull-off and stiffener crippling specimens are given in figures 15 and 16, respectively. A typical stiffener pull-off specimen is shown in Figure 15(a), and a typical stiffener pull-off failure mode is shown in figure 15(b). These tests were used to verify the integrity of the skin-stiffener interface, which is important in postbuckled designs as well as fuselage over-pressure conditions. A typical stiffener crippling specimen is shown in Figure 16(a), and a photograph of the shadow moiré interferometry out-of-plane displacement pattern at an applied load of 33.6 kips is shown in figure 16(b). These tests were used to investigate the stability of the stiffener design and to understand the strength characteristics of the skin-stiffener combination.

Figure 15. Typical stiffener pull-off specimen and test.

Figure 16. Typical stiffener crippling specimen and test.
sub-component scale panels were tested. The panels were tested in uniaxial compression to evaluate the response of the different skin layup designs as well as the effect of impact damage and discrete-source damage. Experimental and analytical results are compared in Fig. 17 for a compression sub-component panel built for the HSR fuselage program by McDonnell Douglas Aerospace (now Boeing Phantom Works Division). The sub-component panel is shown in Fig. 17a and it measures 40-in-wide by 40-in-long and has five stringers spaced at 8 inches and two frames located 10 inches above and below the horizontal centerline of the panel. There is an 8-in-long by 0.25-in-wide machined notch through the center stringer to simulate discrete-source damage. Knife-edge supports were applied to the unload edges, and frame restraints were used to restrict global bending response. The loaded edges were encased in potting material and machined flat and parallel to each other.

d) An analytical out-of-plane displacement pattern at an applied load of 138 kips.
10 inches above and below the horizontal centerline of the panel. There is an 8-in-long

e) Comparison of surface strain results in a skin-bay adjacent to the cut skin bay.
Figure 17. Typical results for a HSR fuselage panel loaded in compression.
geometrically nonlinear structural analysis of this subcomponent was also performed using the STAGS finite element code. The finite element model used for the analysis, shown in Fig. 17b consists of 3,596 nodes, 3,492 shell elements, and 21,776 active degrees of freedom. A photograph of the shadow moiré interferometry out-of-plane displacement pattern at an applied load of 134 kips is shown in Fig 17c. The out-of-plane displacement contours at an applied load of 138 kips predicted using the STAGS analysis are shown in Fig. 17d. The correlation between the measured and predicted displacement patterns is very good. A comparison between measured and predicted load versus surface strain results in a skin bay adjacent to the cut skin bay is presented in Fig. 17e. The good correlation between the experimental values (i.e., the solid lines) and the predicted values (i.e., the open symbols), suggest that the analysis model represents the test well. Failure is indicated by the filled symbols.

The results from these element and sub-component tests were then utilized by McDonnell Douglas to design full-scale fuselage panel test articles to be tested under uniaxial loads in an un-pressurized configuration. Both tension and compression full-scale fuselage panels were designed and tested. One of the five-stringer fuselage panel tension test articles is shown in figure 18. These test panels were 80-inches-long and 40-inches-wide, and had an eight-inch stringer spacing. A special load introduction fixture was designed by McDonnell Douglas to directly introduce load into the stringers. The purpose of the tension test series was to evaluate the adequacy of the skin-stringer design to support the required design loads in the presence of discrete source damage. The discrete source damage was simulated with a notch that was machined through the center stringer and spanning one full skin-bay width. A typical test panel is shown in the 1.2 million-pound test machine at NASA Langley in figure 18. A close-up of the notch is also shown in figure 18(a), and the failure mode of the panel is shown in figure 18(b). The failure initiated at
the notch tip, propagated to the adjacent stringers, and then ran parallel to the stringers causing failure of the panel. The panel supported all design loads.

The final full-scale fuselage compression panel tested in this series of tests is shown in figure 19. This curved panel is 120-inches-long with an arc length of 60 inches and a radius of curvature of 60 inches. This panel was tested in uniaxial compression to assess its stability characteristics and to study its response in the presence of both barely visible impact damage as well as discrete source damage. A photograph of the shadow moiré interferometry out-of-plane displacement pattern just prior to failure at an applied load of 172.4 kips is shown in Fig 19b. The location of the notch is shown in this figure as well. The panel was well into the post-buckled range at this load level. The failure mode of the panel is shown in figure 19c. The failure initiated as a local failure at the notch tip in the post-buckled configuration and then propagated across the width of the panel. This panel supported all required design loads as well.

Combined Loads Test HSR Fuselage Panels

A majority of the testing conducted in the HSR Program consisted of coupons, elements and panels. These building-block tests were used to develop material property database that could be used to size and analytical predict the responses of larger structures. However, large full scale panels with sufficient details were tested in order to validate structural concepts. Some typical results for composite curved fuselage panels that were tested in the Combined Loads Test machine (COLTS) will be described in this section.

The combined loads test machine and D-box test fixture configurations are illustrated in Fig. 20. The details of the combined loads test machine are summarized in Ref. 53. The D-box test fixture was designed to ensure that appropriate boundary conditions are imposed on a curved panel to provide a stress state that is representative of a cylindrical shell. This requirement is particularly important when investigating the failure of a curved panel.

The D-box test fixture shown in Fig. 21a was used to apply mechanical and internal pressure loads to the test panel. The small axial stiffness of the D-box test fixture allows a test panel to experience most of the applied axial load and minimizes the shift in the center-of-pressure of the assembly if the test panel buckles. The low axial stiffness of the D-box test fixture is the result of an assembly of curved I-beams
with the cross-section shown in the inset. The I-beam sections are 8.0-inches deep and 15 of these sections are used to make the D-box test fixture. This D-box test fixture is designed to test curved panels with 60- to 130-inch radii and 20- to 22-inch frame spacings. The panels are attached to the D-box test fixture with the hinge fittings as indicated in Figure 21b. A cross-section of the D-box test fixture is presented in Fig 21b that shows the details of the hinge fittings. Thirteen of these hinge fittings are provided between the I-beams for this purpose. When the D-box assembly is internally pressurized, the assembly expands in a manner that causes the hinge supports to move inward. This deformation will cause the test panel to bend in a way that is not representative of the response of an internally pressurized shell. To prevent this undesirable deformation, cross bars are mounted between the hinge points as shown in the figure such that the distance between the hinge points can be held constant or adjusted as needed to induce the appropriate stress state in the test panel. A detailed description of the D-box test fixture is presented in Ref. 53.

A curved sandwich fuselage panel with a centrally located circumferential sawcut through the facesheet and honeycomb core of the panel was subjected to internal pressure, shear and axial loading using the D-box test fixture in the COLTS combined loads test machine (Ref. 54). The sandwich facesheets were fabricated from IM7/PETI-5 uni-directional tape with longitudinal tear straps, and the core is a titanium honeycomb core. The basic facesheet was a 12-ply laminate. The panel contained longitudinal tear straps spaced 10-in. apart that were 20-ply laminates. The panel also had transverse patch doublers at four locations. The facesheet of the the patch doublers was a 30-ply laminate. A 12-inch-long notch was machined through the longitudinal tear strap at the center of the panel to simulate discrete-source damage in the panel prior to testing. A detailed description of the test panel is presented in Ref. 54. A photograph of the panel is shown in Fig. 22.

The panel was initially loaded to 7.2 psi internal pressure followed by axial and shear loading. The damage initiated at the tip of the notch and propagated at a 40° path toward the adjacent tear straps. The damage progressed beyond the doublers at an applied of 7.2 psi internal pressure, 3,900 lb/in. axial load, and 888 lb/in. shear load. A photograph of the failed panel is shown in Fig. 23.

V. Concluding Remarks

NASA Langley Research Center and its industry partners advanced the understanding of the behavior of composite structures through large focused programs in the 1990s. The building-block approach to research in structural mechanics was vital to the success of the composite technology development programs. Examples that highlight the development of unique testing capabilities to support the building blocks include the Advanced Composites Technology Program, which began in 1989 and ended in 2000, and the High Speed Research Program, which began in 1994 and ended in 1999. Building block elements involving analysis and experimentation including coupons, stiffened and unstiffened panels, subcomponents, design detail articles and large full-scale components supported technology development. Verified tools and new approaches to composite design and fabrication and the development of new experimentation capabilities were critical parts of each program.
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Abstract

The research and technology work conducted at the NASA Langley Research Center over the past two decades on damage tolerance of composite structures is summarized. Only a few topics such as the effects of manufacturing defects, response to low-speed impact that is representative of manufacturing tool drops, failure initiation and growth in unstiffened flat and curved panels with a circular cutout, stiffened flat plates with and without discrete-source damage in the form of notches subjected to compression and inplane shear loading are presented and discussed. Over the years, a better understanding of these physical phenomena led to the development of tougher polymeric material systems, damage tolerant material forms and structural concepts, measurement techniques and test methods for assessing structural response and failure modes, and analysis methods for predicting damage initiation and growth to facilitate structural system prognostics and residual strength prediction.

I. Introduction

Aerospace structural design requires several considerations. One that centers on safety is design for damage tolerance. Damage tolerant design, in general, encompasses considerations for manufacturing anomalies, low-speed impact, notch sensitivity, and fatigue life, depending on the aerospace structure. The damage tolerance criteria used for structural design are worked in the context of inspection intervals, repair, and replacement for the damage tolerance principles became a significant consideration in design during the late 70’s; such knowledge base for polymer matrix composites was very limited then. Many key researchers began efforts to add scientific understanding to the damage tolerance of composite structures, which held great promise for lightweight air vehicles.
Dr. James H. Starnes, Jr. was one such key researcher from NASA Langley Research Center that was responsible for nurturing this research area to study the low-speed impact response, compression-after impact strength, and notch sensitivity of both stiffened and unstiffened laminated composite plates (Ref. 1-5). These research activities addressed the airgun impact damage tolerance of laminated quasi-isotropic and orthotropic composite plates to identify the energy threshold for plate catastrophic failure. This effort also helped define the size of the compression-after-impact test specimen to be 10-in. long and 5-in. wide for a 48-ply laminate. Activities were also conducted on stiffened plates to address damage to stiffeners, which was used to develop stiffened panel sizing methods that account for damage tolerance. Subsequent to this, several of Dr. Starnes’ colleagues developed several standard test methods to evaluate the damage tolerance of different tough material systems with T300, AS4, and Celeron fiber reinforcements.

Additional efforts were conducted by his colleagues and successors to study the effects of manufacturing defects, low- and high-speed impact response, and the failure initiation and growth from local stress risers such as dropped plies, terminated stiffeners, cutouts, and notches. Determination of the residual strength of structures with such features both in the buckle-resistant and post-buckled structures was also pursued together with developing design features that can arrest damage growth so that the full potential of composite structures can be realized in aerospace applications. The present paper summarizes the work done over the past one-and-a-half decades [6-15] on composite structures and materials to study low-speed impact response, discrete-source damage, and failure arising from regions of stiffness discontinuities and the damage growth. Impact response of composite structures is a complex phenomenon since it involves different damage modes and possible localized strain rate effects which are influenced by the impactor mass, size, and speed, specimen or target geometry, hybrid materials, lamination sequence, boundary or support conditions, the relative magnitudes of impactor and target masses, and the nonlinear response of thin structures. The objective was to obtain scientific understanding of the low-speed impact response phenomenon for thin and thick structures so that the strain allowables could be increased to result in reduced structural weight. This knowledge is currently being utilized to develop scaling laws so that with a combination of small specimen testing and analysis one could accurately infer the impact damage resistance and tolerance of a given practical structure. Analytical methods are also being developed which eventually can help do certification by analyses. Dr. Starnes’ inspiration also led to the development of damage initiation and progressive failure methodologies. These tools have been validated on large-scale structures by determining the residual strength of flat and curved polymeric composite plates [16-21] and full-scale built-up and sandwich structures with discrete-source damage in the form of a notch and with stiffness discontinuities that lead to stress gradients. Some of these large structures were subjected to combined pressure, axial tension/compression and shear in the Langley Combined Loads Test System (COLTS) facility with the capability to simulate actual flight loading conditions.

The knowledge gained through these research efforts and the capabilities developed have been instrumental in assisting the National Transportation Safety Board in the investigation of the American Airlines 587 accident, the assessment of X-33 cryogenic tank failure, the NASA Agency on Columbia Accident Investigation, the detailed work associated with Shuttle return-to-Flight, and the Helios Unpiloted Arial Vehicle failure. This capability also will help to develop advanced aircraft with optimized, active flexible wing structures for load alleviation; strength and stiffness tailored, unconventional geometry fuselage structures; advanced launch vehicle structures including cryogenic tanks, large space and planetary habitats subjected to extreme operating conditions, space radiation, and micrometeoroid impact, to name a few.

II. Summary of Technical Contributions

Effect of manufacturing defects in the form of delaminations

When designing laminated composite structures, delaminations are a major concern since they can grow when subjected to critical loading conditions. Delaminations in a structure can occur in a
Delamination growth can result in significant degradation in structural performance. The effect of a circular delamination in flat and curved composite panels subjected to axial compression loading has been investigated. The analytical results are compared below with experimental results.

The finite element model of the test specimen configuration is shown in Figure 1 and consisted of both flat and curved plates. The test specimen is 10-in. by 5-in. in size. With clamped loaded conditions and simply supported unloaded conditions along the 10-in. long side, the unsupported specimen size measures 9 inches by 4.5 inches. Each AS4/3501-6 panel had a [(+45/90/0),/±60/±15], lay-up and each was fabricated with a 64 mm (2.5 in.) diameter circular delamination between either the 4th and 5th or 5th and 6th plies. Three different test configurations were tested: a flat panel, a 15-inch-radius cylindrical shell, and a 30-inch-radius cylindrical shell. The curvature was always in the shorter direction and the compression load was always applied in the long straight direction. When the specimen was curved, the delamination was always placed on the convex side of the panel. As the test specimens were loaded in compression, the load, end shortening and strain at different locations were recorded. In addition, a full-field deformation measurement system shown in Figure 2 was used that required a random speckle pattern be applied to the specimen [22, 23]. This technique provided a convenient way to observe the buckling of the delaminated region, and to track the progression of delamination growth.

The effect of three different modeling parameters were investigated in this study: 1) element choice (2D shell vs. 3D brick), 2) style of boundary condition (simplified vs. extended), 3) method for delamination prediction (Virtual Crack Closure Technique-VCCT vs. Interface element). The ABAQUS finite element program was used to conduct the analyses. The analytical local and global buckling results are presented in Figure 3. The delamination growth is when the strain energy release rate at any point along the boundary of the delamination exceeds the critical strain energy rate for the material. These results suggest that local buckling occurs first for both flat and curved laminates followed by delamination growth when the delamination is placed closer to the convex or concave surface of the plate. Also, the results for the curved plate are skewed with respect to the centerline of the plate thickness. This is a plate curvature effect. The influence of plate radius on delamination initiation and growth are shown in Figure 4. The delamination growth is determined using either VCCT or by incorporating an interface element between the plies of interest. These results suggest that for flat plates the delamination initiation occurs at a lower load and grows gradually whereas, for the plates with curvature, the delamination growth begins at a higher load but progresses more rapidly.

**Low-speed impact response**

In order to systematically study the low-speed impact response of composite structures, it was necessary to develop test equipment that provided all the necessary data accurately. The dropped-weight impactor and a static indentation test setups shown in Figure 5 were developed for this purpose [6]. These test setups are designed for accurately delivering the impacts and accessing response information of both the target and the force-inducing device. The nonlinear response phenomena associated with low-speed impact response, which is a quasi-static loading condition that is representative of a dropped-tool impact, was identified during 1993 [7]. To study this effect further, the response of flat and curved panels to a lateral force was studied analytically. The results summarized in Figure 6 confirmed the softening geometric nonlinearity earlier identified during low-speed impact response studies. Further studies were conducted to study the influence of impactor and target parameters on impact response. The results from a study on the influence of impactor mass on damage state and compression-after-impact strength for a flat plate are summarized in Figure 7. The 48-ply-thick, [45/0/-45/90], quasi-isotropic flat plate test specimens used in this experimental study were fabricated from Hercules, Inc. AS4 graphite fibers preimpregnated with Hercules, Inc. 3502 epoxy resin. As the impact energy level is increased from 7-25 ft-lbs, the damage area increases as a function of the impactor mass with the damage area following an S-curve. The general trend is that for a given impactor mass the damage area increases and then decreases as the energy is increased. The damage area curve with a larger mass stacks on top of the previous lower mass damage area curve. The leveling off of the damage area is due to more penetrating damage at the
impact site. The compression-after-impact strength results are presented in Figure 7(b), which suggests that the residual strength is a function of the impactor mass with a larger mass impact for a given energy level resulting in reduced strength. Additional results are available in Reference 11. The influence of plate radius on the impact response of thin (16-ply quasi-isotropic) laminated composite plate that are representative of fuselage structure skins are presented in Figure 8 for an impact energy level of 1.5 ft-lb. For high-velocity impacts that are representative of hailstone or runway debris impacts, the impact duration is short (~50 micro-seconds) and has a highly localized influence. For this reason, as shown in Figure 8(a), the influence of plate radius on the contact force for a given impact energy level for such an event is negligible. The dropped-weight impact, on the other hand, is a longer duration event (~1 to 5 milli-seconds) and is experienced by a larger part of the structure. The maximum force response results shown in this figure suggest that the peak contact force exhibits a reduction for plate radii around 30-inches. This behavioral trend is due to nonlinear deformation of the plate associated with the radius [25]. The compression-after-impact strength information for these panels is presented in Figure 8(b). The strengths of 16-ply-thick quasi-isotropic curved plates with inflicted damage from impact tests conducted with a 2.5 lb. impactor (at 9.6, 10.6, 8.4, and 8.2 ft-lbs. of energy for plate radii of 15-, 30-, 60-in. and flat, respectively) are compared with plates that are statically loaded with a central force equal in magnitude to the maximum value of the contact force obtained from the impact tests. The objective was to evaluate the applicability of statically indented plate compression tests to assess the compression-after-impact strength of thin plates with different sizes. The results suggest that the residual strength is a function of the plate radius, particularly for smaller radii. The compression strength results for statically indented 9-in. by 5-in. size plates appear to agree more favorably with the results for dropped-weight impacted plates of the same size. There appears to be up to a 40% difference in the strength results when the plate radius approaches that for a flat plate suggesting that the static indentation test results should not be used to assess the strength of impact damaged larger size thin plates.

The influence of plate anisotropy on the impact response and compression strength is presented in Figures 9 and 10. The analytical maximum contract force results for a 16-ply-thick AS4/3501-6 graphite-epoxy curved plates [10] with different types of coupled response and impacted at 1.5 ft-lb of dropped-weight impact energy are summarized in Figure 9. These results are obtained by artificially setting the in-plane and/or out-of-plane coupling stiffnesses to zero. When compared to the [45/0/-45/90]s quasi-isotropic laminate contact force results, the results for plates with different types of coupling have reduced maximum contact force values, depending on the plate radius. If the magnitude of the contact force for a given impact energy is an indicator of the extent of damage created in the plate made if the same material system, then the plates with anisotropic properties, particularly with no in-plane coupling, should have lesser damage and higher compression-after-impact strength. The failure strain results for the above quasi-isotropic plate is compared with a tailored anisotropic plate (with A_{16}, A_{26}, D_{16}, and D_{26} terms) in Figure 10. Both of these plates are impacted at energy levels that result in barely visible damage. These preliminary results for plate with anisotropy suggest a marginally higher strength than the quasi-isotropic plate with larger radii, corroborating the above hypothesis of anisotropy contributing to plate softening and, hence, improved compression-after-impact strength.

The currently ongoing effort utilizes the knowledge acquired from the studies on low-speed impact response of composite plates to develop scaling laws where information from impacting small-scale specimens can be scaled to assess the impact response and, eventually, the residual strength of composite structures [13]. Approximate closed-form analysis methods were developed earlier to obtain contact force profiles for curved plates with different boundary conditions, preloading conditions, and degrees of anisotropy [9, 25]. The contact force results for quasi-isotropic curved plates that are scaled for target and impactor parameters are presented in Figure 11 for impact energies that are low enough not to result in plate damage. The contact force magnitude for the reference 8-ply-thick plate is approximately 100 lbs. whereas the magnitude for the plates that are geometrically scaled to be 16-ply-thick laminates is approximately 450 lbs. For the 16-ply-thick plates, ply-level geometric scaling requires that each ply thickness in the 8-ply quasi-isotropic laminate is doubled [45_2/0_2/-45_2/90_2]s and the
sublaminate geometric scaling requires that the 8-ply stack be repeated \([45/0/-45/90]_4\). When scaled using the linear scaling factors presented in the literature and in this paper, the force profiles for the 16-ply-thick plates map exactly suggesting that the previously suggested scaling laws are valid for thin plates that exhibit nonlinear impact response. Similar results are obtained as shown in Figure 12 when the impact energy levels are increased to a level that initiates damage in the plates.

**Response of stiffened plates with discrete-source damage**

There was no analytical method available which has been thoroughly validated using either finite element analysis or experimental results to determine stress distributions around an inclined narrow elliptical notch in finite anisotropic plates subjected to combined in-plane loading conditions. The objective of this work is to present and discuss a validated analysis procedure which can be used to determine stress concentrations and stress and strain distributions around a narrow elliptical notch in finite anisotropic composite laminated plates and three-stiffener panels loaded in axial compression. The present analysis method was validated by comparing the analytical stress and strain results with finite element analysis and experimental results for square laminated plates with notches oriented in two different angles to the loading direction [15]. The present analysis results and finite element analysis results are also compared with the experimental results for three-stiffener panels with long elliptical notches. The test specimen with an inclined notch and the test specimen with speckle interferometry instrumentation are shown in Figure 13. References 15 and 22 provide details on the analysis methodology, test specimens, and experimental methods. The finite element model with different degrees of element discretization to capture the stress gradient at the notch tip region is shown in Figure 14 (a). Due to the inclined orientation of the notch, a combined stress state exists at the notch tip region for an applied axial loading condition. A comparison of the finite element and present analysis results for in-plane shear strain with the experimental results is presented in Figure 14 (b). The present analysis method provides results corresponding to a linear response whereas the finite element results capture the nonlinear specimen response with no failure. All three data agree well with each other until the load value approaches 10,000 lbs. suggesting the accuracy of the present analysis results. Beyond this load value, nonlinear response is indicated from the finite element analysis results whereas failure initiation and growth is suggested by the experimental results.

**Failure initiation, growth and residual strength results for flat, curved, and stiffened panels with and without cutouts and notches**

The work performed to address the above subject is presented in detail in References 16-20. The goal here was to understand the failure modes, develop failure criteria and analysis tools to predict the initiation and growth of interlaminar and intralaminar failure modes, and the residual strength of flat, curved, and stiffened panels subjected to uniaxial compression and in-plane shear loading conditions. Sample results for thin curved composite panels that are representative of fuselage skins with and without a centrally located hole are presented in Figures 15 and 16. Since the curved plates are sensitive to geometric imperfections, analysis was conducted with and without the measured values for geometric imperfections to assess the sensitivity of this parameter on panel response and failure. Details of the failure criteria and the stiffness degradation models are presented in References 16 and 19. The analytical predictions for the load end-shortening response compared well with the experimental results when the geometric imperfections are included. FV1, FV2 and FV3 designated by the open symbols represent analytical predictions for matrix, fiber-matrix shear, and fiber failure modes, respectively. The analysis results suggest that these failure modes occur either at or after the collapse of the specimen, depending on whether geometric imperfections are not included or included. The residual strength of the panel is also predicted accurately by the analysis, particularly when the geometric imperfections are included. The load end-shortening results for the 16-ply-thick quasi-isotropic curved plate with a centrally located hole with the hole diameter to panel width ratio of 0.2 are presented in Figure 16. Once again, the panel response is accurately predicted by the analysis results when the geometric imperfections are included.
The experimental results are not captured after the panel collapse and, therefore, the residual strength could not be compared here with the analytical results.

The analytical and experimental results for a flat panel with a diagonal notch and subjected to in-plane shear loading condition in a picture frame fixture are presented in Figures 17 and 18. The panel configuration is shown in Figure 17 (a) together with the location for the notch (discrete source damage) and the loading direction. The load end-shortening results presented in Figure 17 (b) suggest excellent comparison between the analytical and experimental results for the maximum load to failure. The load drop obtained from the experiment suggests panel catastrophic failure. The analysis results suggest that all the three failure modes occurred around 10,000 lbs. The analytical results did not converge beyond an applied displacement value of 0.22 in. The analytical and experimental failure results are compared in Figure 18. The analytical contours for accumulated FY3 mode, fiber failure, through the panel thickness are shown in Figure 18 (a). A 100% failure is predicted around and approximately perpendicular to the notch tip. The experimental failure mode shown in Figure 18 (b) illustrates a failure pattern that is consistent with the analytical prediction.

The results from a study conducted on a bead-stiffened composite panel made of a thermoplastic material system are summarized in Figure 19. The panel is made using thermal forming technology to shape a stiffening bead. The panel makes a part of the wing rib web structure that experiences predominantly in-plane shear loading. The panel was tested during 1988 using a picture frame shear test fixture and analyzed using the methodology described and referenced above. The geometric imperfection data was not available for this panel to include in the analysis. The back-to-back surface strain results from the experiment at a point centrally located on the panel on top of the bead are compared with the analysis results in Figure 19 (b). The progressive failure analysis results predict initial failure around 12,000 lbs. and the final failure at 28,000 lbs. with the strain results closely comparing with the experimental results.

III. Concluding Remarks

NASA Langley Research Center and their collaborators have conducted a significant amount of research in the area of polymeric composite structures damage tolerance and residual strength during the past more than 20 years, which is summarized in this paper. We pay our tribute to Dr. James H. Starnes, Jr. who was inspirational in initiating and conducting some of this work. This collective effort has significantly contributed to advancing the state-of-the-art in the damage tolerance and residual strength of composite structures and, consequently, increasing the confidence of the aerospace industry to use polymer matrix composites in primary structural applications. There is a need for additional work in developing validated analysis tools to understand, quantify, and apply damage tolerance and residual strength methodologies for highly-loaded, tailored composite structures and nanomaterial systems based structural concepts such as light-weight functionally-graded and multifunctional structures subjected to extreme space environmental conditions.
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Jim Starnes’ Contributions to Residual Strength Analysis Methods for Metallic Structures
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A summary of advances in residual strength analyses methods for metallic structures that were realized under the leadership of Dr. James H. Starnes, Jr., is presented. The majority of research led by Dr. Starnes in this area was conducted in the 1990’s under the NASA Airframe Structural Integrity Program (NASIP). Dr. Starnes, respectfully referred to herein as Jim, had a passion for studying complex response phenomena and dedicated a significant amount of research effort toward advancing damage tolerance and residual strength analysis methods for metallic structures. Jim’s efforts were focused on understanding damage propagation in built-up fuselage structure with widespread fatigue damage, and on understanding the effects of damage on the structural response of built-up fuselage structure, with the goal of ensuring safety in the aging international commercial transport fleet. Jim’s major contributions in this research area were in identifying the effects of combined internal pressure and mechanical loads, and geometric nonlinearity, on the response of built-up structures with damage. Analytical and experimental technical results are presented to demonstrate the breadth and rigor of the research conducted in this technical area. Technical results presented herein are drawn exclusively from papers where Jim was a co-author.

I. Introduction

The present paper summarizes advances in residual strength analyses methods for metallic structures that were realized under the leadership of Dr. James H. Starnes, Jr. Dr. Starnes, respectfully referred to herein as Jim, had a passion for studying complex response phenomena and dedicated a significant amount of research effort toward advancing damage tolerance and residual strength analysis methods for metallic structures. In this research area, Jim’s efforts were focused on understanding damage propagation in built-up fuselage structure with widespread fatigue damage, and on understanding the effects of damage on the structural response of built-up fuselage structure, with the goal of ensuring safety in the aging international commercial transport aircraft fleet.

The majority of research led by Jim Starnes in the area of damage tolerance and residual strength analysis of metallic structures was conducted in the 1990’s under the NASA Airframe Structural Integrity Program (NASIP). This program, headed by Dr. Charles E. Harris, covered a wide range of topics including fatigue and fracture of materials, nondestructive inspection methods, and residual strength analysis methods for built-up structures with damage. Jim led the structures element of the program, and within this activity Jim supervised, mentored, and collaborated with junior researchers Ms. Vicki O. Britt, and Drs. Richard D. Young and Cheryl A. Rose. Jim also worked closely with Dr. James C. Newman, ‘champion’ of the critical Crack-Tip-Opening Angle (CTOA) fracture criterion for elasto-plastic fracture, to incorporate the elasto-plastic criterion in residual strength analysis methods, and to help define laboratory scale experiments and critical loading scenarios for validation of the criterion. In addition, Jim supported and collaborated with Dr. Charles Rankin at Lockheed, Palo Alto, to incorporate crack modeling and residual strength analysis methodologies into the STAGS (STructural Analysis of General Shells) general-purpose finite element code.1

Jim’s approach to research in damage tolerance and residual strength analysis methods for metallic structures was typical of his approach to solving complex problems. The first step in the approach was defining the overall research problem. Several components contributed to the problem definition. First, there was a motivational component, or a driving force for solving the problem. Typically, the driving force was a problem experienced by the aeronautics industry. Jim’s connection with industry was invaluable; he had the respect and confidence of manufacturers and operators, and they often conveyed to him issues or failures that were occurring that they didn’t understand. He then relied
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upon his intuition and extensive expertise in structural mechanics to define preliminary studies to characterize the problem. The preliminary studies were typically tests or simplified analyses of complex built-up configurations, conducted to obtain qualitative information on relevant structural parameters, fundamental structural response characteristics and failure scenarios, and to identify critical loading conditions. Jim would consider results from these studies, and factor in industry input, to formulate the overall problem definition, and then form a vision toward a solution. This vision often consisted of multiple research elements, and the integration of the individual elements. Each research element addressed a critical component of the larger problem, and was defined by breaking the complex response of built-up structure down into contributing factors to be studied separately. Research of each element consisted of detailed numerical and experimental studies of a simplified structural configuration conducted to develop a quantitative understanding of critical response mechanisms identified in the preliminary studies. Each research element provided a stand-alone technical result for a simple application and provided insight into understanding the response characteristics of a more complex configuration. In addition, the individual research elements often resulted in the development of new analysis capabilities that were eventually integrated to develop high-fidelity analysis capabilities for quantitative characterization of the real-world built-up structure.

In the present paper results of research activities in residual strength analysis methods for metallic structures that were conducted in collaboration with Jim are presented following an outline based upon the research approach described above. First, the motivation for the research and the overall problem definition is described. Then results of selected research activities that were defined based upon fuselage structure response characteristics observed in the preliminary studies conducted to define the problem, are presented. The research activities described are presented in order of increasing complexity. First results of a numerical study of nonlinear bulging factors in unstiffened aluminum shells is presented. This study examined the effect of geometric nonlinearity and combined loading conditions on the crack-tip stress intensity factor in an unstiffened shell. The second study extended the previous study’s efforts in unstiffened shells to stiffened structure, including detailed modeling of stringer and fastener parameters. The final section presents a summary of research activities that were specifically focused on the development and validation of a high-fidelity residual strength analysis methodology for aircraft aluminum fuselage structures with cracks and subjected to combined internal pressure and mechanical loads. The method accounts for all of the complexities present in a fuselage shell structural response that must be represented to predict accurately fuselage structure residual strength. The methodology is based upon the critical crack-tip-opening-angle (CTOA) elastic-plastic fracture criterion to represent stable crack growth and fracture in ductile materials, and a geometric and material nonlinear shell analysis code to perform the structural analysis.

II. Problem Definition

Commercial transport are designed with a damage tolerant design philosophy that requires the aircraft to maintain adequate structural integrity in the presence of discrete source damage or fatigue cracks. As economic and market conditions encourage the use of commercial airplanes beyond their original design service life, it is important to be able to predict the fatigue life and residual strength of fuselage structures with cracks. Widespread fatigue damage (WFD) is a significant concern for the aging aircraft fleet because the residual strength of structure with a long crack might be significantly reduced by the existence of adjacent smaller cracks. The accident of the Aloha aircraft, shown in Fig. 1, made aging aircraft a national priority. The Aloha aircraft accident is an example of widespread fatigue damage, where several short fatigue cracks along a fuselage lap joint linked together and unzipped an 18-foot-long section of the crown of the fuselage. One flight attendant was killed, but, amazingly, the pilot was able to land the aircraft. Another example demonstrating the threat to the structural integrity of aging aircraft is shown in Fig. 2. The aircraft shown in this figure was damaged when a fatigue crack from a manufacturing flaw caused engine failure during take-off. Uncontained engine debris from the engine penetrated the fuselage, killing two passengers and significantly compromising the structure.

The Aloha aircraft resulted in the launching of NASA and FAA initiatives in aging aircraft. One of the objectives of the NASA Airframe Structural Integrity Program (NASIP) was to develop an analysis methodology for predicting failure of damaged fuselage structures in the presence of widespread fatigue damage. The structural response of a stiffened fuselage with long cracks, such as mid-bay cracks or splice joint cracks after MSD link-up, is extremely complex, and is influenced by local stress and displacement gradients near the crack, and by the internal load distribution in the shell. This complex response needed to be understood in order to develop a residual strength analysis methodology for fuselage structures with cracks.
Early work conducted in the NASIP program and led by Jim Starnes focused on developing an understanding of the effects of combined loads and geometric nonlinearity on the response of complex built-up fuselage structure.\textsuperscript{3-5} Analytical studies of the nonlinear response of stiffened shells with long cracks were conducted using relatively coarse models of a stiffened shell to obtain qualitative information on the effects of crack location, crack orientation, and various combinations of internal pressure and mechanical loads on the response characteristics. Results from a typical early study are shown in Fig. 3. In this case, an analytical study was conducted for a full-barrel fuselage with a longitudinal crack in the crown, and subjected to internal pressure loading, and internal pressure plus up-bending and down-bending moments. The crack edges are loaded in axial compression when an up-bending moment is applied and in axial tension when a down-bending moment is applied. The results shown in Fig. 3 indicate that the local crack deformations are symmetric, so fracture is governed by the symmetric crack-opening stress-intensity factor. In addition, the results indicate that the symmetric crack-opening stress-intensity factor is the largest for the up-bending moment case, where there is local axial compression along the crack edges, and is the smallest for the down-bending moment case. These results demonstrate sensitivity to combined loads and also represent a geometrically nonlinear response, as linear analyses do not indicate such a combined load effect.

Figure 1. Wide-spread fatigue damage causes in-flight fuselage crown panel separation. Aloha Airlines Boeing 737, April 28, 1988.

Figure 2. Engine failure during take-off with uncontained debris penetrating fuselage. Delta Airlines, MD-88, July 6, 1996.
Additional preliminary studies were conducted to determine the effect of crack location within the fuselage structure, and the effect of shear and torsion fuselage loadings on the local crack deformations and stress-intensity factors. Results from these studies indicated that torsion loads can cause an increase in the crack-shearing stress-intensity associated with a crack. Results also showed that the crack-growth trajectory can be influenced by the crack location and the loading condition. A typical result from a study of the effects of loading condition and crack location on crack-growth trajectories is shown in Fig. 4. Crack growth trajectories are shown in Fig. 4 for three longitudinal crack locations and loading conditions. The crack is either located midway between two stringers or 1.2 inches from a stringer. The crack-growth trajectory for a crack located midway between two stringers in a panel that is subjected to internal pressure, up-bending and vertical shear loads is shown in Fig. 4a. The crack-growth trajectory for this case is self-similar due to the symmetry of the loading and the geometry. The crack-growth trajectory for a crack located 1.2 in. from a stringer in a panel that is subjected to internal pressure, up-bending and vertical shear loads is shown in Fig. 4b. In this case the crack-growth trajectory is non-self-similar due to the nonsymmetry of the geometry. The crack-growth trajectory for a crack that is located midway between two stringers in a panel that is subjected to internal pressure, and torsion loads is shown in Fig. 4c. The crack-growth trajectory for this case is non-self-similar due to the non-symmetry of the loading condition.

These and additional preliminary results demonstrated important aspects of the response of a long crack in a stiffened fuselage shell and several general conclusions were drawn from these initial studies. First, long cracks can change the internal load distribution in a stiffened shell. Second, the pressure only loading case, which is typically used as the critical design condition in practice, can result in unconservative predictions for the fuselage shell residual strength. Therefore, the effects of combined loads must be considered. Third, the local shell response is geometrically nonlinear, as evidenced by the effect of combined loads on the crack-tip stress-intensity. Local displacements near a crack can be large compared to the fuselage thickness, and these displacements can couple with internal stresses resulting in the shell to amplify magnitudes of the local stresses and displacements near the crack. Fourth, the crack behavior is strongly influenced by structural stiffening elements. Furthermore, fracture of fuselage structures made from ductile aluminum alloys exhibit a large degree of plasticity near the crack tip. Thus, a fracture criterion that accounts for elastic-plastic material nonlinearity would be also be required. All of these complexities are present in a
fuselage shell structure with damage and must be addressed in residual-strength analysis methods for fuselage structure.

Jim Starnes integrated information from these preliminary analyses, from industry experience, and from his own expertise to formulate a general problem statement for research in residual strength analyses methods for metallic structures with damage. The goal of this research was to develop, and verify by experiment, a residual strength analysis methodology for fuselage structures that incorporates the inherent response characteristics described above. Jim was a strong advocate for high-fidelity analysis methods, believing that eliminating empiricism whenever possible would increase general understanding of relevant parameters and reduce the chance for applying empirical factors inappropriately.

Jim’s vision for addressing the general research problem described above consisted of separating the complex general problem into several research elements, each designed to consider part of the more-general problem. In the next two sections of this paper, results from two such research elements are summarized. These results are drawn from references that contain complete details of each research element.

### III. Nonlinear Bulging Factors

A study on nonlinear bulging factors for pressurize fuselage shells is described in Ref. 6. The objective of this study was to establish a solid understanding of the effects of curvature, combined loads, and geometric nonlinearity on linear elastic fracture parameters for unstiffened shell structures. The study was motivated by the traditional approach to residual strength analyses and damage tolerant design that relied primarily on geometrically linear analyses and fracture analyses based on linear elastic fracture mechanics. Linear elastic fracture mechanics suggests that the crack-tip stress intensity factor is an indicator of the likelihood of fracture. The conventional engineering approach used in design practice was to predict the crack-tip stress intensity factors for a crack in a fuselage shell by applying a so-called “bulging factor,” in combination with additional design factors that account for stiffener elements, to the stress intensity factor for a flat plate subjected to similar loading conditions. Results of the preliminary studies described previously suggested that residual strength predictions based on the pressure-only loading case may be unconservative if the loading has axial compression.

The bulging factor accounts for the fundamental difference in behavior of a crack in a curved shell compared to the behavior of a crack in a flat plate. In a cracked shell, the local region around the crack deforms out-of-plane as a
result of the curvature induced coupling between the membrane and bending displacements, and the internal pressure, where, in a plate, the crack deforms in plane. These out-of-plane displacements in the neighborhood of a crack in a shell increase the crack opening and crack-tip stress intensity compared to those of a cracked plate with the same crack geometry. The bulging factor, $\beta$, amplifies the flat-plate stress intensity factor and is defined as the ratio of the stress intensity factor $K_s$ in a shell with a crack, to the stress intensity factor $K_p$ in a flat plate of the same material, thickness, crack length, and in-plane remote stress, $\sigma$, acting perpendicular to the crack line:

$$\beta = \frac{K_s}{K_p}$$

(1)

Many studies have been conducted to characterize bulging cracks, and both analytical $\text{7-14}$ and empirical formulas $\text{15-20}$ for the bulging factor have been developed. Analytical expressions for the bulging factor in shells were developed using formulations based on linear shallow shell theory. These analytical expressions depend on the shell curvature parameter, $\lambda$, where, for an isotropic shell, $\lambda$ is defined as:

$$\lambda = \frac{a}{\sqrt{Rt}} \left( \frac{a}{\sqrt{Rt}} \right)^2 (1 - v^2)^{1/2}$$

(2)

and:

$$v = \text{Poisson's ratio}$$

$$a = \text{half crack length}$$

$$R = \text{radius of the shell}$$

$$t = \text{thickness of the shell}$$

The analytical bulging factors based on linear shallow shell theory tend to overestimate the physical bulging effect, unless the cracks are very short, or the applied load is very small, so that geometric nonlinear effects are not significant. For longer cracks or higher loads, tensile membrane stresses develop along the crack edges as the crack bulges. These tensile stresses increase the resistance to additional crack bulging and crack opening, and result in a reduction in the bulging factor $\text{21-22}$. Empirical formulas, which attempt to account for the nonlinear character of the bulging response, were also developed for determining bulging factors in shells with longitudinal cracks $\text{17-20}$. These empirical formulas were developed for specific materials, geometries and loading conditions, and thus, the formulas are valid for limited applications.

A more general investigation of the geometrically nonlinear response of pressurized cylindrical shells with longitudinal cracks was conducted by Budiman and Lagace $\text{23,24}$. Budiman and Lagace, under a grant sponsored by Jim Starnes, demonstrated that the nonlinear response of cylindrical shells with longitudinal cracks, subjected to internal pressure loading, can be characterized by two nondimensional parameters: the shell curvature parameter, $\lambda$, as defined in Eq. (2); and a loading parameter, $\eta$, which depends on the applied internal pressure, material properties, and shell geometry. Research conducted by Young, Rose, and Starnes $\text{25,26}$ extended the study conducted by Budiman and Lagace by investigating the geometrically nonlinear response of pressurized cylindrical shells with long longitudinal and circumferential cracks and the effects of combined loads on the bulging factor. A comprehensive numerical parametric study of the geometrically nonlinear response of unstiffened aluminum shells with centrally located longitudinal and circumferential cracks subjected to combined internal pressure and mechanical loads was conducted using the STAGS nonlinear finite element analysis code. Major results of the study were contour plots for the bulging factor, $\beta$, and empirical expressions for estimating the bulging factor for longitudinal and circumferential cracks in both the linear and nonlinear region of the response. Contour plots of the bulging factor are presented in terms of three nondimensional parameters: the curvature parameter $\lambda$, a pressure loading parameter, $\eta$, defined as:

$$\eta = \frac{\sqrt{\sigma_y R}}{\sqrt{\frac{a}{\sqrt{Rt}}}} \left( \frac{\sqrt{Rt}}{\sqrt{a}} \right)^2 (1 - v^2)^{1/2}$$

(3)

where $\sigma_y$ is the farfield circumferential stress, and the biaxial loading parameter,

$$\chi = \frac{\sigma_y}{\sigma_y}$$

(4)

**Longitudinal crack**

Typical results obtained in the study for the bulging factor for a longitudinal crack in a cylindrical shell, $\beta^L$, as a function of the shell curvature parameter, $\lambda$, and the pressure loading parameter, $\eta$, are presented as contour plots in Fig. 5. Bulging factors for $\chi = 0.0, 0.5, 1.5, \text{and } 6.0$, are shown in Fig. 5a, 5b, 5c, and 5d, respectively. The solid lines in the figure are contour lines, or lines through points with a common value of the bulging factor. There are some
general trends indicated by the contour plots. For a given value of $\chi$, the bulging factors monotonically increase with increasing values of $\lambda$, and generally decrease with increasing values of $h$. In each contour plot, the bulging factor for very small values of $h$, i.e., for locations near the $\lambda$-axis, corresponds to the linear bulging factor, $\beta_{lin}^L$, as reported by Erdogan and Kibler$^{12}$, and does not vary with changes in $\chi$. For small values of $\eta$, the contour lines are nearly perpendicular to the $\lambda$-axis, indicating that the bulging factor for small values of $\eta$ is primarily a function of $\lambda$ only and can be approximated by $\beta_{lin}^L$. The unshaded areas of the contour plots in Fig. 5 indicate the linear region of the response where the difference between $\beta^L$ and $\beta_{lin}^L$ is less than 10%. For higher values of $\eta$, the bending deformations become sufficiently large and cause nonlinear membrane stiffening. The bulging factors decrease with increasing $\eta$, and the contour lines bend to the right and asymptotically approach lines which extend radially from the origin. The shaded areas of the contour plots in Fig. 5 indicate the nonlinear region of the response where the difference between $\beta^L$ and $\beta_{lin}^L$ is greater than 10%. The largest differences between $\beta^L$ and $\beta_{lin}^L$ occur when $\lambda$ and $\eta$ are both large, where $\beta_{lin}^L$ overpredicts $\beta^L$ by 45% when $\chi = 0$, and by 400% when $\chi = 6$. Comparison of the contour plots for different values of $\chi$ indicates that increasing the biaxial loading parameter promotes tensile membrane behavior, causing...
the contour lines to bend to the right at lower values of \( \eta \), thus reducing the size of the linear response region. A simple expression for representing the bulging factor behavior shown in Fig. 5, that can be easily used in a design environment, is obtained by characterizing the linear and nonlinear regions of the response separately.

The linear region of the response is accurately described by the linear bulging factor for a longitudinal crack, \( \beta_{\text{lin}}^L \). A simple expression for the linear bulging factor is obtained by examining the behavior of the numerical data and determining that the data can be approximated closely by the function

\[
\beta_{\text{lin}}^L = \sqrt{1 + 0.5 \lambda^{1.725}}
\]  

(5)

An expression for estimating the bulging factor in the nonlinear region of the response, \( \beta_{\text{nl}}^L \), is obtained by utilizing the fact that the contour lines of the bulging factor asymptotically approach radial lines through the origin. For a given value of \( \chi \), the value of the bulging factor can be uniquely related to the slope of the radial line, i.e., \( \lambda/\eta \), which is approached asymptotically by a contour line. To obtain an expression which relates the nonlinear bulging factor to the ratio \( \lambda/\eta \) and the biaxial loading ratio, \( \chi \), the relationship between the nonlinear bulging factor and the ratio \( \lambda/\eta \) is first established for each value of \( \chi \). Then, the variation in this relationship is described as a function of \( \chi \). By numerical processing of the data represented in Fig. 5, it was determined that \( \beta_{\text{nl}}^L \) can be closely approximated by the equation

\[
\beta_{\text{nl}}^L = \sqrt{1 + [c_1(\chi)][\lambda/\eta]^{c_2(\chi)}}
\]  

(6)

where the coefficients \( c_1(\chi) \) and \( c_2(\chi) \) are given by

\[
c_1(\chi) = 0.15 + 1.75e^{-0.8\chi}, \text{ and } c_2(\chi) = 1.4 - 0.52e^{-0.43\chi}
\]  

(7)

(8)

By using Eqs. (7) and (8) with Eq. (6), the nonlinear bulging factor for a longitudinal crack in a cylindrical shell, \( \beta_{\text{nl}}^L \), is expressed in terms of the shell curvature parameter, the pressure loading parameter, and the biaxial loading parameter. The expression for \( \beta_{\text{nl}}^L \) in Eq. (6) will overpredict the bulging factor in the linear region of the response, while the expression for \( \beta_{\text{lin}}^L \) in Eq. (5) will overpredict the bulging factor in the nonlinear region of the response. The bulging factor over the entire linear and nonlinear regions of the response, for any value of \( \lambda, \eta \) and \( \chi \), is approximated by taking the minimum of the linear bulging factor estimated by Eq. (5), and the nonlinear bulging factor, estimated by Eq. (6).

\[
\beta_{\text{approx}}^L = \min(\beta_{\text{lin}}^L, \beta_{\text{nl}}^L)
\]  

(9)

The accuracy of Eq. (9) in representing the bulging factors from the STAGS analyses is demonstrated by the contour plots of the bulging factors for \( \chi = 0.0 \) and \( \chi = 6.0 \) shown in Fig. 6a and 6b, respectively. In Fig. 6, the bulging factors from the STAGS analyses are shown as solid lines, and the estimates from Eq. (9) are shown as dashed lines. The largest discrepancies between Eq. (9) and the STAGS analyses occur in the transition region between the linear and the nonlinear regions of the response. For \( \chi = 0 \), the discrepancies are less than 10% over the entire area. For \( \chi = 6 \), the shaded area in the contour plot indicates the region where the discrepancies are greater than 10%. The shaded area is small, and the worst case situation for Eq. (9) overpredicts the bulging factor by 22%.

**Circumferential Crack**

Results obtained for a circumferential crack demonstrated that the bulging factor for cylindrical shells with circumferential cracks, \( \beta_C^C \), has a mild dependence on the biaxial loading parameter. The bulging factors for \( \chi = 0.5 \) are good estimates for \( 0.25 < \chi < 6 \), and the largest discrepancies are conservative. Thus, the circumferential bulging factor will be characterized for \( \chi = 0.5 \). The bulging factor results from the STAGS analyses of cylindrical shells with circumferential cracks, \( \beta_C^C \), are presented as a function of the shell curvature parameter, \( \lambda \), and the pressure loading parameter, \( \eta \), in Fig. 7. The solid lines in the figure are contour lines, or lines through points with a common value of the bulging factor. The results in the contour plot indicate that the bulging factors monotonically increase with increasing values of \( \lambda \), and monotonically decrease with increasing values of \( \eta \). This behavior is consistent with the results shown in Fig. 5. The contour plot of the bulging factors for the circumferential crack with \( \chi = 0.5 \) in Fig. 7 is similar to the contour plot of the bulging factors for the longitudinal crack with \( \chi = 0.5 \) shown previously in Fig. 5(b). The primary differences between the bulging factor contour plots for the two crack orientations are that the bulging factor for the circumferential crack is smaller in amplitude, and the contour lines are concentrated nearer to the abscissa of the plot. The contour lines are perpendicular to the \( \lambda \)-axis for very small loads, but the contours bend to the right almost
immediately as $\eta$ is increased, and asymptotically approach lines which extend radially from the origin. The shaded area of the contour plot in Fig. 7 signifies the nonlinear region of the response where the difference between $b^C$ and $b_{lin}^C$ is greater than 10%. This shaded region is closer to the $\lambda$-axis than it was for the longitudinal crack with $\chi = 0.5$, indicating that the transition from the linear bending response to the nonlinear membrane response occurs at smaller values of load for a shell with a circumferential crack than for a shell with a longitudinal crack. The largest differences between $b^C$ and $b_{lin}^C$ occur when $\lambda$ and $\eta$ are both large, which results in $b_{lin}^C$ overpredicting $b^C$ by 100%.

Figure 6. Contour plot showing the bulging factors for a longitudinal crack, $b^L$, as computed using STAGS and approximated by Eq. (13), as a function of the shell curvature parameter, $\lambda$, and the loading parameter, $\eta$.

Figure 7. Contour plot of the bulging factor for a circumferential crack, $b^C$, from STAGS analyses, and the linear (unshaded) region of the bulging factor response, as a function of the shell curvature parameter, $\lambda$, and the pressure loading parameter, $\eta$. 
By applying numerical procedures similar to those applied for the longitudinal crack case, simple expressions that can be easily used in a design environment were generated for a circumferential crack case. The bulging factor for a circumferential crack over the entire linear and nonlinear regions of the response, for any value of \( \lambda, \eta \) and \( \chi \), can be approximated by the expression:

\[
\beta_{\text{approx}} = \min(\beta_{\text{lin}}^C, \beta_{\text{nl}}^C)
\]

where

\[
(\beta_{\text{lin}}^C)^2 = 0.955 + 0.110\lambda + 0.0637\lambda^2 - 0.0534\lambda^3 + 0.000144\lambda^4
\]

and

\[
(\beta_{\text{nl}}^C)^2 = 1.05 + 0.122\left(\frac{\lambda}{\eta}\right) - 0.00161\left(\frac{\lambda}{\eta}\right)^2 + 9.27E-6\left(\frac{\lambda}{\eta}\right)^3
\]

The bulging factors obtained by applying Eq. (10) are compared to the bulging factors from the STAGS analyses in Fig. 8. The bulging factors from the STAGS analyses are shown in Fig. 8 as solid lines, and the estimates from Eq. (10) are shown as dashed lines. The largest discrepancies between Eq. (10) and the STAGS analyses occur in the transition region between the linear and the nonlinear regions of the response. The worst case situation for Eq. (10) overpredicts the bulging factor by 9%.

Summary Remarks

The results presented in this study demonstrated the ranges of the shell curvature and loading parameters for which the effects of geometric nonlinearity are significant, and showed the effect of biaxial loads on the value of the bulging factor. Simple empirical expressions for the bulging factor, derived from the numerical results, were shown to predict accurately the nonlinear response of shells with longitudinal and circumferential cracks. The primary outcome of this research was accurate nondimensional representation of a complex nonlinear response phenomena, that accounts for combined load effects, and presents a direct improvement to current design methodology for damage tolerance of curved shell structures. The results illustrated that for longitudinal and circumferential cracks, the linear bulging factor is generally overconservative, and using the linear factor may result in designs that are significantly overweight. For circumferential cracks, the bulging factor is insensitive to biaxial loads. For longitudinal cracks, the nonlinear bulging factor is a function of biaxial loading, and designing with the nonlinear result for the pressure-only case is unconservative if the actual loading has axial compression, i.e., \( \chi < 0.5 \).

Figure 8. Contour plot showing the bulging factors for a circumferential crack from the STAGS analysis, and from Eq. (16), as a function of the shell curvature parameter, \( \lambda \), and the pressure loading parameter, \( \eta \).
IV. Skin, Stringer, and Fastener Loads in Buckled Fuselage Panels

The study described in Ref. 27 extended previous efforts in modeling and understanding the response of unstiffened shells subjected to internal pressure and mechanical loads to more complex built-up structure representative of fuselage structure. Typical metallic fuselage structure consists of built-up stiffened panels with a thin skin attached to longitudinal stringers and circumferential frames. To maximize structural efficiency, fuselage shells are usually designed to allow the fuselage skin to buckle in compression and shear at a load level that is below the design limit load condition for the shell. Thus, it is assumed that cracks may exist in the structure during the service life of the aircraft, and that loading conditions could occur that would cause the fuselage skin with cracks to buckle.

Skin buckling causes nonlinear deformations and changes in the stress distribution in the skin, the internal structure, and the fasteners connecting the skin and the internal structure. Failure initiation and propagation in the built-up structure may involve crack initiation in the skin or stiffening elements, or fatigue or strength failure of the fastener elements connecting the skin to the stiffening elements. The structural integrity of a built-up structure subjected to combinations of internal pressure and mechanical flight loads can be studied analytically with a nonlinear structural analysis capability, but a high-fidelity modeling and analysis methodology must be applied to obtain accurate predictions of the state of stress in each component of the structure. Most residual-strength analysis studies reported in the literature for fuselage shells with cracks,11,12,18,19,21–24 have been limited to internal pressure loads only, where the shell is in biaxial tension. The results of analytical studies of the nonlinear response of unstiffened aluminum shells with longitudinal cracks and subjected to internal pressure and axial compression load,6,17,28–29 have indicated that the crack-growth characteristics of longitudinal cracks are influenced by the biaxial-loading ratio, \( \chi \), defined as the ratio of the longitudinal stress resultant to the circumferential stress resultant. The influence of biaxial loading on cracked stiffened panels was reported in Refs. 30 and 4, but skin buckling was not considered in either reference. Rose, Young and Starnes28 studied the effect of initial cracks on the nonlinear response of a cylindrical shell and found that the buckling load can be significantly reduced by the presence of a crack, and that the buckling load decreases as the crack length increases for a given pressure load. In addition, results of a fatigue test of an A300B fuselage31 indicated that compressive stress directioned parallel to a crack may increase the stress intensity factor by 40%.

A numerical study was conducted to assess the effect of skin buckling on the internal load distribution in a pristine stiffened fuselage panel, and in a stiffened fuselage panel with longitudinal cracks. In addition, the impact of changes in the internal loads on the fatigue life and the residual strength of a fuselage panel were assessed. Geometrically nonlinear response was considered, and the assessment was simplified by considering linear-elastic material behavior and examining linear-elastic fracture parameters to provide a qualitative measure of the effect of skin buckling on residual strength and life. The STAGS finite element code, which has special features for modeling fastener elements, contact between built-up components, and cracks in shell structures, was used to conduct the analyses.\(^1\)

Stress intensity factors for symmetric and anti-symmetric membrane (\( K_I, K_{II} \)) and bending (\( k_1, k_2 \)) modes can be computed within STAGS.\(^{32–35} \) The total stress intensity factor \( K_T \) is calculated from the total strain-energy-release rate, \( G \):

\[
K_T = \sqrt{\frac{G}{E}}
\]  

(13)

The structural configuration considered in this study is shown in Fig. 9, and is a generic narrow-body fuselage panel. It is constructed entirely of 2024-T3 aluminum alloy, with a 74.-in. skin radius, a 0.040-in. skin thickness, Z-stringers with an 8.-in spacing, and Z-frames with a 20.-in. spacing. A finite element model of the stiffened fuselage panel with two frame-to-frame longitudinal skin bays and five circumferential stringer bays is shown in Fig. 9. The origin of the \((x,y)\) coordinate system shown in Fig. 9 is located on the center stringer, and midway between the frames. The model was defined to include one half of a skin-bay beyond the last stiffening member on each edge of the panel. The circumferential edges of the skin and frames have symmetry boundary conditions. The longitudinal edges of the panel have the rotational constraints of a line of symmetry and multi-point constraints to enforce a uniform longitudinal edge displacement. The Young’s modulus, \( E \), for the aluminum alloy is equal to 10.5 msi and Poisson’s ratio, \( \nu \), is equal to 0.33.

The loading condition for the fuselage panel consists of an applied internal pressure, \( p \) (which generates a circumferential stress resultant reaction, \( N_c \)), and an axial stress resultant, \( N_x \), which is the sum of the bulkhead pressure load, and an applied mechanical load. The stress resultants, \( N_x \) and \( N_y \), represent the average load in pounds per inch along the longitudinal and circumferential edges of the panel, respectively. A biaxial loading ratio, \( \chi \), is defined as the ratio of the axial load to the circumferential load, \( \chi = N_x / N_y \). A biaxial loading ratio \( \chi = 0.5 \) corresponds to the

\[ N_x / N_y = 0.5 \]
internal-pressure-only loading condition. The maximum compression load considered corresponded to a biaxial loading ratio \( \chi = -1.2 \), which was two times the axial compressive load required to buckle the skin of the fuselage panel.

**Pristine Panel**

Nonlinear analyses were conducted for the fuselage panel with no damage. Solutions were obtained for an internal pressure load of 8 psi, and a range of axial loading values corresponding to biaxial loading ratio values \( \chi = -1.2 \) to 2.0. Contour plots of the fuselage-skin radial displacement for \( \chi = 0.5 \) and -1.0 are shown in Fig. 10. The case with \( \chi = 0.5 \) corresponds to the bulkhead tension load for a nominal pressure load only. The radial displacement result for \( \chi = 0.5 \), shown in Fig. 10a, shows that the internal pressure on the skin deforms the skin radially outward, and the displacements are smaller where the skin is attached to the stiffening structure. The circumferential stiffness of the
frames strongly resists the radial deformation, thus the skin’s radial displacement is the smallest near the frames. The stringers resist radial deformation because they are attached to the frames. The stringers provide some radial support to the skin through the bending stiffness of the stringers. The stringers bend along their length and deflect outward more than the frames, and the skin on each side of the stringer deflects outward more than the stringer. The skin radial displacement for $\chi = -1.0$, shown in Fig. 10b, displays a fully-developed buckled skin pattern that is symmetric with respect to each stringer and each frame. The symmetry in the response is attributed to the strong influence of the bending boundary layer on each side of the frames and the presence of the internal pressure load. Changes in the structural configuration would likely influence the deformation shape and symmetry of the response.

Panel cross sections ‘A’, ‘B’ and ‘C’ are identified in Fig. 10. For each cross section, the deformed shape of the skin-stringer attachment area is shown amplified by a factor of 10 in Fig. 11. For the case with nominal pressure load, $\chi = 0.5$, the deformed shape of cross section ‘A’, shown in Fig. 11a, indicates a small amount of outward deformation in the skin on each side of the stringer, and a small amount of twisting in the stringer deformation due to the asymmetry of the stringer Z cross section. For the case with the postbuckled skin and $\chi = -1.0$, the deformed shape of cross section ‘B’ shows the skin deformed toward the stringer and bent over the stringer, with contact evident in the skin-stringer interface. At cross section ‘C’ of the postbuckled skin with $\chi = -1.0$, the deformed shape shown in Fig. 11c shows the skin pulled away from the stringer, which causes the asymmetric stringer to twist. The skin and stringer separate on one side of the fastener row (see Fig. 11c), and the bending response of the skin is most severe in this region. There are significant bending stresses associated with the skin bending shown in Figs. 11b and 11c. The large stress values located in the skin-stringer attachment region will increase the likelihood of damage initiation and propagation in this region.

Figure 10. Fuselage-skin radial displacement for biaxial loading ratio values of $\chi = 0.5$, and -1.0.

Figure 11. Deformed shape (10x) of the stringer cross section for biaxial loading ratio values of $\chi = 0.5$ and -1.0.
Centered 4-In.-Long Longitudinal Crack

The effects of cracks on the response was studied by modifying the finite element model to include a 4-in.-long longitudinal crack in the panel skin. The crack was located midway between frames, centered on x = 0 in Fig. 9, and adjacent to the line of skin-stringer attachment. Nonlinear analyses were conducted for an internal pressure load of 8 psi, and a range of axial load values corresponding to biaxial loading ratio values $\chi = 2.0$ to -1.2. The 4-in.-long crack is large enough to influence the panel’s overall response. Contour plots of the fuselage-skin radial displacement for biaxial loading ratio values $\chi = 0.5$ and -1.0 are shown in Fig. 12. The displacement results indicate that the presence of the 4-in.-long crack influences the radial displacement in one skin bay on each side of the center stringer. The influence is not confined to the skin bay on the side of the stringer where the crack is located, because the crack unloads the circumferential tension load in the skin, and the stringer is not stiff enough in the circumferential direction to prevent the adjacent skin bay from also unloading.

For cases with all values of the biaxial loading ratio, the radial displacement is larger than in the pristine panel in the two skin bays adjacent to the crack, and the shape of the buckling deformation is different from the deformation in the remainder of the panel. The internal pressure causes outward bulging of the skin near the crack, and these bulging deformations are magnified when the panel is subjected to compressive loads. The deformations associated with the 4-in.-long crack dominate the local panel response and skin buckling deformation. The deformed shapes (3x magnification) of the center stringer near the 4-in.-long crack for biaxial loading ratio values of $\chi = 0.5$ and -1.0 are shown in Fig. 13. The deformed shapes have significant displacements in the skin, but distortion of the stiffener cross-section appears to be minimal. The results of the analyses indicate that the stringer did not yield or collapse, and was able to support the additional loads developed by the crack.

The effects of combined loads and buckling deformations on fastener forces were also assessed. The maximum forces in the fasteners that connect the skin to the center stringer are reported in Table 1 for biaxial loading ratio values $\chi = 0.5$ and -1.0. The maximum fastener loads are considerably larger than the values for the pristine panel. Compared to the pressure-only case, $\chi = 0.5$, cases with pressure plus axial tension, $\chi > 0.5$, have smaller fastener forces. When axial compression is applied and the skin buckles, as is the case for $\chi = -1.0$, all of the fastener loads become significantly larger.

![Figure 12. Radial displacement of fuselage-skin with a 4-in.-long longitudinal crack located midway between frames (x = 0.0) and adjacent to the center stringer, for biaxial loading ratio values of $\chi = 0.5$ and -1.0](image-url)
Stress intensity factors for the 4-in.-long longitudinal crack are shown in Fig. 14 for biaxial loading ratio values of \( \chi \) = 2 to -1.2. In this figure, stress-intensity factors are normalized by the total stress intensity factor for the standard pressure-only condition. Results are shown for \( K_T \), the symmetric and asymmetric membrane components, \( K_I \) and \( K_{II} \), respectively, and the asymmetric bending component, \( K_2 \). For the pressure-only case, \( \chi = 0.5 \), and cases with pressure plus axial tension, \( \chi > 0.5 \), the crack-tip response is dominated by \( K_T \) and the response is not very sensitive to

![Figure 13](image)

**Figure 13.** Deformed shape (3x) of the center stringer near a 4-in.-long crack for biaxial loading ratio values of \( \chi = 0.5 \) and -1.0.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>18</td>
<td>58</td>
<td>55</td>
<td>3</td>
</tr>
<tr>
<td>-1.0</td>
<td>81</td>
<td>328</td>
<td>115</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 1. Maximum fastener forces along the center stringer in a panel with a 4-in.-long longitudinal crack.

Stress intensity factors for the 4-in.-long longitudinal crack are shown in Fig. 14 for biaxial loading ratio values of \( \chi = 2 \) to -1.2. In this figure, stress-intensity factors are normalized by the total stress intensity factor for the standard pressure-only condition. Results are shown for \( K_T \), the symmetric and asymmetric membrane components, \( K_I \) and \( K_{II} \), respectively, and the asymmetric bending component, \( K_2 \). For the pressure-only case, \( \chi = 0.5 \), and cases with pressure plus axial tension, \( \chi > 0.5 \), the crack-tip response is dominated by \( K_T \) and the response is not very sensitive to

![Figure 14](image)

**Figure 14.** Stress intensity factors for a 4-in.-long longitudinal crack centered between frames (x = 0) and adjacent to the center stringer, for biaxial loading ratio values of \( \chi = 2 \) to -1.2; normalized by \( K_T = 36 \) ksi√in. for \( \chi = 0.5 \).
variations in the biaxial loading ratio. When axial compression load is applied, $\chi < 0.5$, the stress intensity factors increase in magnitude in a manner that is typical of a limit-load response, rather than a bifurcation buckling response. That is, the bulging deformation near the crack develops gradually with increasing compression load, rather than changing suddenly when the skin buckles. For the maximum compression load considered, $\chi = -1.2$, $\bar{K}_I$ is 70% larger than $\bar{K}_I$ for the pressure-only case. Similarly, $\bar{K}_2$ and $\bar{K}_{II}$ are 270% and 460% larger, respectively, for $\chi = -1.2$, than their respective values for a pressure load only, $\chi = 0.5$. These elevated stress intensity factors can be related to accelerated crack growth rates and reduced residual strength.\textsuperscript{27}

Summary Remarks

The results of this study indicate that nonlinear analyses of the stiffened-shell model can provide predictions of the geometric-nonlinear response of the buckled skin, cross section deformation of the stiffening components, and skin-stringer attachment forces associated with discrete fasteners. The numerical results indicate that compression loads and skin buckling can have a significant effect on the stress intensity factors for cases with cracks, which will influence damage propagation rates and the residual strength of the panel.

V. Advances in Residual Strength Analyses from Laboratory Coupons to Structural Components

This section describes the residual strength analysis methodology developed at NASA Langley Research Center for aluminum aircraft fuselage structures with cracks and subjected to combined internal pressure and mechanical loads.\textsuperscript{34} This methodology is applicable to complex built-up structure and accounts for combined loads, geometric nonlinearity, and material nonlinearity associated with elastic-plastic fracture. The methodology is based on the critical crack-tip-opening-angle (CTOA)\textsuperscript{35-43} fracture criterion and the STAGS nonlinear finite element shell analysis code.\textsuperscript{1} The critical CTOA criterion assumes that crack growth will occur when the local crack opening angle reaches a critical value. An elastic-plastic finite element analysis that allows cracks to propagate is needed to implement the criterion. The STAGS nonlinear shell analysis code has been developed to implement the criterion and to automatically extend a crack while the skin is in a nonlinear equilibrium state. The STAGS nonlinear shell analysis code is used with the critical CTOA criterion to perform the residual strength analyses for structures with geometric and material nonlinear behavioral characteristics.

Several studies have been conducted to confirm the use of the CTOA criterion in the STAGS analysis to predict the residual strength of a structure. The validation studies ranged in complexity from simple coupon tests, to unstiffened cylinder tests, up to complex built-up fuselage structure tests.\textsuperscript{44-48} In the first validation effort, geometrically nonlinear elastic-plastic analyses were conducted to predict the response of compact-tension, C(T), and middle-crack-tension, M(T), panels, with and without buckling constraints. The experimental and predicted crack extension results for 2024-T3 C(T) and M(T) panels are shown in Fig. 15 as a function of the applied load. These results verify the selection of CTOA\textsubscript{cr} for this material and indicate that the analyses with STAGS accurately predict the reduction in strength of the panels caused by the geometrically nonlinear effect of panel buckling. Results for small-scale pressurized shells, flat stiffened panels, and curved stiffened panels were also obtained and are described below.

Pressurized Cylindrical Shell Tests

Unstiffened cylindrical shells were fabricated from 0.04-inch-thick 2024-T3 aluminum-alloy sheet, with the rolling direction orientated circumferentially. The shells were 39-inches long, 18 inches in diameter, and had a 1.5-inch-wide double lap splice with 0.04-inch-thick splice plates and a single row of rivets on each side of the splice. Each shell had a longitudinal crack that was simulated by a 0.01-inch-wide saw cut at the specimen mid-length, diametrically opposite to the lap-splice. Specimens with initial crack lengths of 2, 3, and 4 inches were loaded by internal pressure until failure occurred.\textsuperscript{45} The crack length extension was recorded using crack wire gages.

The finite element models used to simulate the response of the cracked shells subjected to internal pressure took advantage of the symmetry of the problem and only a quarter of the shell was modeled. Self-similar crack growth (straight cracks) was assumed. The critical CTOA value used in the fracture analysis was the same as that used for the C(T) and M(T) panels of the same material and thickness.

The experimental measurements and the STAGS finite element predictions for the pressurized cylindrical shells with initial crack lengths of 2, 3, and 4 inches are shown in Fig. 16. The analyses predicted the maximum pressure to within 4% of the measured values, but tended to overpredict the pressure required to initiate crack growth. The use of saw cuts would generally cause the analysis to underpredict the pressure required to initiate the crack growth, since a
saw cut would require higher loads to initiate crack growth than a sharp fatigue crack. One possible explanation for the overprediction of the pressure for initial crack growth could be that the intense crack-tip deformations might have caused the crack wire gages to register crack growth before the growth actually occurred.

### Flat Stiffened Panel Tests

Fracture tests were conducted on 40-inch-wide, 0.063-inch-thick, 2024-T3 aluminum alloy, flat, stiffened panel specimens. The stiffeners were made from 7075-T3 aluminum alloy and riveted to the specimens. The stiffeners were 1.6-inches wide and placed on both sides of the specimen, as illustrated in Fig. 17. The crack configuration of

![Figure 15](image)

**Figure 15.** Load versus crack extension results from C(T) and M(T) tests, and nonlinear STAGS analyses with CTOA\(_{cr} = 5.0\) deg. and \(hc = 0.04\) in.

![Figure 16](image)

**Figure 16.** Comparison of analytical and experimental total crack extension results for 0.040-inch-thick internally pressurized shells.
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the specimens consisted of a single 8-inch-long center crack with an array of twelve 3/16-inch-diameter holes on either side of the center crack. Specimens with and without MSD were tested. The MSD crack length was 0.05 inches from the edge of the hole. The specimens were tested without guide plates to allow out-of-plane displacements.

Predictions of the fracture behavior were conducted with the STAGS analysis code using a critical CTOA value obtained from smaller panel C(T) and M(T) tests. The configuration and loading condition were symmetric, so only a quarter of the sheet and stiffeners were modeled. The minimum element size along the line of crack extension was 0.04 inches. The analysis did not explicitly model the holes, but assumed that the holes with MSD cracks could be approximated with a crack with a length equal to the sum of the MSD crack lengths and the hole diameter. The rivet connections between the stiffener and sheet were modeled with nonlinear spring fastener elements with six degrees-of-freedom. A bifurcation buckling analysis was conducted to determine the first buckling mode shape, and this shape was introduced as an initial geometric imperfection with an amplitude of 10% of the panel thickness for the nonlinear analysis. To prevent element interpenetration, contact elements and multi-point constraint conditions were used to allow the panel sheet and stiffener surfaces to contact or separate during the response of the panel. The experimental measurements and finite element predictions for the stiffened panels with a single center crack are shown in Fig. 18. The results indicate that the analysis methodology represents the behavior of this specimen very well. Additional results in Ref. 44 indicate similar correlation was achieved for stiffened panels with MSD. The results from these tests and analyses confirm a residual strength prediction capability for flat stiffened panels with MSD.

**Curved Stiffened Panel Tests**

Three stringer- and frame-stiffened aluminum fuselage panels with longitudinal cracks were tested and analyzed at the NASA Langley Research Center using the analysis methodology described above.\(^{46,47}\) These curved stiffened panels are referred to as Panels ASIP1, ASIP2, and ASIP3. Typical results are presented herein for Panels ASIP2 and ASIP3.

Panel ASIP2 has four stringers and three frames, and is shown prior to testing in Fig. 19a.\(^{46}\) The overall dimensions of this panel include a 122-in. radius, a 72-in. length, and a 63-in. arc width. The skin is 0.063-in.-thick 2024-

![Figure 17. Wide stiffened flat panel and MSD configuration.](image-url)
T3 aluminum alloy with the sheet rolling direction parallel to the stringers. The stringers are 2024-T3 aluminum-alloy inverted hat-section stringers with a stringer spacing of 14 in. The frames are 2024-T3 aluminum-alloy Z-section frames with a frame spacing of 22 in. There are 0.040-in.-thick 2024-T3 aluminum-alloy waffle tear straps, bonded to the skin, and located under the stringers and frames, but there are no tear straps midway between the frames. The stringers and frames are riveted to the skin and tear straps, and the frames are connected to the stringers by riveted stringer clips. Aluminum-alloy doublers are fastened to the curved ends of the panel between the stringers and along the sides of the panel between the frames to distribute the loads from the axial and circumferential or hoop load introduction plates of the test fixture into the panel skin. There is a lap joint in this panel under the second stringer from the left as the panel is shown in Fig. 19a. In the lap joint, the skin from the right side of the panel is the outer skin and overlaps at a greater radius over the inner skin from the left side of the panel. The layers of the lap joint are connected with three rows of 0.125-in.-diameter countersunk fasteners. The fastener pitch in the longitudinal direction is 1.0 in., and the three rows of fasteners are spaced 1.33 in. in the circumferential direction with the middle row of fasteners centered on a hat-section stringer. The initial damage for panel ASIP2 consisted of a 10-in.-long longitudinal lead crack and MSD cracks along the edge of the lap joint. The 10-in.-long lead crack was located adjacent to the second stringer and centered on a severed frame, as indicated in Fig. 19a. A schematic of the lap joint, shown in Fig. 19b, indicates that the lead crack was along the third row of fasteners in the lap joint. The MSD cracks were introduced prior to panel assembly by making small longitudinal cuts in the outer skin of the lap joint that extend 0.05 in. on each side of the fastener countersink for each fastener in the third row of fasteners. The resulting initial damage state was a 10-in.-long longitudinal lead crack with 0.33-in.-long MSD cracks in the outer skin, spaced ahead of the lead crack with a 1-in. pitch. The lead crack and MSD cracks were defined to be along the ‘critical third row of fasteners’ which is where lap joint eccentricity, pressure pillowing of the skin, and the fastener countersink combine to promote crack growth in the outer skin.

Panel ASIP3 has 12 stringers and five frames, and is shown prior to testing in Fig. 20. The overall dimensions of the panel include a 122-in. radius, a 120-in. length, and a 120-in. arc width. The initial damage for panel ASIP3 was a 10-in.-long longitudinal crack, located midway between stringers and centered on a severed frame, as indicated in
Fig. 20. Details of panel ASIP3 are given in Ref. 47.

Panel ASIP2 was tested in a pressure-box test machine indicated in Fig. 21. The pressure-box test machine is capable of applying axial tensile loads of up to 7,000 lb/in. and internal pressure loads of up to 20 psi. Axial loads are applied at each end of the panel by two 225-kip hydraulic actuators connected to curved steel load introduction plates. Pressure is applied to the concave side of the panel using a 100-psi air supply source and a pneumatic control system. Circumferential or hoop loads that develop in the skin of the panel are reacted by flat steel load introduction plates attached to the straight edges of the panel, and two steel rods that connect each load introduction plate to the rigid steel frame of the pressure-box test machine. Circumferential or hoop loads that develop in the frames of the panel are reacted by steel rods that connect each end of the panel frames to the rigid steel frame of the test machine. Each steel rod that reacts the circumferential loads includes a turnbuckle device that can be adjusted to ensure that circumferential loads of proper magnitudes are introduced in the panel frames and skin for a given loading condition. The reaction loads in the circumferential rods are measured by load cells built into the rods. A continuous rubber seal is connected to the bottom of the axial and circumferential load plates and to the top of the steel pressure containment box to permit the panel to float freely when pressurized and to minimize air leakage. The loading condition for panel ASIP2 was a combination of internal pressure plus axial tension loads. The axial load was prescribed to be equivalent to the bulk-

Figure 19. Panel ASIP2 prior to testing.

Figure 20. Panel ASIP3 prior to testing
head pressure load in a closed pressurized cylinder, and was applied during the test in proportion to the internal pressure load. Strain gages, linear variable displacement transducers, and video cameras were used to measure the panel response. Panel ASIP3 was tested in the COLTS combined loads test machine indicated in Fig. 22. The panel was attached to the D-box test fixture shown in the figure, and the panel was subjected to internal pressure, axial compression and torsion loads. Details of the test fixture for ASIP3 are given in Ref. 47.

The test results for panel ASIP2 indicate that the panel failed as a result of MSD crack link up. When panel ASIP2 was tested in the pressure-box test machine, the video record did not show any visible crack growth for pressure levels less than 9.95 psig. When the pressure reached 9.95 psig, the lead crack suddenly extended on each end of the crack, and linked up with the series of MSD cracks ahead of the lead crack. The crack extended in the longitudinal direction in a fast fracture mode, and extended over the entire panel length in an instant. The crack growth behavior was symmetric with respect to the central severed frame. Photographs which characterize the failure of panel ASIP2
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**Figure 21.** Pressure-box test machine.

---

**Figure 22.** Combined loads test machine.
are shown in Fig. 23. A view of the outer surface of the panel is shown in Fig. 23a, which shows that the skin crack has extended the full length of the panel. A view of the inner surface of the panel is shown in Fig. 23b which shows that the skin crack has extended past the adjacent frame and tear strap, failing each of these components at fastener hole locations. A close-up of the crack trajectory is shown in Fig. 23c which shows the link-up of the MSD cracks along the row of fasteners with the lead crack growing to the right, and the MSD cracks growing to the left and right so that link-up occurs midway between the fasteners. A typical solution with crack growth in the lead crack and the MSD cracks is shown in Fig. 24. The contour plot of the hoop stress in the region around the crack tip region, shown in Fig. 24a, indicates the high stress regions near the crack tips of the lead crack and the MSD cracks. A contour plot of the plastic strains in the hoop direction is shown in Fig. 24b which indicates that there are regions of plastic defor-
mation emanating from the lead crack and from the MSD crack tips, and that for the solution shown, the plastic zones from the lead crack and the first MSD crack have coalesced. The deformed shape shown in these plots indicates that the deformation on the side of the crack attached to the stiffener is much smaller than the deformation on the other side of the crack, demonstrating that the crack is not tearing due to a symmetric loading condition. The asymmetric loading could promote curvilinear crack growth, but it is assumed in the analysis that interaction between the lead crack and the MSD cracks will cause self-similar crack growth. The opening of the MSD cracks is also evident in the deformed shapes. The analysis predicted the residual strength of panel ASIP2 to within 11% of the experimentally observed value. For details on test and analysis correlation see Ref. 46.

The test results for panel ASIP3 indicate that the panel failed as a result of non-self-similar crack propagation. The loading condition for this panel included internal pressure, axial compression and torsion loads. The loading sequence for the panel consisted of applying the internal pressure load, followed by the axial compression load, and then followed by the torsion load. No crack growth was observed when the internal pressure and axial compression loads were applied. The torsion load was increased in magnitude until the crack propagated. A comparison of the analytically predicted crack growth trajectory and the test results for panel ASIP3 is shown in Fig. 25 indicating that the CTOA criterion and the nonlinear STAGS analysis predicted the crack growth trajectory very well for this combined loading condition. Details of the test and analysis results for panel ASIP3 are given in Ref. 47.

Summary Remarks

The results presented in this section demonstrate the fidelity of the residual strength analysis methodology developed at NASA Langley Research Center for aluminum aircraft fuselage structures with cracks and subjected to combined internal pressure and mechanical loads. The methodology is based on the critical crack-tip-opening-angle fracture criterion that characterizes the fracture behavior of a material of interest, and a geometric and material nonlinear finite element shell analysis code that performs the structural analysis of a fuselage structure of interest. The results indicate that elastic-plastic effects in a thin sheet can be effectively represented by a critical-crack-tip-opening-angle fracture criterion. The results also indicate that geometric and material nonlinear structural analyses can accurately represent the changes in internal load distributions, local stress and displacement gradients, and crack growth behavior in stiffened fuselage shells that are subjected to combined internal pressure and mechanical loads and have long cracks. In addition, nonlinear fracture analysis and structural analysis methods provide higher fidelity results than traditional linear-elastic engineering analysis approximations for structures with significant plastic yielding and nonlinear out-of-plane deformations associated with internal pressure loads. Numerical models and structural analysis methods must accurately represent the multiple length scales associated with simulating the global response of a large stiffened shell structure, the local deformations, and the internal load redistribution as damage propagates in the structure.

The results presented in this section represent what is currently possible with a state-of-the-art residual strength analysis methodology. This analysis methodology is possible today because verified high-fidelity nonlinear structural

Figure 25. Panel ASIP3 crack growth trajectory.
analysis tools are emerging; high-capacity computing engines are becoming affordable; insight into the complex structural response and failure characteristics of structures subjected to combined loads is developing; physics-based failure initiation and propagation analyses are emerging; and the underlying scientific basis for high-fidelity analysis and design technology is emerging.

VI. Concluding Remarks

Results from research efforts in residual strength analysis of metallic fuselage structures have been presented. These efforts were led by Jim Starnes and were the product of his vision for solving this complex problem. Jim’s major contributions to advances in residual strength analysis methods for metallic structures were in identifying the effect of combined internal pressure and mechanical loads and geometric nonlinearity on the response of built-up structure with damage. Through Jim’s leadership, research was conducted that demonstrated that the linear pressure-only case often used by industry may be unconservative in some cases, and over-conservative in other cases.

In addition, a residual strength analysis methodology for fuselage structure with cracks has been developed and verified by experiments. Fifteen years ago, the aircraft industry would not consider using nonlinear analysis for structures with cracks. Today, personal communications indicate that the verified analysis methodology and analysis code described in this paper have been used by the aircraft industry to realize improved analyses and design capability. A few examples include Boeing’s use of nonlinear parametric analyses to update their damage tolerance design guide for stiffened panels, and using nonlinear residual strength analyses to predict the strength of a DC-9 aft bulkhead and KC-135 fuselage panels. In addition, Lockheed Marietta has used this analysis methodology to improve life predictions and refine inspection schedules for Strategic Airlift Aircraft (C-5). The residual strength analysis methodology is currently being incorporated into the ABAQUS commercial finite element code. The CTOA fracture criterion has already been implemented in the ABAQUS code and efforts are underway to adopt residual strength solution algorithms from STAGS for use in ABAQUS.

In 1999, NASA recognized this research with a “Turning Goals into Reality” Award for valuable contributions to the NASA Airframe Structural Integrity Team and exceptional progress toward aviation safety. The success of this research can be largely attributed to the technical guidance and vision that Jim Starnes provided for the research team. The research effort spanned several years, involved many complex phenomena, and required contributions from several disciplines and many researchers. Through Jim’s vision, he was able to address the complex research problem through a series of smaller problems, and then integrate the research findings into a general capability for solving real-world fuselage problems.

Jim’s contributions to this research activity, and to the many other research activities he led, go well beyond the technical results that were generated. His knowledge and his vision provided direction, sometimes direction not fully appreciated, and while assembling this paper it was realized that our understanding of Jim’s vision continues to grow. His never ending enthusiasm kept us going and striving to learn more. Perhaps teaching of his research approach was his largest contribution as we now apply his approach to guide us in our research.
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Safety & Certification Initiatives for Composite Airframe Structure
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The use of advanced composite materials in airframe structures has steadily increased since the 1970s. Currently, the applications have expanded to include empennage, fuselage, wing and dynamic components of small airplanes, transport aircraft and rotorcraft. Composite safety and certification initiatives (CS&CI) were derived to address technical areas important to the development and certification of composite aircraft structures. This paper will summarize some background related to important contributions from the National Aeronautics and Space Administration (NASA) and recent work for composite airframe structures, including highlights of Dr. Jim Starnes’ contributions.

I. Background

Use of advanced composite materials in commercial and military airframe structures has steadily increased since the 1970s. As this occurred, the expectation has been that any new technology will perform as well or better than existing metal structure. Considerable research helped establish an initial understanding and early applications provided proof of composite designs, which could be safely applied to airframe structure. Technology advancements and solutions to a few problems that occurred over time have helped to further evolve the state-of-the-art in composite applications.

Early applications of composites were limited to secondary structure, which were not critical to safety of flight. Over time the applications expanded to include most structures on small airplanes, including wings and pressurized fuselage. Transport aircraft applications evolved to include control surfaces and empennage structures for many different aircraft models by the end of the 1900s. New transport aircraft designs are currently being developed for composite wing and fuselage structure. Propeller and rotor blades for helicopters have long been using composite materials. More recently, composite structural components have been implemented in the rotor drive system of some helicopters. Future reusable launch vehicles for space applications also plan to use composite airframe structure.

NASA Langley Research Center (LaRC) provided leadership for early composite applications to aircraft structure. Several prototype programs in the 1970s and 1980s led the development and certification of composite aircraft structure that flew many years on a limited number of transport airplanes. For example, the NASA Aircraft Energy Efficiency (ACEE) program resulted in Boeing, McDonnell Douglas and Lockheed prototype empennage structure. Dr. Jim Starnes was one of the key technical focal representing NASA LaRC in these efforts. Since the NASA prototype programs preceded production applications, they became a basis for early certification guidance available for composite airframe structure.

The NASA ACEE Program was very successful in providing a good basis for the use of composite materials in transport aircraft applications such as the Boeing 777 empennage structure. Figure 1 shows the structural arrangement of the composite Boeing 737 horizontal stabilizer and a schematic diagram of the building block
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approach used to develop and certify this airframe structure. Five shipsets of Boeing 737 horizontal stabilizers entered service in 1984. These airframe structures have accumulated many flight hours of commercial service.

**Developed and certified under NASA Aircraft Energy Efficiency, ACEE, program (1977-1982)**

**NASA ACEE 737 Horizontal Stabilizer Structural Arrangement**

![Building Block Approach](image)

Figure 1. Boeing 737 Composite Horizontal Stabilizer Development and Certification Under the NASA ACEE Program.

A summary of the maintenance program and service experiences of the composite Boeing 737 horizontal stabilizer has been documented. The most significant service-induced damage to these stabilizers has been a result of accidental impact events. As designed, the structure was damage tolerant to such events, which included fan blade penetration of the lower skin and severe impact of the front spar from engine run-up at the edge of a runway (resulting in impact of the stabilizer leading edge by large chunks of runway debris).

Figure 2 shows a summary of the service history for the five shipsets of composite Boeing 737 horizontal stabilizers. Shipset numbers 4 and 5 were recently retired and have become the subject of joint FAA and Boeing research, which includes nondestructive inspection (NDI), physical & chemical property measurements, destructive evaluation using microscopy and mechanical testing. To date, inspections have found little deterioration due to wear, fatigue, or environmental factors. Production NDI results indicated that today’s factory “standard”, which is applied to Boeing 777 composite empennage structure, is advanced beyond that of early 1980s. Figure 3 shows the results of ultrasonic scans using both methods. Subsequent microscopic cross-sections indicate that the NDI indications from the higher frequency ultrasonic methods used today relate to significant amounts of porosity, which was present in the 737 horizontal stabilizer structure during eighteen years of service.

Teardown inspections performed to date have revealed additional information on the state of retired, composite Boeing 737 horizontal stabilizers. Fasteners and liquid shim were noted to be in good condition during torque box disassembly. The corrosion and lightning strike protection schemes were also found to be durable and performed as intended throughout the life of the airframe. An apparent small drop in the composite glass transition temperature is currently under study. Figure 4 shows the results of some mechanical tests performed with samples cut from the skin panels.
<table>
<thead>
<tr>
<th>Shipset</th>
<th>Production Line Number</th>
<th>Entry into Service</th>
<th>Status as of October 31, 2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1008</td>
<td>2 May 1984</td>
<td>In service (58,000 hours, 48,000 flights)</td>
</tr>
<tr>
<td>2</td>
<td>1012</td>
<td>31 March 1984</td>
<td>In service (58,000 hours, 44,000 flights)</td>
</tr>
<tr>
<td>3</td>
<td>1025</td>
<td>11 May 1984</td>
<td>Damaged beyond repair 1980; partial teardown of stabilizers completed 1991 (127,000 hours, 193,000 flights)</td>
</tr>
<tr>
<td>4</td>
<td>1036</td>
<td>17 July 1984</td>
<td>Stabilizers removed from service 2002 (approx. 38,000 hours, 55,000 flights); partial teardown of right hand unit</td>
</tr>
<tr>
<td>5</td>
<td>1042</td>
<td>14 August 1984</td>
<td>Stabilizers removed from service 2002 (approx. 52,000 hours, 49,000 flights); teardown of left hand unit reported here; right hand unit donated to the FAA Tech Center (FAATC) for their teardown activities being conducted at the National Institute for Aviation Research (NIAR) at Wichita State University</td>
</tr>
</tbody>
</table>

Figure 2. Boeing 737 Composite Horizontal Stabilizer Service Experience [2].

![Factory Ultrasonic Scans of Skin Panels](image)

**1980's Vintage 1 MHz ATTU**

**Today's 3.5 MHz Thin Film Pulse Echo**

Figure 3. Boeing 737 Composite Horizontal Stabilizer Teardown Inspection Using Ultrasonic Methods from 1980 and Current Day [2].

![Residual Strength After Service](image)

Figure 4. Mechanical Testing of Samples Taken from the Boeing 737 Composite Horizontal Stabilizer After Many Years of Service [2].
Following ACEE, the NASA Advanced Composite Technology (ACT) Program started in the late 1980s and lasted through much of the 1990s. As part of the ACT program, McDonnell Douglas and Boeing studied transport composite wing and fuselage structure, respectively. Dr. Jim Starnes was again one of the key technical focal points representing NASA LaRC in technical oversight of the ACT program. His influence on the design, structural analysis and testing of composite airframe structure led to numerous advances, which are important to the current development of Boeing 787 composite structures. Boeing’s ACT achievements in composite fuselage development are documented\textsuperscript{4, 5}.

In recent years, composite applications have expanded at an increased rate, while the technology continues evolving to reduce costs. Figure 6 summarizes the current state of applications to transport aircraft, rotorcraft and small airplanes. Expanding applications have justified a need to document engineering guidelines and update rules, policies and guidance used for FAA certification. With increased applications, also comes the need to standardize, when possible, and provide sufficient training for the workforce. Joint efforts between industry, government agencies and academia are needed to help ensure safe and efficient deployment of composite technologies used in existing and future aircraft. NASA LaRC was recently involved in such efforts for small airplanes through the program called Advanced General Aviation Transport Experiments (AGATE). The Mil-Handbook-17 and other standards organizations, such as ASTM and SAE, continue to provide a forum for composite technical issues and expanding applications.

Figure 5. NASA/Boeing ACT Composite Fuselage Development Program.

Figure 6. Existing State-of-the-Art in Composite Aircraft Structures.
II. Composite Safety and Certification Initiatives

The FAA has developed composite safety and certification initiatives (CS&CI) for regulatory work with industry, government agencies and academia. One objective of CS&CI is to ensure safe and efficient deployment of composite technologies used in existing and future aircraft structure. Another objective is to update related policies, advisory circulars, training and the detailed background, which is used to support standardized composite engineering practices.

Figure 7 illustrates the approach used for CS&CI. Moving from left to right in the figure, internal policies are evolved into mature certification practices over time. The FAA derives initial regulatory policies for composites based on past certification programs and service experiences. Focused research and other industry interfaces are used to transition the initial, often unwritten policies, into documented procedures and guidance for review by regulatory agencies and the aviation industry. Another factor affecting the directions taken with CS&CI are new technology considerations of interest to the industry.

Figure 7. FAA Approach to Composite Safety & Certification Initiatives.

As shown in Figure 7, detailed background is developed to complement and facilitate technology transfer of the composite regulatory practices. Detailed background includes research reports, engineering standards and training. The FAA Joint Advanced Materials and Structures Center of Excellence (JAMS COE), which is comprised of several U.S. universities (see Figure 8) and numerous partners from the aviation industry, support CS&CI in research and training activities.

Figure 8. FAA Joint Advanced Materials & Structures Center of Excellence.
III. Critical Technical Issues

The CS&CI, which are currently active for composite aircraft structures, address the technical areas listed in Figure 9. Initiatives have been established for these technical areas because they often require considerable attention in development and certification. Advances in engineering practices and future trends in these areas also require the joint efforts of regulatory agencies and industry.

Composite aircraft manufacturers are faced with a more complicated endeavor in achieving material & process qualification and control than exists for metal structures. Composite materials typically don’t chemically advance to a final, usable state until relatively large parts are fabricated and cured. Often times, bonding uses additional curing to assemble previously fabricated composite parts into larger components of the airframe. As a result, composite manufacturing processes have more implications to structural performance and methods of substantiation. Shared material databases and the standardization of material & process control procedures also don’t exist for composite applications like they do for metals. Advances in Mil-Handbook-17 over the years and recent AGATE thrusts have led to some significant advances in the areas of material standardization and shared databases, which led to new CS&CI policies and guidance.

Composite airframe structures have proven to be more fatigue resistant than the metal counterparts for design strain levels used in applications. However, composites are more sensitive to accidental damage such as foreign object impact, which together with the effects of design details (e.g., bolted joints and cutouts), limit the operating strain levels. Impact damage becomes a threat to composite residual strength in compression and shear, as well as tension. These unique sensitivities have led to distinct differences in the procedures used to substantiate the fatigue and damage tolerance of composite versus metal structures. The flammability and crashworthiness of composite transport wing and fuselage structures have not been studied to the same level as existing metal structure because such applications are relatively new. As shown in Figure 9, support from cabin safety experts will be sought as the CS&CI take on future tasks in these areas.

Significant progress of relevance to different aircraft product types has been gained to date for the thrust areas shown in Figure 9. The progress achieved for CS&CI since 1999 will be summarized in the subsequent section. Dr. Jim Starnes played an important role in developing the technical plans used for CS&CI, including joint research by FAA, NASA and industry groups. An e-mail received from Dr. Jim Starnes in the summer of 2003, which relates to CS&CI, is shown in Figures 10. Figure 11 shows program elements from a proposal contained in this e-mail. Note that one of the program elements addresses certification technology for composite structures. Figure 12 gives some details on the NASA LaRC research areas, which directly support CS&CI.
As shown in Figure 12, support on certification technology from NASA LaRC addressed many areas. Recently, a large NASA program addressing the fourth bullet in the figure was initiated at Wichita State University, which is one of the universities leading the FAA JAMS COE. This effort is called the National Center for Advanced Material Performance (NCAMP). Dr. Jim Starnes was a strong advocate for principles of composite material and process control, which advance the current state-of-the-art practiced by industry into standards that ensure repeatable design, manufacturing and maintenance implementation of airframe structures. He believed that rigorous material and process control was a cornerstone for advances in composite technology such as more rigorous analysis methods to predict the strength, durability and damage tolerance of built-up airframe structures. The NCAMP plans were recently discussed at March 2005 Mil-Handbook-17 Meetings, with an emphasis on the material and process controls needed for design, manufacturing and maintenance.

Figure 10. July 13, 2003 Communication from Dr. Jim Starnes [6].

Figure 11. Dr. Jim Starnes Proposal for NASA Research [9].

NASA Langley Research Center Research and Development Topics for Strength Degradation Prediction Methods and Damage Science for Aging Airframe Structures
James H. Starnes
Structures and Materials Competency
Program Focus
Program focus is on both metallic & composite structures and materials

Program Elements
- Advanced NDE methods for aging aircraft
- Determination of environmental effects on damage initiation
- Structural integrity, durability and residual strength of built-up structures subjected to combined loads
- Reliability based design and analysis technology
- Certification technology for composite structures

As shown in Figure 12, support on certification technology from NASA LaRC addressed many areas. Recently, a large NASA program addressing the fourth bullet in the figure was initiated at Wichita State University, which is one of the universities leading the FAA JAMS COE. This effort is called the National Center for Advanced Material Performance (NCAMP). Dr. Jim Starnes was a strong advocate for principles of composite material and process control, which advance the current state-of-the-art practiced by industry into standards that ensure repeatable design, manufacturing and maintenance implementation of airframe structures. He believed that rigorous material and process control was a cornerstone for advances in composite technology such as more rigorous analysis methods to predict the strength, durability and damage tolerance of built-up airframe structures. The NCAMP plans were recently discussed at March 2005 Mil-Handbook-17 Meetings, with an emphasis on the material and process controls needed for design, manufacturing and maintenance.
Certification Technology for Composite Structures

- Damage initiation and propagation in bonded joints for structures subjected to combined loads
- Damage initiation and propagation in sandwich structures subjected to combined loads
- Damage initiation and propagation in structures made of hybrid material systems including laminates with dissimilar materials (e.g., Glare and TiGr)
- Advanced building-block design approach that links multiple dimensional length scales and includes the effects of structural and material parameter variability

Figure 12. Dr. Jim Starnes Proposal for NASA Research on Certification Technology for Composite Structures

Some barriers to expanded composite applications, which may add to safety concerns, include issues related to manufacturing costs, maintenance technology, training and lack of standardization. The industry is currently pursuing advanced material forms and processes, which don’t have the service experience of proven composite technology, in hopes of reducing manufacturing costs. Safety concerns listed in Figures 9 and 12 must be addressed for these new materials and processes to prepare for expanding applications. Composite maintenance procedures must also continue to evolve to efficiently meet the needs of expanding applications. This includes sufficient training to add to the limited resources (engineers, inspectors and technicians), which are proficient in composites, and standardization to facilitate the teaching of more common engineering practices.

I had many discussions with Dr. Jim Starnes on the gap that exists between much of the composite research and training available in college curriculum and the needs of industry. Both of us believe that this relates to proprietary industry practices for composites and a lack of standards, which are typically not visible to those in academic institutions. As a result, most college graduates entering the job market for composites used in aerospace are faced with a transition period where on-the-job training is needed to supplement their formal education. This is also an issue for the existing workforce, which is expected to take on more tasks involving composites as applications expand. Although such is common with other emerging aircraft technologies, the overall visibility of industry practices for composite airframe applications is far behind that of metal. Joint FAA and NASA efforts in CS&CI were committed to overcoming some of these shortcomings in education by benchmarking industry practices in workshops and developing associated standards and training for use by the industry. It is our hope that universities will adopt some of these efforts. The FAA JAMS COE will help lead the way.

IV. Status of Composite Safety and Certification Initiatives

General guidance for certification of composite airframes has been documented in Advisory Circular 20-107A (Composite Aircraft Structure), which was last updated on 4/25/84. As discussed previously, the NASA ACEE program provided a good basis for this early guidance material, which is still applied for composite certification. Since that timeframe other advisory circulars have also been developed for composites including AC 21-26 (Quality Control for the Manufacture of Composite Structures, 6/26/89) and AC 145-6 (Repair Stations for Composite and Bonded Aircraft Structure, 11/15/96).

Currently, expanding applications of composites are driving a need for more definitive guidance and policy to support certification, operations and maintenance. The active CS&CI are striving to meet these needs based on certification experiences and service history. As a result, the interface with industry in such activities, as well as knowledge on their pursuit of new technologies, provides a starting point for all CS&CI. Focused research is used to fill the gaps between the different means of certification compliance used in applications, service experiences and
findings uncovered in accident or incident investigations. The overall approach is to evolve internal, unwritten policies applied in past programs into mature, documented policies and guidance with detailed background captured in engineering reports and standards. This is followed by the development of associated training curricula for the government and industry workforce. Figure 7 showed a schematic summarizing the CS&CI approach.

Significant progress has been achieved in CS&CI since 1999. Dr. Jim Starnes has played a supporting role in many of these accomplishments. Policy and training for composite material qualification and equivalency testing for shared databases was initially developed in 2000 and updated in 2003\textsuperscript{10}. Policy and training for composite static strength substantiation was developed in 2001 based on small airplane certification experiences\textsuperscript{11}. A new rule and advisory circular was drafted for damage tolerance and fatigue evaluation of composite rotorcraft structure in 2002\textsuperscript{12,13}. In 2003, an advisory circular on material procurement and process specifications for polymer matrix composite systems (AC 23-20) was released\textsuperscript{14}. Revision F to Mil-Handbook-17 was released in 2002\textsuperscript{15}. Workshops were held in each of the years from 2000 to 2004 on the subjects of material control, structural substantiation, bonded structure and new material forms & processes. Finally, research progress has been achieved in structural substantiation, bonded joints, damage tolerance and repair to support the development of future policy, guidance and training.

The CS&CI efforts in 2004 and 2005 were focused on bonded joints and attachments used in aircraft structure. An industry survey and two workshops were held in 2004 to benchmark bonded structures technology used in aircraft applications and provide a basis for initial regulatory guidance, which is scheduled for release in 2005. Future directions in CS&CI for bonded structures were also derived from the 2004 studies. Research and detailed background development for the CS&CI on bonded aircraft structures have been ongoing since 1999. Some of these research efforts were supported by NASA under the direction of Dr. Jim Starnes\textsuperscript{16}.

The primary objective of the two FAA Bonded Structures Workshops held in 2004 was to collect and document technical details that need to be addressed for bonded structures, including critical safety issues and certification considerations. There were also several secondary objectives for the workshops. Invited speakers were asked to give examples of proven engineering practices for the technical subjects addressed in the workshop. Participants were asked to identify future needs in engineering guidelines, standard tests, and shared databases & specifications. Finally, participants were asked to provide directions for bonded structure research and technology development, which supports safety and certification.

The first FAA Bonded Structures Workshop was held in Seattle, WA immediately following Mil-Handbook-17 Meetings on June 16 to 18, 2004. There were more than 150 participants in attendance at this workshop, which proved to be very useful for CS&CI on bonded structures. The workshop addressed applications in many different aircraft product types, including small airplanes, business jets, transport aircraft, fighter jets, rotorcraft and propellers. Commercial and military applications of composite and metal bonding were reviewed. Workshop sessions spent time gaining agreement on the technical issues for material & process control, design development, structural substantiation, manufacturing implementation, maintenance practices and service experiences. There were numerous presentations by industry and military bonding experts from around the world.

In order to increase European participation in the CS&CI, another FAA Bonded Structures Workshop was held in London on October 26 and 27, 2004. The Civil Aviation Authority (CAA) hosted this workshop near Gatwick Airport. The CAA organized the speakers from European industry and helped run the workshop, which had an agenda similar to that used by the U.S. workshop. There were about 50 participants for this workshop, which provided valuable information that was in general agreement with insights collected at the U.S. workshop.

Figure 13 summarizes the technical scope of the Bonded Structures Workshop. The main technical subjects are given in boxes appearing in the four corners of the figure. Regulatory considerations are listed in the center of the figure. The workshop covered all facets of structural bonding from material & process definition through structural design development and certification, manufacturing implementation and maintenance practices. Although these subjects were covered separately, experts participating in the workshop understood the importance of integrated teamwork for successful bonding applications.

Presentations and other related materials from 2004 FAA Bonded Structures Workshops in both Seattle and London can be viewed, downloaded and printed at:

http://www.niar.twsu.edu/faa/

Note that this website also contains materials from previous FAA workshops held on material control in 2002 and 2003. The CS&CI information collected at workshops and published in FAA Technical Center Documents contains considerable amounts of technical data and insights derived from industry applications to composite aircraft structures, which are not found in any other public information. A report summarizing the industry survey and workshops for bonded structures was recently drafted\textsuperscript{17}. This information can be used by the FAA JAMS COE and other universities or educational groups in developing training for the expanding composite workforce.
Progress in CS&CI is periodically reviewed in meetings held by composite engineering organizations such as Mil-Handbook-17, SAE Committee P-17, SAE Commercial Aircraft Composite Repair Committee (CACRC) and ASTM D-30. The interface with these groups is important to the development of standards, training and documentation of detailed engineering practices, which support certification, operations and maintenance of composite aircraft structure. The JAMS COE, which was recently established by the FAA, will also continue to play an important role in CS&CI research and education in the future.

V. American Airlines Flight #587 Accident Investigation

On November 12, 2001, American Airlines Flight 587 (AA587) crashed into a neighborhood in Belle Harbor, New York, several minutes after taking off from Kennedy International Airport. The airplane, which was an Airbus A300-600, was on a scheduled flight to Santo Domingo, Dominican Republic. All 260 persons aboard the airplane were fatally injured, as were five on the ground. The plane’s vertical stabilizer, rudder and both engines separated from the aircraft before it impacted the ground. The vertical stabilizer structure was constructed mostly from composite materials. It was recovered largely intact because it failed at fin root attachment details and landed in water.

Structural evaluations supporting the National Transportation Safety Board (NTSB) AA587 accident investigation were performed at NASA LaRC. This NASA facility and its engineering resources were selected to support the investigation based on available laboratory facilities, equipment and past experiences with composite airframe structures. Dr. Jim Starnes led the efforts of the NASA LaRC AA587 investigation team. This team created in-depth photographic records and performed nondestructive evaluations of the failed vertical stabilizer, rudder and fuselage attachment details. Laboratory failure analyses were also performed, including fractographic investigation of failed composite and metal surfaces, to judge whether fatigue had contributed to the failure. Some of the primary tasks performed by the NASA team were in structural analyses and aeroelastic stability. These analyses were used to evaluate design and certification procedures, accident load cases and potential failure scenarios. Advanced progressive failure analyses were also used to predict structural failures and to support subcomponent tests at Airbus for the critical attachment detail.

A detailed fault tree was constructed at the start of the NTSB AA587 accident investigation to guide the efforts at NASA LaRC. At the highest level, the fault tree had two main branches as shown in Figure 14. Through the course of the investigation, evidence showed that the primary factors contributing to the accident were related to vertical fin loads much greater than expected. Some of the structures working group efforts focused on analyses and tests confirming that the AA587 loads derived from digital flight data recorders and flight simulations would cause failures similar to those observed in the accident. A special session of the 46th AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics, and Materials Conference provides some details on these studies, as well as the
inspections and laboratory failure analyses performed with the help of NASA LaRC. Based on nearly three years of accident investigation, the NTSB Safety recommendations were released at the end of 2004.

![Figure 14. Two Main Branches of the Fault Tree Studied for the AA587 Accident.](image)

Composite structures work performed in support of the AA587 accident investigation will have an effect on future CS&CI in several ways. Laboratory failure and structural analysis methods that were applied for the accident investigation have been documented for reference in future investigations involving composite structure. It is also desirable to use this information to develop training for composite failure analysis. In addition, candidate failure scenarios that were determined not to be the cause of the AA587 accident but remain a legitimate safety concern will continue to be studied in the interest of future accident risk mitigation.

VI. Conclusion

Use of advanced composite materials in commercial and military airframe structures has steadily increased since the 1970s. Throughout his career, Dr. Jim Starnes made many research contributions on structural analysis and testing important to composite airframe applications. He also worked with NASA LaRC engineers, the industry and FAA on other composite developments needed for applications to commercial aircraft structure in programs such as ACEE, ACT and AGATE. Highlights from these NASA programs are provided as background for current composite applications. The technical advice and leadership of Dr. Jim Starnes went beyond developments needed for initial applications to his support for accident investigation and technologies important to certification.

Expanding applications of composite airframe structures continue to evolve for small airplanes, rotorcraft and transport aircraft. Composite safety and certification initiatives for related technical issues depend on a strong interface between the FAA, industry, other government agencies (e.g., NASA, NTSB and DoD) and academia. The status of these initiatives, including plans and progress achieved to date, were reviewed in this paper. These efforts are continuously updated based on experiences from certification and service, as well as insights derived from accident or incident investigations. Focused research is used to advance a technical understanding of the issues and fill gaps between applications. Deliverables include policy, guidance, standards and training.

Dedication to Dr. James H. Starnes, Jr.

Dr. James H. Starnes had a brilliant career at NASA Langley Research Center (LaRC), where he contributed to the development and advancement of aeronautical and space structures for more than thirty years. His numerous contributions in thin shell stability and strength theory helped transform the industry from a strong dependence on empirical design methods to a balanced approach that included a combination of analysis and tests. Jim and his colleagues made this possible with an interface in real applications and careful attention to the associated structural details, including combined loads, damage, environmental effects, cutouts, and variations in stiffening element & skin geometry. As analysis procedures improved, his team sought further advancements to support design optimization, structural tailoring and insights on the effects of manufacturing variations. Jim’s technical skills, willingness to share insights and practical regard for applications made him an excellent resource for accident investigation and certification technology development over the years.
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Abstract

The introduction of new materials such as advanced composites, leads to not only new attributes for aerospace structures, but also introduces new technological elements to be considered. Historically, structural aircraft design has progressed from wood structures (homogenous, anisotropic materials), to metallic structures (homogenous, isotropic materials), to advanced composite structures (homogenous, anisotropic materials). While the progression has come full circle so to speak, our technical knowledge in developing, understanding, and modeling the behavior of these materials has increased exponentially. For example, the Wright Brothers used wood structurally without understanding the nuances of anisotropy. As design experience changed to metallic structures, our understanding and modeling at the phenomenological level of homogeneity and isotropy in successful design practice became documented. With the introduction of advanced composite materials, the inherent anisotropy of such materials has led to new classes of failure mechanisms unlike previous experience with metallic materials. In addition to inherent anisotropy, such materials can be brittle, and the initiation and growth of damage remains to a degree as work in progress. This has led to a design approach which can be considered semi-empirical and relies on our continued and developing experience for design/certification. In this paper, we will explore the damage tolerance issues based on design requirements, current state of the art design and analysis, some selected examples, and concluding remarks.

I. Introduction

All aerospace vehicles must be designed such that the structural integrity of the platform is ensured. When we speak of structural integrity we infer the following:\(^1\):

\[
\text{Strength} + \text{Stiffness} + \text{Durability} + \text{Safety} \quad \text{or} \quad \text{Fatigue} + \text{Damage Tolerance}
\]

That is, at all times the strength, stiffness, durability, and damage tolerance of the structure are preserved. In the following presentation, focus is directed toward damage tolerance issues for structures.

Damage tolerance design for aerospace platforms can be dramatically illustrated through such recent events as the Aloha Airlines Boeing 737 aircraft structural failure in 1988 and the Delta Airlines MD-88 uncontained engine failure in 1996. Each of these events was attributed to accumulated undetectable fatigue damage\(^2\). This can be graphically depicted in the accompanying Figure:\(^2\):

---
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Figure 1. Definitions of durability and damage tolerance for commercial aircraft and associated design requirements (Mil-Hbk-17)³

What is clear in the above figure is that damage is accepted and the accompanying changes in material properties must be such as to ensure platform safety over the entire flight regime. While the above can be considered a generic statement, the introduction of new materials such as advanced composites, leads to not only new attributes for aerospace structures, but also introduces new technological elements to be considered. Historically, structural aircraft design has progressed from wood structures (homogenous, anisotropic materials), to metallic structures (homogenous, isotopic materials), to advanced composite structures (homogenous, anisotropic materials). While the progression has come full circle so to speak, our technical knowledge in developing, understanding, and modeling the behavior of these materials has increased exponentially. For example, the Wright Brothers used wood structurally without understanding the nuances of anisotropy. As design experience changed to metallic structures, our understanding and modeling at the phenomenological level of homogeneity and isotropy in successful design practice became documented. With the introduction of advanced composite materials, the inherent anisotropy of such materials has led to new classes of failure mechanisms unlike previous experience with metallic materials. In addition to inherent anisotropy, such materials can be brittle, and the initiation and growth of damage remains to a degree as work in progress. This has led to a design approach which can be considered semi-empirical and relies on our continued and developing experience for design/certification. In this paper, we will explore the damage tolerance issues based on design requirements, current state of the art design and analysis, some selected examples, and concluding remarks.

II. Design Requirements

In design of civil infrastructure, weight is an important design metric, however, this factor does not weigh as heavily in design as that for aerospace structural components. For example, some metrics for aircraft structures suggest a safety factor of 1.5 between the design limit load and design ultimate load for large transport commercial aircraft³, ⁴. This factor is attributed to the code for federal regulations² for aeronautics and space, Title 14, which states that it is required that a structure maintain no permanent deformation at the design limit load. There is thus a driver to meet minimum weight requirements with design margins taken to the lowest levels for design ultimate load levels. Thus, the factor of safety between the design limit load and design ultimate load retains importance as one drives to minimize design margins in order to ensure safety in structural behavior. This begs the question of where do safety factors come from. A very recent book addresses this question with a question in its title, “Safety Factors and Reliability: Friends or Foes?”⁵. This book discusses the relationship between safety factors and structural reliability, as well as showing that safety factors are more comprehensible if they are viewed in a probabilistic context. The latter is a subject for separate discussion, however, the point that can be made is that safety and damage tolerance are inherently related. Returning to damage tolerance requirements for transport commercial aircraft³, ⁴ it is
useful to construct a definition for damage tolerance. This definition can be qualified by the ability of the structure to sustain design limit loads in the presence of damage caused by: Fatigue; Environmental Effects; Accidental Events; Corrosion; Other sources.

For manned spacecraft systems, NASA has defined damage tolerance as the ability to resist failure due to the presence of cracks during its entire service life, multiplied by a required service life factor. This factor for all NASA space flight hardware is 4. In addition, for the case of composite materials which may contain hidden damage, the damage level assumed for evaluation should be considered as representative of a credible damage threat, after inspection and prior to flight service. It has been observed, based on numerous test programs, that a significant reduction in residual strength can occur even in the case of undetectable damage. Examples of strength reduction are shown in the accompanying Figure 2 which is an indicator of damage severity associated with inherent or introduced damage states.

![Figure 2, Defect damage severity](image)

Since inherent manufacturing and introduced damage states are commonplace occurrences, knowledge of the strength reduction associated with these occurrences is equally important. This has led to the Compression after Impact (CAI) test as a means to determine the strength reduction for structures, as a standard measure for developing design allowables used to meet limit load requirements. The general design approach for damage tolerance can be summarized as noted in reference 2:

- Catalog the location of fracture critical components
- Assess potential damage states in the structural component
- Determine the damage size associated with initial manufacturing quality assurance and subsequent in service inspections
- Assume that undetected damage exists in each critical component at the most critical locations
- Determine the residual strength of the structure at the required design limit load and critical damage state
- Determine the residual strength of the structure at the required design limit load and critical damage state.
• Insure that undetectable damage can survive a source damage event ensuring that damage remains less than design limit loads
• Maintain an in-service inspection program to ensure that damage does not reach a critical damage threshold.

III. Current State of the Art in Design and Analysis

Over the past several decades, improvements have been made in the areas of structural design and analysis of structures, particularly those composed of new materials. For design with these new materials, some of the standard practices associated with analysis are based upon some combination of empirical, semi-empirical, finite element and advanced computer models. The models include routines to evaluate the stress, strain and displacement fields in complex structures based upon techniques such as automated mesh generation, mesh refinement, post processing algorithms, and improved graphics as some representative examples of recent techniques. While these methods contribute to the prediction of the key stress, strain, displacement fields; the understanding of complex failure modes, ultimate strength, residual strength, and fatigue life of structures composed of composite materials are still sought after-goals of the designer. Attempts to bridge this discrepancy include the introduction of high fidelity models, which provide a rigorous assessment of local stresses and stress gradients, which would enable the prediction of structural failure.

As one example of use of an advanced design and analysis methodology, reference\(^2\) discusses the damage tolerance of a primary aircraft structure, a composite wing structure containing a sawcut which simulates a discrete source of damage as well as undetectable impact damage. The wing box was designed by a contractor to satisfy the requirements for a 220 passenger commercial transport aircraft. A full-scale wing box was then used for a test program in coordination with the NASA Langley Research Center. For the damage tolerance test program, the wing box was subjected to foreign object damage at several locations. In addition, saw cuts through the sandwich construction core panels were introduced to simulate discrete source damage. A number of design limit load tests were performed for verification of the FEM predictive codes. Failure occurred at 97% of the design ultimate load with unrepaired impact damage and was observed to occur at an unreinforced access port on the lower core panel that was not near any impact damage site. The failure load was well within the predictive capability of the FEM codes used as well as for the material properties data used as input to the code. This is one representative example of the damage-tolerance design methodology in current use for primary structures used in aircraft.

As another example of the NASA Advanced Subsonic Technology Program, the development of design and manufacturing technology of fuselage structures was studied. Due to requirements associated with technology readiness levels for composite fuselage structures being much lower than for wing structures, the fuselage program did not include full-scale testing. The program was focused on the design of the crown region of the fuselage which is directed by tension loads. Design details were established by damage tolerance design criteria for this region, in particular, the discrete source damage requirement. This technology was demonstrated by conducting tests on curved, stiffened panels. Two methods were pursued, one on adoption of a semi-empirical method developed for metallic structures, while the second was a more rigorous progressive damage method. The curved stiffened panel was tested under combined bi-axial loads at NASA Langley. The stable damage growth exhibited by the panel before catastrophic failure displayed a behavior similar to panels fabricated from ductile aluminum alloys. Results of the methodologies employed strongly suggest that a semi-empirical method can be used for structural design and analysis.

IV. Concluding Remarks

As mentioned in reference 1, the subject of damage tolerance can be traced back to the 15th century and DaVinci’s notebook on flying machines. The premise of DaVinci’s work was a fail safe approach with built-in redundancy in the design. This design philosophy was maintained through the 1960s and led to design approaches for metallic structures. The basic tenet of this approach was that damage induced over the flight history of the platform could be detected at regularly scheduled inspection intervals and that the structural integrity of the platform would not be comprised below a threshold. A change in this approach occurred in the 1970s with the inclusion of damage associated with manufacturing as well as in service damage considered as integral in an approach to evolving a damage tolerance concept. Thus has evolved a definition of damage tolerance which for structural components can be stated as the ability of the structure to sustain anticipated loads in the presence of fatigue, corrosion, or accidental damage until such damage is detected through inspections and repaired.

For design, the key damage tolerance issues are:

• The acceptance that damage will occur. That an adequate inspection system is created to detect the damage; and that adequate strength in the presence of damage can be maintained
The above can be illustrated in the accompanying Figure 3, in which (3a) shows the time period associated with damage growth from the initial to the critical size which (3b) shows the retained residual static strength available for a structural component in the process of damage during in-service deployment.

At the present time, the current state of the art in damage tolerant design remains semi-empirical, relying on a building block approach for design and certification. In particular, while advances have been made in damage tolerant design and analysis, the methodology for composite structures appears less than mature for application to all aircraft structural components. A number of research issues require further studies including:

- Understanding the initiation and growth of material level damage at meso and macro levels
- Understanding the complex failure modes of component materials at meso and macro levels
- Understanding how the materiel parameters GI, II, III relate to damage tolerance
- Developing a capability to predict critical damage metrics for damaged components
- Developing predictive techniques for establishing static failure loads in the presence of damage
• Developing accurate, reliable user-friendly computational tools to address current deficiencies in existing algorithms
• Developing standardized laboratory test methods to assess damage independent of specimen geometry
• Developing standardized test methods for assessing damage characterization.

Finally, several comments related to damage tolerant design philosophy include:
• Semi-empirical methods coupled with FEM analyses represent useful design tools
• Computational methods relying on physics based understanding of damage initiation, growth and residual strength represent a significant tool for damage tolerant design.

With all said, the requirements associated with damage threat design represent a challenge to the materials and mechanics community.
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NASA Research in Composite Structure Damage Tolerance and Composite Applications In the Oil Industry
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Many factors influence the successful introduction of composite materials into structural applications including a recognized need for improvement over existing technology, material property advantages, innovative structural concepts, advanced design capability, and cost. Motivation to use composite structures in the aerospace industry is driven primarily by weight saving which provide enhanced performance benefits. Weight saving is also an important factor for special applications proposed for the oil industry, especially deepwater developments. Other assets of composites are also important including fatigue and corrosion resistance. Consideration of reliability and safety is especially important in both industries. Composites exhibit unique failure modes compared to metals and it is important to understanding the reductions in strength caused by damage. Early pioneering work at NASA on composites established that compression; and especially the reduction in compression strength following damage, placed severe limits on the design allows for highly loaded components such as aircraft wing and fuselage structure. Research by NASA established important design constraints for composite structures which were subsequently integrated into guidelines for the design of composites for commercial aircraft. Early research concentrated on establishing the limitations imposed by the effect of damage on compression strength and to develop innovative ways to improve performance. Approaches studied included: damage tolerant resins and innovative design concepts such as soft-skin stiffened panels, hybrid composites, bonded and bolted stiffeners, and laminate stitching. In addition, test methods were developed to access improvement advancements including: open hole compression, open hole tension, and compression after impact. Optimization design methods were exercised to develop minimum-weight composite comparisons with aluminum designs including consideration of the limitations imposed by damage. Many of the foundation principles in composites developed at NASA have been applied to applications in the oil industry. The paper discusses the pioneering work in damage tolerance conducted at NASA and describes how the technology developed has been applied in the development of composites technology for applications in the oil industry such as spoolable high pressure composite pipe, composite risers, carbon fiber tendons and synthetic fiber mooring ropes. The paper is intended as a memorial to Dr. James H. Starnes, Jr. with whom the author worked closely at NASA in composites mechanics and structural design for 15 years.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Planform area of stiffened panel</td>
</tr>
<tr>
<td>a</td>
<td>Hole diameter</td>
</tr>
<tr>
<td>e</td>
<td>Amplitude of overall bow at panel midlength</td>
</tr>
<tr>
<td>L</td>
<td>Panel length</td>
</tr>
<tr>
<td>Nx , Ny , Nxy</td>
<td>Stress resultants</td>
</tr>
<tr>
<td>Nx /L</td>
<td>Load index</td>
</tr>
<tr>
<td>t</td>
<td>Thickness</td>
</tr>
<tr>
<td>W</td>
<td>Mass of stiffened panel</td>
</tr>
<tr>
<td>w</td>
<td>Panel width</td>
</tr>
<tr>
<td>(W/A)/L</td>
<td>Mass index</td>
</tr>
<tr>
<td>Δ</td>
<td>Amplitude of eccentricity at panel midwidth</td>
</tr>
<tr>
<td>ε</td>
<td>Strain</td>
</tr>
</tbody>
</table>
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I. Introduction

Structures and materials research at the NASA Langley Research Center began in the early 1970’s to emphasize the importance of newly emerging high performance composite materials including boron, carbon, and aramid fiber\(^1\). The Structural Mechanics Branch of the newly formed Structures and Dynamics Division shifted emphasis from research in metallic shell structures\(^2\) to advancing computational methods using the rapidly expanding capability of the modern computer and to understanding the benefits and limitations of composite materials for space and aeronautical applications. The current paper highlights research activities of the period 1970-1985 during which the author was a colleague of Dr. James H. Starnes, Jr. and other personnel at NASA engaged in research on the topic of composite damage tolerance with particular emphasis on the effects of damage on compression behavior and the technology proposed to improve the performance of composite structures for highly loaded aircraft primary structure such as wing and fuselage. In 1985, the author began focus on the application of composites to the oil industry. The technology developed at NASA served to guide the development of new applications described in the second topic of this paper.

Some of the earliest work on composite material characterization for aircraft design was conducted on fiberglass laminates in the 1950’s by the Forest Products Laboratory.\(^3\)\(^-\)\(^9\) Capabilities introduced by the modern computer permitted the opportunity to evaluate the weight saving potential of composite structures using optimization algorithms in which the variables of selected configurations including cross-sectional dimensions and thicknesses and composite material properties and fiber angle orientation are subject to constraints including strength, stiffness, stability, and property limitations such as maximum strain or minimum gage. This analytical approach was in sharp contrast to the experimental assessment program conducted by the National Advisory Committee for Aeronautics (NACA) in the 1940’s\(^10\)\(^-\)\(^14\) in which thousands of aluminum stiffened panels of selected designs were tested to establish optimum structural performance of stiffened compression panels. Figure 1 taken from Ref. 15 summarizes graphically the results of the structural efficiency from many of these NACA compression panel tests. The panel weight per unit area per unit length (W/AL) is plotted as a function of the load index (N\(_x\)/L). Similar structural efficiencies for graphite/epoxy hat-stiffened panels showing weight savings of approximately 50 percent established using the analytical optimization method are presented for comparison. Similar analytical optimization results presented for an aluminum hat-stiffened panel provide a lower bound for the experimental data. A few “Y” configuration panels fall below the optimized aluminum hat results as predicted by the NACA reports.

Having established the merits of using the computer to establish minimum weight composite structure designs; it was considered essential to validate the analytical methods and optimization procedures\(^16\)\(^-\)\(^21\) with representative experiments. In response, selected composite configurations and designs were fabricated and an extensive compression panel experimental program conducted. Representative hat- and blade-stiffened panel test specimens are presented in Fig. 2.

Commercial aircraft typically utilize aluminum at a maximum design strain of from 0.4 to 0.5 percent. One criterion studied for structurally efficient composite wing structure designed to meet similar stiffness requirements is to allow approximately the same maximum allowable wing level. The graph of Fig. 3 provides a comparison of the structural efficiency of commercial aircraft wings constructed of aluminum with analytical predictions for comparable composite compression panels with maximum strain values of 0.3%, 0.4% and 1%\(^22\). At higher load index

Figure 1. Stiffened panel structural efficiency.

Figure 2. Composite compression panels.
values, the maximum allowable strain can be seen to influence the associated weight savings which can be achieved. The experimental results shown in Fig. 4 for carbon/epoxy hat and blade stiffened panels are in close agreement with analytical predictions demonstrating that potential weight saving of approximately 50 percent can be achievable under ideal circumstances.

In the mid 1970’s apprehension began to emerge concerning how tolerant composite structures were to the effects of damage and inclusions such as defects and cutouts. To address the issue, impact tests were conducted on composite compression panels prior to loading and some while under load as shown in Fig. 5. The results showed impact damage could cause not only local damage, but could result in the propagation of damage to the free edges of the panel as shown in Fig. 5. Impact under load was found to be only a slightly worse condition than impact followed by loading. The projectile in these tests was a 1/2-inch diameter aluminum sphere propelled using an air gun at velocities up to 500 feet per second. A velocity detector installed at the end of the gun barrel measured the projectile velocity as it exited just prior to impact. The impact test simulated the threat which might be expected from runway debris kicked up during landing of an aircraft.

The effect of damage on composite structural performance was found to be more severe for compression loading than tension. This is in sharp contrast to metal structures where tension fatigue typically governs performance. In response to the impact issue, a comprehensive experimental program was launched to scope the magnitude of the problem and to innovate ways to improve the performance. This paper summarizes the early research efforts to quantify the effect of damage on composite structure performance with emphasis on compression behavior and the ensuing approaches developed to make improvements. Finally, a discussion is presented on how composites technology has been transferred into specific applications in the oil industry with discussion of related damage tolerance issues. Interest in composites in the oil industry is driven by deepwater developments in which weight saving becomes an economic enabling factor as well as by the other assets one normally associates with composites including corrosion resistance.

Figure 3. Structural efficiency of commercial aircraft wing and composite compression panels.

Figure 4. Structural efficiency of composite compression panels.

Figure 5. Stiffened panel impact test.
II. NASA COMPOSITE DAMAGE TOLERANCE RESEARCH 1970-1985

A. Damage Characterization

Following the discovery that impact damage could cause significant reductions in the performance of composite compression loaded panels a comprehensive program was initiated to quantify and characterize the issues: of impact damage, basic inclusions including holes, and the response of structural configurations to damage. These studies also included efforts to improve the tolerance to damage of the matrix and fiber and to develop damage tolerant structural configurations. Fundamental studies to understand composite material damage tolerance and advancing improvements in structural performance is a topic of continuing interest. The NASA effort initiated with an extensive test program later complimented by optimization studies to quantify the effect of limiting design allowables to provide safe component designs. Because composites can be designed to have an infinite range of laminate anisotropic properties, strain rather than stress was found to be a convenient parameter for measuring and comparing performance. Some of the initial tests were conducted on pseudo-isotropic laminates with a portion of the lamina loaded directly in axial compression. As will be shown, the axial compressive strain in the fibers is an important consideration in composite compression behavior and failure. Initial experiments were conducted on commonly available carbon fibers and resins. As will be shown, the properties of both the fiber and resin influence the compression behavior and damage tolerance.

The test specimen initially used to characterize compression damage tolerance was a 48 ply T300 carbon/5208 epoxy laminate including axially oriented fibers loaded in the test fixture shown in Fig. 6. The specimen is 10-inches long and 5-inches wide and approximately 0.25-inch thick. Impact damage was inflicted using a ½-inch diameter aluminum sphere propelled by the air gun shown in Fig. 5. The data of Fig. 7 shows representative test results in which specimens were impacted at selected levels of imposed strain and impact energy. The line represents a threshold boundary between specimens which failed on impact (open circles) and those which survived (filled circles). At the higher energy levels the residual strength of specimens which survived impact were only slightly above the threshold curve. The failures for specimens without impact damage are due to buckling of the panel and do not represent the undamaged strength of the
material. The test results suggested a limiting strain on approximately 0.3 percent for brittle resin material systems commonly used at the time. The design strain of commercial aircraft control surfaces are typically less than 0.3 percent, however, as discussed above the design strain for efficient wing structure is significantly higher.

Photographs of the impact side and back side of a failed plate are shown in Fig. 8. A series of moiré fringe photographs representing the delamination growth of the damage as represented by the out-of-plane deformation of the surface of the panel in the vicinity of the impact during a residual strength test is presented in Fig. 9. High speed photography tests conducted at California Institute of Technology recorded the propagation of the delamination mode of damage involving delamination in the vicinity of the impact followed by local buckling of the delaminated lamina initiating damage propagation to the free edge of the specimen. The 0.25-inch thick carbon-epoxy specimen was impacted by the ½-inch diameter aluminum sphere at 65 m/s and the propagation recorded by photographing the moiré fringe pattern on the back of the specimen as well as the lateral free edge. The time for the damage to propagate to the free edge of the 5-inch wide panel was approximately 360 microseconds. Following contact of the 0.25-inch thick composite plate by the projectile, a transient local deformation response occurs followed in time by a global structural deformation response as illustrated in Fig. 10. Less damage occurs for very thick plates in which the bending stiffness is sufficiently great to resist the transient local deformation response.

These results suggested that suppressing delamination caused by impact would suppress the subsequent lamina local buckling mode of damage propagation. To investigate this hypothesis an experiment was conducted using a much wider plate specimen (15-inches wide) with intermediate rigid vertical supports designed to arrest the lamina local buckling and thus the damage propagation. Instead of arresting the damage; however, the damage propagated upon impact through the lateral support to the free edge of the compression loaded specimen as shown in the photograph of Fig. 11.

Figure 9. Moiré fringe contours representing progressive delamination growth with load.

Figure 10. Response of composite plate to impact.

Figure 11. Impact test on plate with intermediate supports.

Figure 12. Shear crippling mode of failure for compression loaded panel following impact.
Further study revealed a second mode of damage propagation in addition to delamination, namely shear crippling as illustrated in Fig. 12. Shear crippling of the compression loaded 0-degree lamina allows the damage to traverse through the lateral deformation constraint and continue to propagate in the delamination mode on the other side. The shear crippling mode becomes the primary mode of damage propagation when delamination is suppressed as will be shown for composites constructed using advanced formulation tough resins.

B. Open Hole Compression

The study of the compressive strength characteristics of composite plates and structures with open holes showed, like impact damage; the failure modes were controlled by (1) delamination due to a strength failure of the matrix and (2) micro buckling of the fibers due to the low stiffness of the matrix. Experimental results for the compression failure strain of quasi-isotropic laminates constructed of two different resins systems and containing a range of centrally located holes sizes (a/w) hole sizes is presented in Fig. 13. Unlike ductile metals, composite materials loaded in compression are highly notch sensitive. Failure prediction techniques were explored to describe analytically the effect of the presence of discontinuities such as holes or damage. The theoretical failure curve in Fig. 13 drawn through the data is based on the point stress failure criterion described in Ref. 54 using the method presented in Ref. 45. The data shows a significant reduction in performance with increasing hole size in excess of the notch insensitive line (net area reduction); approaching the notch sensitive lower bound at higher a/w ratios. As is shown below, BP907 exhibited improved performance in impact tests versus the control epoxy material 5208, but as shown in these tests, did not show improved performance in open hole tests. The explanation for the difference in performance is the damage mode, which was found to initiate first with shear crippling of the axial oriented plies in the stress concentration in the vicinity of the hole followed by delamination.

The photographs of Fig. 14 show the progression of failure for an open hole specimen loaded in compression. At 92.8% of the ultimate load, moire fringe photographs show no evidence of delamination around the hold boundary. At 95.2 %, local fringes appear and grow in size with increasing load. One might conclude based on this evidence that the initiating failure mode for open hole specimens is delamination; however, further investigation revealed that microscopic shear crippling occurs in the vicinity of the hole boundary in advance of delamination. This response is illustrated in Fig. 15 in which a similar test a specimen was loaded to a load level just prior to the initiation of delamination (approximately 92% of ultimate) and unloaded. A small block of material adjacent

Figure 13. Open hole compress test data.

Figure 14. Open hole compression test damage propagation with increasing load.

Figure 15. Shear crippling failure exhibited near hole prior to delamination.
to the hole boundary was cut from the specimen and the surface material sanded away to expose an interior 0-degree layer. A scanning electron photomicrograph (right photo of the Fig.) shows the broken carbon fibers following micro buckling in the high strain concentration region adjacent to the hole.

It was found that slightly higher failure strains for specimens with holes were achieved for carbon fibers with higher ultimate strain allowables. The higher failure strain corresponding to plates constructed with higher ultimate strain fibers supports the hypothesis that high bending strain in a buckled fiber initiates a local micro buckling initiated shear crippling failure mode. Several material properties govern fiber micro buckling and failure including the fiber extensional and bending stiffness and strength as well as the stiffness and strength properties of the matrix.

![Figure 16. Shear crippling failure exhibited near the hole prior to delamination.](image1)

![Figure 17. Comparison of effect of impact damage and open holes on composite plate compression strength.](image2)

Failure strain data for quasi-isotropic laminates loaded in compression which failed in a residual strength test following damage by impact for several different material systems is plotted in Fig. 16 as a function of the size of damage. The damage size was measured using the C-scan non-destructive test method following impact at selected energies. For these laminates and impact conditions, the size of damage appears to be a parameter that reduces the test data for all of the material systems studied to a common curve. A two-parameter curve asymptotic to \( a/w = 0.24 \) has been drawn to match the test data. A large reduction occurs around \( a/w = 0.24 \) while the failure strain for \( a/w < 0.24 \) is governed by conditions other than impact such as plate buckling.

A comparison of the effect of holes and impact damage on plate strength is presented in Fig. 17 using the curve fit to impact date of Fig. 16 and experimentally validated failure prediction curves for open hole data for AS4 and T300. AS4 has a higher ultimate tensile strain value than T300 (0.015 vs. 0.012) and a slightly larger fiber diameter (8 µm versus 7.5 µm), characteristics which should improve comparative resistance to micro buckling. For the five inch wide panels, the open hole causes the greatest reduction in strength for \( a/w < 0.3 \) and slightly greater reductions in failure strain due to impact damage for \( a/w > 0.3 \).

### C. Tough Resin Formulations

Numerous approaches were investigated at the materials level to develop approaches to improve the damage tolerance of composite materials to impact damage and defects or inclusions such as holes. The first approach investigated was to determine if a more ductile resin than the brittle class of resins initially studied might help. A tough resin BP907 was selected for the study. As shown in the impact failure threshold curves of Fig. 18; significant improvements in resistance to impact compared to the 5208 epoxy resin were demonstrated with the same T300 carbon fiber. However, as was shown in Fig. 13, when the same material comparisons were made for open hole compression tests; there was no similar improvement. The explanation proposed for this

![Figure 18. Impact Damage Failure Threshold Curves.](image3)
conundrum was that the tough resin suppressed the brittle resin delamination mode of failure in the case of impact, but the shear crippling mode of failure governs the failure mechanism in both cases responding to the stress concentration in the vicinity of the open hole.

D. Transverse Stitching

Another approach investigated for suppressing delamination in carbon-epoxy laminates was to provide transverse reinforcement to the laminate by stitching. Dr. C. T. Sun (Purdue University) engaged students to hand stitch precured plates including some which were perpendicular and others stitched at 45-degrees relative to the plane of the plate. A comparison of the impact damage failure threshold data for T300/5208 and T300/BP907 laminates with and without transverse stitching is presented in Fig. 19. Transverse stitching significantly increased the failure threshold strains for the delamination prone T300/5208 laminates, but had no effect on the failure threshold strains for the delamination resistant T300/BP907 laminates. Both stitching and tough resins help suppress delamination in the laminate, but cannot address the shear crippling mode of failure. Additional papers on the topic of stitching and fabric can be found in Ref. 111-113.

E. Aramid

E.I. DuPont introduced a new low density, high modulus (E = 20 x 10^3 psi and ρ = 0.053 lb/in3) aramid polymeric fiber and made it available to NASA and the aircraft industry for evaluation in the early 1970’s. Initially called PRD-49, it is currently known as Kevlar® in several different formulations. It was soon demonstrated that the material could provide substantial weight saving as a substitution for glass fiber in pressure vessel applications. It also appeared attractive for aircraft secondary structure applications. The performance in compression was less well known and NASA conducted compression characterization studies including the effect of impact damage and open holes in thermoset epoxy resins. Characterization studies were also conducted using specimens fabricated by Boeing using a PRD-49/thermoplastic resin (phenoxy 8080) tow over wound onto aluminum cylinders and with NOL rings. The NOL ring tests showed the 54 percent fiber content uniaxial composite to possess an ultimate strength of 190,000 psi and a tensile modulus of 7,900,000 psi. The 90° wound tube was found to have a shear modulus of 512,000 psi and an ultimate shear strength of 2400 psi. Two cylinders were tested in axial compression and failed by crippling of the inner 0.020-inch aluminum skin as it was plastically yielded. These limited studies demonstrated that PRD 49/thermoplastic composites could be successfully fabricated and exhibit high performance structural properties.

In the late 1970’s, a potential hazard surfaced as an issue related to the shorting of electrical equipment derived from the highly conductive electrical properties of free carbon fibers. A comprehensive study was initiated by NASA to assess the potential problem associated with free floating carbon fibers during processing or released in a fire. The potential issue with carbon fiber provided an incentive to look more seriously at aramid as a substitute for carbon in aerospace structural applications. The results of the electrical hazard study concluded that electrical shorting due to the release of carbon fibers was not a serious concern for structural applications in which the fibers were encapsulated in a resin.

Open hole failure strain data for Kevlar®/epoxy laminates loaded in compression is presented in Fig. 20 for several different ratios of a/w (hole size/plate width) for a 5-inch wide specimen. Laminates without 0° plies (axial) have significantly higher failure strains than laminates containing 0° plies.

![Figure 19. Impact Damage Failure Threshold Curves with/without transverse stitching.](image)

![Figure 20. Open hole compression data for Kevlar®/Epoxy laminates with/without axial oriented fibers.](image)
Aramid zero plies loaded in compression have a characteristic fibril failure mode initiating at a strain of approximately 0.004. To avoid this characteristic compressive failure mode, aramid fibers cross-ply laminates (absent of 0-degree plies) were evaluated \([(\pm45/\pm45)_2/90/\pm45/\pm45)_S]\ in greater detail. Figure 21 shows an impact test conducted with the specimen impacted three times while subjected to high magnitudes of strain (0.009, 0.011, and 0.013). The specimen did not fail and each case was loaded again and ultimately failed at a strain level of 0.016. The the C-scan damage signature insert shows that damage resulted from each of the impacts by the \(\frac{1}{2}\)-inch diameter sphere with an impact energy of over 9 ft-lb.

F. Damage Tolerance Standards

NASA initiated the Composites Flight Service program in 1972 to evaluate the long term performance of composites in actual aircraft environments\(^{116-117}\). In addition, NASA in 1976 initiated the Aircraft Energy Efficiency (ACEE) program\(^{118-126}\) and in 1988 the Advanced Composites Technology program to encourage advancement of technology aimed at reducing weight and saving fuel on commercial aircraft.

As one of its activities, the ACEE program office coordinated a program with the commercial aircraft industry to develop standardized damage tolerance tests to evaluate alternative resin and fiber materials for high performance structural applications.\(^{127-132}\) A summary of one element of the study involving twenty-six different resin formulations and seven manufacturers is summarized in Fig. 22. Studies were also conducted in which different carbon fibers were evaluated. A standard set of test methods (Fig. 23) was formated by the Aircraft Energy Efficiency (ACEE) Project Office in cooperation with industry to help evaluate important material parameters.\(^{133}\) In addition to the compression-after-impact and open hole compression tests, the standard included: edge delamination tension test used to calculate interlaminar fracture toughness \(G_c\), double cantilever beam test to calculate the critical strain-energy release rate, and open hole tension test. The standard impact test (ST-1) conducted with the composite plate loaded at a strain level of 0.005 identified four materials which did not fail on impact (Fig. 22) demonstrating the viability of making improvement through tough resin formulations. A more recent discussion of an open hole compression test is presented in Ref. 133.

G. Multi-Span Beam Transverse Shear Test

The multi-span beam transverse shear test shown in Fig. 24 was another procedure developed to better understand damaged composite failure modes and evaluate proposed material performance

![Figure 21. Impact damage test for aramid laminate without 0° (axial) plies.](image1)

![Figure 22. NASA ACEE/Industry investigation of damage tolerant resins.](image2)

![Figure 23. Screening test to identify damage tolerant materials.](image3)

![Figure 24. Simulation of impact condition with multi-span beam.](image4)
The test was designed to simulate the impact generated transient stress wave deformation response illustrated in Fig. 10. Quasi-isotropic laminate test specimens \([45/0/-45/90]_{6S}\) approximately 4-inches long, 1-inch wide, and \(\frac{1}{4}\)-inch thick were transversely loaded using five sets of line loads imposed by \(\frac{1}{2}\)-inch diameter half cylinder pins spaced 1-inch apart (three on one side of the specimen and two on the other). The center span is the highest stressed region and the deformation approximates in 2-dimensions the transient deformation response during impact. A moiré fringe interferometry method was used to characterize the complex state of strain on the edge of the specimen.\(^{134}\) Fig. 25 from Ref. 134 shows that the center region of the mid bay section between loading pens is in a state of high transverse shear strain and near zero axial and normal strains. The strain in the vicinity of

![Figure 25. Simulation of impact condition with multi-span beam.](image)

Numerous different resin material systems were tested and the two characteristic load / crosshead-displacement responses shown in Fig. 26 were typically of the responses exhibited. For comparison purposes, the residual compression failure strain for several different material systems from the compression-after-impact test at selected impact energies is presented in Fig. 27. Damage tolerant resins identified by solid symbols in the compression-after-impact residual strength tests exhibited significantly higher loads and crosshead displacements in the multi-span beam tests. During tests, a long-distance microscope was used to identify the failure mode in the cross-section in the sequence in which it occurred. For the brittle resin materials, the first incidence of damage was a localized failure of the resin in a 90-degree ply oriented at 45º to the plane of the plate in the region of highest transverse shear strain shown in Fig. 28. At slightly higher loads the damage was observed to propagate in a delamination mode initiating at the location of the original damage. This mode of failure was suppressed for damage tolerant resins for which the initial failure occurred at higher loads and displacements in the region close to the region of load introduction. The shear ductility of the damage tolerant resin appears to be a key material property important to providing the improved resistance to impact damage.

![Figure 26. Load-deformation response for multi-span beam test.](image)

![Figure 27. Compression after impact test residual strength test for selected materials.](image)

![Figure 28. First failure in 90 ply in region of maximum shear strain.](image)
The single test labeled AS4/3502/FM1000 (filled circle) in Fig. 27 was a specimen in which a lower modulus high strain film FM 1000 was placed between lamina in the composite plate. As can be seen, the impact damage tolerance was significantly improved compared to the AS4/3502 specimen without interleaving (open circle). The material with interleaving also changed the AS4/3502 material load-displacement response for the multi-span beam test from the baseline 5208 response (Fig. 26) to a response like a damage tolerant resin. Although the film increased the specimen thickness, thus providing a correspondingly higher bending stiffness; it is believed the primary improvement was derived from the high shear deformation capability between plies derived from interleaving. Evidence to further support this hypothesis is the set of photographs presented in Figure 29 for a test designed to investigate the resistance of different materials systems to bolt push-through.\(^{40}\) The loading in 3-dimensions for the bolt push-through is similar to the multi-span beam test in 2-dimensions. The damage shown for the symmetrical loading is intra laminar fracture of the resin at 45° to the plane of the plate in both 0° and 45° oriented fibers. With the FM 1000 interleaf layer, the damage did not propagate as delamination between plies while this was a characteristic failure mode for the same laminate (fiber and brittle resin) without the FM 1000. The composites industry has continued to investigate interleaving and several damage tolerant material systems are currently commercially available.

### H. Damage Tolerant Stiffened Panel Design Concepts

Debris on the runway, hail, dropped tools, or engine rotor burst are some of the potential sources of damage to aircraft structure. Conventional minimum-weight stiffened panel designs such as shown in Fig. 2 with laminate containing axial 0° oriented carbon fibers and an epoxy resin have been loaded to axial compression strains as high as 0.008 without failing. When subjected to low-velocity impact damage; however, similar brittle resin panels failed at axial strains as low as 0.0035\(^{22}\) as shown in Fig. 30. Filled circles represent the imposed strain level during impact and the vertical line displays the residual strain for panels which survived impact. The performance of lightly loaded panels (Nx/L < 200) is usually not as adversely affected by impact damage since typical applications like aircraft control surfaces carry the required loads at relatively low strains (less than 0.003). The vulnerability to impact damage is demonstrated in the test shown in Fig. 31 for a hat-stiffened panel in which local skin damage imposed by impact has propagated laterally to the free edges of the panel. Numerous concepts for improving the damage tolerance of composite compression panels were evaluated\(^{68}\) including: (1) fabric material form versus tape, (2) transverse through-the-thickness stitching including the stiffener attachment, (3) plate with alternating regions with and without 0° plies, (4) metal strip skin discontinuities, (5) bonded
stiffeners, and (6) mechanical fastening. Improvements anticipated by tough resin and other material improvement approaches discussed above were also evaluated for stiffened panels. The emphasis of the investigation reviewed in this section is on the technology studied to improve the damage tolerance of highly loaded stiffened compression panels such as might be applied in a wing or fuselage structure.

Various methods for attaching the stiffener were evaluated including cocurred, bonded, bolted and stitched. Bonding stiffeners to the skin was successful in arresting damage propagation for designs in which the stiffener and stiffener flange were sufficiently stiff to restrict the transverse deformations of the propagating skin delamination. Isolation of the stiffener from the skin with bonded or bolted stiffeners avoids propagation of delamination and shear crippling damage from one into the other. Cross-section stiffness tailoring was studied in which the stiffener and skin have different laminate constructions designed with the skin providing high shear stiffness and primary axial stiffness concentrated in the stiffener. This approach was based on laminated flat plate data described above which showed an increase in the ultimate compression strain for a cross-ply laminate without 0º plies following impact from a range of 0.004 or less to greater than 0.006. One concept studied involved a design in which the panel skin is composed of all ±45º and 90º lamina. The 90º plies increase both the axial and transverse panel stiffness. The design of a stiffened panel utilizing an aramid skin constructed without 0º plies was also evaluated. An isogrid design was evaluated based on the expectation that the redundant load path would allow redistribution of load without collapse. Several design approaches were evaluated for arresting the propagation of damage including a hybrid design consisting of an axial discontinuity in the skin consisting of a metal strip. Although beyond the scope of the present paper, significant research was also conducting in understanding the damage tolerance of stiffened panels loaded into the postbuckled state with potential application to aircraft fuselage structure.

The results described below illustrate several of these advanced damage tolerant design concepts. Structural efficiency studies show damage tolerant designs can be configured which impose a small penalty on structural efficiency.

### 1. Bonded Blade-Stiffened Panel With ±45º Skin

The blade-stiffened compression panel is attractive for structural applications because it is a structurally efficient design, easy to fabricate and more accessible for inspection than closed section stiffeners. The test specimen shown in Fig. 32 is a blade-stiffened configuration with bonded stiffeners in which the skin is composed totally of ±45º oriented plies (relative to the 0º load direction). For a wing-panel application this skin orientation provides the primary shear stiffness, while axial stiffness is primarily provided by 0º plies located in the stiffeners. The cross-section proportions for the panel were optimized using the Langley-developed design code, PASCO which included extensional and shear stiffness requirements typical of commercial aircraft aluminum wing panels and included the effect of a bow-type initial imperfection and a maximum allowable strain. The 23 inches wide test panel was initially loaded to 350,000 pounds or 0.0035 strain and impacted under load with a 1/2 inch diameter aluminum sphere at 300 feet/sec. The panel survived with only local damage as shown in the C-scan photograph top center. A subsequent load cycle was applied, and the sequence of events which occurred is shown in the moiré fringe photographs at the bottom and the load-strain diagram at the upper right. At a strain of 0.0034 the skin was buckled into 3 halfwaves between stiffeners (bottom center). At a strain of 0.0042 the damage propagated rapidly across the skin, but was contained at two adjacent stiffener interfaces as shown by the moiré fringe pattern, lower right. The panel was then loaded to 500,000 pounds or 0.0050 strain without further damage propagation, and the test was terminated. C-scan inspection confirmed that skin damage did not extend beyond the stiffeners. This test demonstrated the potential of a structural configuration to provide damage containment in a compression loaded carbon/epoxy structure.

![Figure 32. Impact test results for blade-stiffened panel with bonded stiffeners and ±45º skin.](image-url)
2. *Plate With Alternating Regions With And Without 0° Plies*

Plates constructed with alternating regions with and with axial (0°) plies shown in the sketch below were impact tested following proof testing to strain levels in excess of 0.006. 

One specimen was damaged by impact in the low axial stiffness \([\pm 45)^3/90]_2S\) region without load and a second specimen was similarly damaged while the plate was loaded to a strain of about 0.0053. Both had easily detectable visible damage and were subsequently proof loaded to a strain of 0.0060 without propagation of the damage or increase in damage size. The first panel was subsequently damaged in the high stiffness region (with 0° plies) while loaded to an applied strain of 0.0044. No propagation of damage occurred and the specimen was subsequently loaded to a strain of about 0.0055 at which the damage propagated within the high-stiffness region but arrested at the low axial stiffness boundary. The second test plate was damaged while loaded at an applied axial strain of about 0.0054 in the high stiffness region. Upon impact, the high-axial-stiffness region failed similar to the damage propagation of the first panel arresting at the low stiffness boundary.

3. *ARAMID Skin/Carbon Stiffener Panel*

A plate laminate composed of ±45° oriented carbon or Kevlar® (aramid) fibers was shown above to be capable of carrying loads at considerably higher strain with damage than laminates containing axially loaded 0° plies. An all ±45-degree laminate is an optimum configuration to carry shear loads but has a low axial stiffness. These characteristics have lead to the development of the so-called “soft skin” stiffened panel configuration in which the skin is composed of ±45- and 90-degree (for transverse stiffness) plies and the stiffener has a high percentage of 0-degree oriented material. The skin provides shear stiffness and arrests the propagation of damage while the stiffener provides the panel axial stiffness.

Damage tolerance studies were conducted on a compression panel constructed using Kevlar®-epoxy material for the skin. Kevlar®-epoxy has a relatively high structural efficiency when used for tension application since the axial strength and tension modulus exhibit relatively high values. Although not as efficient as carbon-epoxy for carrying shear loads, a [±45] Kevlar®-epoxy laminate has a specific shear modulus 44 percent higher than the value for aluminum. On the other hand, the structural efficiency for compression loads is relatively low because the material exhibits a nonlinear stress-strain response at strains in excess of 0.0035 and behaves almost like a perfectly-plastic material. It is Kevlar®-epoxy’s nonlinear compression response that suggests it may have intrinsic damage-tolerance characteristics and provided the motivation for this study. It was hypothesized that a damage-tolerant structurally efficient hybrid compression panel could be constructed using a predominantly ±45-degree Kevlar®-epoxy layup for the skin and a predominantly 0-degree carbon-epoxy laminate for the stiffeners. The Kevlar®-epoxy skin would provide the required shear stiffness and serve to arrest damage initiating in the skin or stiffener.

The results of a structural efficiency study conducted using the stiffened panel optimization code PASCO\textsuperscript{143,144} for a soft-skin configuration designed to meet typical commercial aircraft wing requirements are presented in Fig. 33. These results demonstrate that significant weight savings can be achieved using a soft-skin configuration both with all carbon-epoxy construction and with Kevlar®-epoxy as the skin material when compared to an aluminum
design. Using Kevlar®-epoxy for the skin material imposes a weight penalty of approximately 12 percent compared to the all carbon-epoxy design for identical maximum design strains. Even greater weight savings would be achieved if the maximum allowable strain were increased from 0.004 to 0.006.

Two heavily-loaded (16,000 lb/in compressive load) stiffened panels with ±45° Kevlar®-epoxy skins and carbon/epoxy stiffeners were constructed based on the PASCO\textsuperscript{143, 144} design program including typical wing panel requirements. The stiffeners in one specimen were bonded to the skin and in the other were bolted as shown in Fig. 34. The first test involved impacting the Kevlar® skin between stiffeners at a design strain of 0.005 using a ½-inch diameter aluminum sphere impacting with an energy of approximately 30 ft-lb. The skin sustained local damage but did not propagate in either panel. Next each of the panels was loaded to the design load of 16,000 lb/in corresponding to a strain of 0.0042 and impacted with the same condition of 30 ft-lb in the blade of the carbon/epoxy “T” stiffener. A plywood shield insured that the reflected projectile hit only the stiffener blade. The stiffener sustained sever damage in both cases, but the skin in the bonded design separated from the stiffener and the buckled skin caused separation of the skin from the stiffener and failure of the stiffeners as shown in Fig. 35. On the other hand, the panel with bolted stiffeners survived the major damage to the stiffener. These test results highlight the importance of the interface between the skin and stiffener in stiffened panel design.

4. Damage Containment for Damaged Stiffener Using Tough Resin

Experimental results for plate specimens demonstrated that the strength of impact-damaged laminates could be improved by using tough resin formulations. To compare the performance of two different resin systems in stiffened panel performance, two honeycomb-blade stiffened carbon/epoxy panels designed to meet heavily loaded aircraft wing panel requirements were constructed and tested with damage in one of the stiffeners. One specimen was fabricated using a delamination-prone brittle resin (Narmco 5208) that had been used by industry for several years and the other specimen was fabricated using a tough, delamination-resistant resin (American Cyanamide BP907) that has been shown on the coupon level to be less sensitive to impact damage. To simulate damage,
identical saw cuts 0.5-inch deep were made in the cap of the second stiffener of the four stiffener wide panels at the stiffener mid-length as shown in Fig. 36.

The saw cut removed locally approximately 59 percent of the stiffener cap axial stiffness and created a high strain concentration in the predominantly 0º cap laminate. The strain concentration resulted in local failure of the stiffener in both the brittle and tough resin panels at a recorded strain of approximately 1.1% measured by the strain gage located adjacent to the saw cut (Fig. 37). The corresponding far field strain was approximately 0.28%. The stiffener of both panels failed locally in a microbuckling shear crippling mode. Globally, however, the response of the two panels was entirely different. For the brittle resin panel (Fig. 36, upper right) the damage propagated in the honeycomb web to the skin/stiffener interface and because the material delaminates easily; the damage was not contained but continued to propagate into and across the skin region resulting in total failure of the panel (see photograph upper right). For the tough resin panel (Fig. 36, lower right), the damage in the stiffener also propagated in the honeycomb web to the skin/stiffener interface following the local cap failure, however, the delamination-resistant tough resin skin laminate was capable of suppressing propagation into the skin. The tough resin panel stiffener failure resulted in a major load redistribution and produced a panel lateral deflection at the stiffener midlength of approximately 0.2-inch as indicated on the graph in Fig. 36. The tough resin panel with damage was capable of carrying greater than 15,000 lb/in axial compression load without failure. For comparison the brittle resin panel failed catastrophically at an applied load of approximately 13,000 lb/in. Arresting the local damage in the tough-resin panel allowed a major internal load redistribution and large out-of-plane deformations of the skin to occur without failing the panel (moiré pattern in lower right represents out-of-plane deflection contours and the graph at the lower middle of the chart compares the out-of-plane deflections for the two specimens). The peak amplitude is approximately 0.32-inch. Repair methods developed for composite panels are discussed in Ref. 145-146. These results indicate that both damage tolerant structural concepts and tough material systems are important factors to consider in the damage tolerant design of heavily-loaded structural components.

5. Isogrid

An isogrid design in which a grid network of stiffeners oriented at [±45/90] was another configuration studied for damage tolerance assessment. The isogrid test panel shown on the left of Fig. 38 failed when impacted in the skin with the panel loaded to the design load. The performance was significantly improved when the stiffeners were overwrapped with fabric extending onto the skin as shown on the right of Fig. 38. The interface of the stiffener to skin is a common weakness in stiffened panel design and over wrapping is one method of providing resistance to disbonding of the stiffener from the skin. Although limited study of the isogrid concept was conducted, it appeared to merit further consideration as a damage tolerant concept.

III. Oil Industry Composite Applications

The interest in composites in the oil industry initiated in the late 1970’s with consideration of the use of aramid fiber for mooring ropes and fiberglass for pipe applications147-148. During the 1980’s, interest in exploring and developing deepwater reservoirs encouraged several oil companies to assign personnel specifically to explore the potential of composites for applications in the oil industry. In 1994, several oil and oil service companies, the Minerals Management Service and the Department of Energy became charter members of the Composites
Engineering and Applications Center (CEAC) at the University of Houston focused on advancing composites technology for applications in petroleum industry exploration and production (E&P) operations. Another industry/government consortium, the Offshore Technology Center, was chartered in 1988 at Texas A&M University to address a broad range of deepwater E&P issues and in the 1990’s began to focus some of it’s programs on the application of composite materials. European research organizations which have contributed to the advancement of composites technology for the petroleum industry include the Marinetechnodynamic Research Partnership program, Centre for Composite Materials Engineering (University of Newcastle upon Tyne), and Sintef Materials Technology (Norway). The National Research Council’s Marine Board sponsored programs to study marine applications of composites including the organization of a national conference in 1990.

In January 1995, representative of the petroleum industry submitted a white paper to the National Institute of Standards and Technology (NIST) advocating a program to encourage development of composites technology targeted toward petroleum industry applications. Based on the needs and opportunities identified, NIST in 1995 established a focused program on manufacturing composite components for the oil industry and seven programs including: composite production riser, composite drilling riser, composite drill pipe, offshore fiberglass pipe, spoolable composite pipe, flexible composite pipe and pultruded composite shapes addressed oil exploration and production applications. Much like the NASA Aircraft Energy Efficiency Program (ACEE) program, NIST support helped create a critical mass of interested parties involving all the stake holders, the end users (oil companies), technology developers (industry and universities), and potential suppliers (materials and manufacturers). Consideration was made for a 2nd NIST focus program on composites for the oil industry in 1998, but NIST was in the process of changing to a general solicitation method. The Composites Engineering and Applications Center has sponsored three international conferences (1993, 1997, and 2000 with a 4th conference planned for the fall of 2005) focused on composites for petroleum applications. Numerous papers present the opportunities to use composites in oil industry applications. In the late 1980’s support to develop technology to apply composites to oil industry components also began in Europe and a number of projects have been sponsored by oil companies and the European Union. In the late 1990’s, oil company mergers and restructuring reduced emphasis on inhouse research adversely affecting the availability of funds for composites research.

Several factors have converged to make composite materials attractive solutions for primary structural applications on offshore platforms. First, large reserves of oil and gas have been discovered beneath deepwater basins in the Gulf of Mexico (GOM), West Africa, and in other parts of the world. A graph showing recent production from the GOM and projections through 2008 is presented in Fig. 39. Deepwater is increasingly providing the majority of United States offshore oil production. The Minerals Management Service (MMS) defines deepwater as water depths greater than 1000 feet and ultra deepwater as water depths greater than 5000 ft. A schematic illustrating the variety of offshore operations is presented in Fig. 40. In shallow water, fixed platforms are used with structure extending from the water surface to the seabed while floating platforms are used in deep water. Subsea facilities have also become an important method of production with tie back via pipelines to a platform or a ship. Dynamical positioning is used to hold drill ships on location during ultra deepwater drilling operations. A variety of configurations are currently used in offshore service including: (1) Tension Leg Platform (TLP), (2) seismi-submersible, (3) SPAR, and (4) Floating Production Storage and Offloading platform (FPSO). Current water depth records in the Gulf of Mexico include drilling in 10,011 ft. of water with a recent discovery in 9743 ft of water. The current water depth record for production from a TLP is 3800 ft, from a SPAR is 5400 ft. and from subsea facilities is 7591 ft. of water.

A listing of some of the applications proposed for composites is provided in Appendix A. Applications highlighted in italics have been introduced into products. Some composite applications including: fiberglass pipe

![Figure 39. Total Gulf of Mexico Oil Production. (MMS Report 2004-065, page 12)](image-url)
used onshore and offshore,\textsuperscript{178-195} topside facilities,\textsuperscript{196-199} tanks,\textsuperscript{200} high-pressure accumulator vessels used to support riser tensioners,\textsuperscript{201} and spoolable composite pipe,\textsuperscript{201-234} have been commercially produced and used. Other applications such as composite risers,\textsuperscript{235-256} composite drill pipe, and composite tendons\textsuperscript{257-268} show promise but are still in development or field trial studies. One application of composite materials which has become a highly important advancement for deepwater development is dry synthetic fiber, primarily polyester, used in mooring ropes for station keeping of deepwater floating platforms.\textsuperscript{269-277}

Steel is the primary material used in the construction of offshore platforms and supporting infrastructure; and tubulars are the most common structural element with products ranging from the transport of fluids to framework construction. Corrosion control and weight savings are the two main factors motivating the interest and growth of the use of composite components in offshore oil and gas exploration and production operations. Controlling and inhibiting corrosion and periodic replacement of metal components costs the oil industry large amounts of money; while composite materials can usually be chosen\textsuperscript{278} which will resist corrosion and be compatible with saltwater and the chemicals used downhole and offshore. Reducing the weight of deep (> 1000 ft.) and ultra deepwater (> 5000 ft.) floating platforms has become a high priority and the low density of composites yields the most effective solution. The total weight saving benefits often include indirect savings\textsuperscript{169} as summarized in Table 1 and to be captured must be considered in the initial design of the platform. For example, saving weight on a TLP using a composite riser results in an additional indirect 185\% weight savings contributed by the reduced need for the platform to provide buoyancy to carry the weight of the riser and from reduced pretension requirements. Composites can also provide enhanced safety such as the application of fiberglass firewater pipe\textsuperscript{279-288} to replace steel pipe with associated corrosion problems including clogging the deluge system nozzles. Composites also provide unique advantages for special downhole operations in which tubulars and other products benefit from composite material’s electromagnetic transparency and from the ability to integrate electrical wiring and fiber optics into the composite structure as energy and signal carriers or for structural monitoring.\textsuperscript{288-291} Some applications also benefit from the damping and fatigue resistant properties of composites. Lower thermal conductivity can provide advantages for pipelines where it is important to keep the fluid temperature elevated to avoid solidification and lighter weight components often makes it easier to conduct offshore operations.

![Figure 40. Offshore oil and gas exploration and production operations.](image)

**Table 1 - Weight Savings Leverage for TLP in 4000 Ft. Water Depth.\textsuperscript{169}**

<table>
<thead>
<tr>
<th>Component</th>
<th>Hull (ton)</th>
<th>Deck (ton)</th>
<th>Payload (ton)</th>
<th>Riser (ton)</th>
<th>Tether Pretension (ton)</th>
<th>Total Savings (ton)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hull</td>
<td>1.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.32</td>
<td>1.32</td>
</tr>
<tr>
<td>Deck</td>
<td>0.47</td>
<td>1.0</td>
<td>0</td>
<td>0</td>
<td>0.47</td>
<td>1.94</td>
</tr>
<tr>
<td>Payload</td>
<td>0.72</td>
<td>0.5</td>
<td>1.0</td>
<td>0</td>
<td>0.71</td>
<td>2.93</td>
</tr>
<tr>
<td>Riser</td>
<td>0.69</td>
<td>0.5</td>
<td>0</td>
<td>1.0</td>
<td>0.66</td>
<td>2.85</td>
</tr>
</tbody>
</table>

Weight savings of approximately 50\% is the upper bound in most aluminum aircraft applications with many of the savings captured in the range of 30 percent. With oil field components, weight savings on the order of 100 percent are possible due to the larger difference in density for steel compared to composite. The greater magnitude
of the potential structural efficiency weight savings provides greater flexibility to build in higher safety factors to account for the uncertainties associated with new oil industry applications. Ultimately, the incentive to use composites or metal in the oil industry is cost. In many cases the initial cost will be higher in composites than metals, but significant life cycle costs can be demonstrated.

The technology needed to safely and economically develop deepwater petroleum bearing reservoirs is extremely complex and important advancements have been made in several technologies including: seismic, directional drilling, multiple completions, subsea systems, and advanced production techniques. Composite materials is another technology which could provide important enabling solutions for safe, affordable deepwater development. Floating platforms are the only practical configurations for deepwater and are commonly used in combination with subsea wells. Floating platforms are tied to the ocean floor by moorings or tethers, or for drilling can be dynamically positioned using thrusters. Saving weight is an important design consideration for floating platforms with more cost benefit for some configurations such as Tension Leg Platforms (TLPs) than others and corrosion prevention is also important. Successful introduction of secondary composites on recent GOM TLPs and NIST ATP research programs have positioned the oil industry to be more receptive to using composite components.

Like the aircraft industry, the risk of structural failure for many proposed oil industry applications can have serious consequences and establishment of specific requirements including environmental risk factors, qualified materials data base, reliable design methodology is critical to safe performance. Damage tolerance factors include the same kind of issues aerospace faces including manufacturing defects, inclusions, impact damage, chemical degradation, and fire resistance. The oil industry can draw on the extensive technology developed for aerospace, but some of the technology must be developed independently to address different requirements. One of these issues is in the development of standards of practice and risk assessment to meet the requirements of operators and regulatory authorities. Although the oil industry has come to accept composite materials; there is a cost associated with proving reliability and a cultural bias toward familiarity with steel.

The approach used to measure structural integrity or damage is integrally associated with the topic of damage tolerance. Almost all of the methods adapted to aerospace applications have been investigated. As with aerospace, visual inspection is a preliminary method particularly underwater using an ROV. Ultrasonic methods have been used but in contrast to aerospace is not a primary method. Fiber optics are becoming an important tool in the oil industry for communication downhole and the ability to integrate optical fibers into the composite structure for structural monitoring is an important emerging technology. Plastic optical fibers are being investigated for the large strains experienced in mooring ropes. Measurements of changes in strain over time has been found to be a useful structural integrity assessment monitoring tool. Acoustic emission has been used successfully to monitor the structural integrity of tanks onshore and has been investigated for application offshore. Advanced methods such as X-ray computed tomography are also being studied.

The remainder of this section highlights a few of the innovative ways composite materials have been used in the design of applications of interest to the oil industry with special emphasis on issues related to damage tolerance.

A. Fiberglass Pipe for Fire Protection

Filament wound fiberglass pipe was first introduced into the oil field in the late 1950's. The lighter weight, fatigue and corrosion resistance and associated low life cycle costs make FRP components very attractive for expanded offshore applications. Glass fibers are inert to most chemicals and resin materials are available which are compatible with most environments experienced in the oil industry. FRP components are from one-third to one-fifth as heavy as equivalent steel components and the lighter weight permits FRP products to be more easily handled and installed. FRP connections eliminate the hazards associated with welding and the experience level required to make quality connections can be learned very quickly. The net result is that FRP composites can provide significant cost savings relative to metal. There has been significant increase in the use of FRP offshore in the last twenty years in the Gulf of Mexico, Middle East, Far East, Africa and the North Sea. An example is the low pressure pipe used in offshore operations.

Figure 41. Fiberglass pipe used in offshore operations.
used in Dubai in the water injection system with pipe ranging in size up to 36-inch in diameter as shown in Fig. 41. 

Environmental concerns also encourages the use of fiberglass pipe for low pressure water transport. An emerging design philosophy is to use non-corrosive composites to permit elimination of chemicals such as corrosion inhibitors required to protect steel pipe.

One of the most interesting applications for FRP pipe offshore is the use in the transport of water in fire protection systems. Although not intuitive, extensive fire testing has shown that FRP pipe is as safe if not safer in this critical safety related application than steel pipe. The problem with steel pipe is that corrosion particles clogs the nozzles of the deluge system and even repetitive testing cannot insure that sufficient water will be delivered. Following the disastrous fire in the North Sea on Piper Alpha in 1988, the oil industry worked with regulatory agencies to establish the test criteria to quality FRP pipe for this safety critical application. The United States Coast Guard published criteria for using FRP for the firewater ring main and deluge pipe in Policy File Memorandum PFM 1-98 16714. A firewater pipe installation penetrating through the floor of a phenolic resin fiberglass grating is shown in Fig. 42.

B. Composite Riser

A program to develop a composite riser was first initiated by Institut Francais du Petrole and Aerospatiale in 1985. The program resulted in a successful prototype, but it was early in the deepwater development activity and the estimated cost was considered too expensive for the market. The drop in the cost of advanced composites and the accelerated pace of deepwater development in recent years renewed interest in a composite production riser. Two joint industry projects, in part supported by the National Institute of Standards and Technology (NIST) Advanced Technology Program (ATP), focused on the development of composite risers. One led by Lincoln Composites (presently part of General Dynamics) focused on a production riser and the other led by ABB Vetco Gray focused on a larger diameter drilling riser. The 10.75-inch Lincoln Composites production riser is a hybrid construction composed of carbon and S-glass fibers.
embedded in an epoxy matrix. The composite body transfers load into a metal end coupling using a "trapped lock" design commonly used in the aerospace industry. The Lincoln program involved an extensive test program with over sixty, 12 feet long specimens tested under different load conditions simulating the environment experienced in service including internal and external pressure and axial tension and fatigue. The average burst pressure for 6 specimens was 11,635 psi and the average axial load at failure for 6 specimen was 942 kip. A photograph showing a 50-ft long section of production riser built by Lincoln Composites is shown in Fig. 43. The weight of the riser in air is 1450 pounds which represents a 41 percent weight savings compared to steel. The corresponding weight savings in water is 68 percent. This weight savings provides a significant impact on the platform design considering the long length from the platform to the sea bed and the large number of risers deployed on a typical deepwater platform.

The most recent evaluation program for a composite riser is a joint venture between Norske Conoco A/S and Kvaerner Oilfield Products. Several composite drilling risers were fabricated and extensively tested both in the laboratory and in drilling operations on the Heidrun platform in the North Sea. The composite design is compatible with properties characteristic of the current titanium drilling riser and the design includes a titanium liner. The requirements for the 22-inch diameter composite drilling riser are more demanding than for a production riser. Not only is the diameter much larger, but large bending loads are imposed. Also, an impact damage criterion was considered based on simulation of a dropped riser. A series of laboratory tests were conducted to evaluate methods proposed to monitor the structural integrity in service. Measurement of axial and hoop strains using fiber optics and strain gages were found to correlate with progressive damage in the composite riser imposed at high load levels. An X-ray tomography system is also being developed for in service monitoring of tubular structural integrity.

In another study, a Comparative Risk Analysis assessment is being conducted by OTRC at Texas A&M University to compare the risks associated with the use of a composite versus a steel production riser.

C. Spoolable High Pressure Pipe

A new class of product is being introduced into the oil industry based on a technology developed to design and fabricate continuous lengths of composite pipe which can be bent to a relatively small radius of curvature and placed on a cylindrical spool for storage and transport. Composite tubing can be tailored to exhibit unique anisotropic characteristics which optimally address combined burst and collapse pressures and tensile and compression loads, as well as the high strains imposed by bending. Composites can be designed to be more resistant to fatigue than steel coiled tubing, especially when combined loads impose strains which force the steel tubing into plastic deformation. Composite tubes can weigh 1/3 as much as comparable steel tubes, which for some operations provides significant service advantages. Composite pipe is near neutrally buoyant in produced fluids which can be beneficial in moving the pipe in deviated or horizontal wells or pipelines. One emerging application to use this capability is for pipeline cleanout. By tailoring the cross-section to optimally carry pressure, tension, compression and bending loads; it is possible to wind a high pressure composite pipe onto a relatively small-diameter spool. The composite pipe is tailor designed to be able to repeatedly experience large strains without failure. The basic concept for the pipe is illustrated in Fig. 44. Several cross-ply laminates constructed of glass, carbon or aramid in an epoxy or other resin are wound onto a thermoplastic liner constructed of high density polyethylene, polyamid, PVDF or other polymeric material. The process for making
spoolable pipe is different from conventional filament winding in that instead of the pipe rotating to apply the fibers, small spools of fiber articulate around the pipe using ring winders or braiders such as illustrated in Fig. 45.

Conoco initiated an inhouse program to study spoolable pipe for flowlines applications in the late 1980’s and in 1993 sponsored a composite coiled tubing development project with Fiberspar Tubular Products in the United States and Compipex a/s in Norway. Hydril developed similar products sponsored by a Joint Industry Project (JIP) in a NIST ATP program. The Conoco effort initially evaluated the concept using Kevlar® fiber and epoxy as a water injection line, but later focused the technology on the development of a design based on carbon fiber which would meet the rigid requirements of coiled tubing applications. Several innovative configurations were developed for special needs including the formation of cells, selective reinforcement, and integration of fiber optics and energy carriers into the composite wall; concepts illustrated in Fig. 46. Several applications are being explored to use spoolable composite tubulars including: onshore and offshore pipelines, subsea injection lines, well workover/intervention services, flowline cleanouts and surveys, wellbore completions and coiled tubing drilling. A design utilizing anisotropic tailoring of the composite tube construction to allow pressure variations in the pipe to cause the pipe to twist and help keep it from becoming stuck during downhole operations is another advanced concept. Large-diameter (> 6-inch), long-length, composite pipe is also being considered for future development as flexible risers and subsea pipelines.

The concept of manufacturing continuous composite pipe to meet oil industry needs was influenced by the performance demonstrated in NASA research on ±45° laminates loaded in compression. The classical design of composite pipe to carry internal pressure is with a fiber angle relative to axial of ±54° corresponding to the 2:1 hoop to longitudinal stress ratio. Axial strains of 3% are commonly imposed on the pipe during spooling. Winding the fiber at from ±40° to ±60° keeps the strain in the fiber low during bending onto the spool. For example, for a ±45° carbon laminate, the strain in the carbon fiber is only 12 percent of the imposed axial strain.

The test procedures developed to assess the performance of composite spoolable pipe for the downhole coiled tubing application included a full reversal cyclical bending test illustrated in Fig. 47.
with and without the tube pressurized. Additional tests included ultimate internal pressure, ultimate axial tension, ultimate axial compression, combined pressure and tension, external differential pressure, rapid decompression and a dropped weight impact test. For the coiled tubing application, some operational conditions require the pipe to be inserted into a pressurized well. The combination of axial compression and internal pressure imposed as the pipe as it is forced through a pressure seal stripper by the rotating chain blocks of a coiled tubing injector is one of the most difficult design requirements that can be imposed on any composite. The diametrical expansion of the composite at the point of entry into the stripper limits the maximum pressure differential which can be successfully imposed on the tube by the well internal pressure. Fiberspar Corporation manufactured a composite coiled tubing drill string over 20,000 feet long for Halliburton who conducted drilling field tests in a project called Anaconda. The design requirements for typical onshore line pipe for hydrocarbon and water service are much less compelling and most of the commercial success to date of spoolable pipe products has been in this type of application. ASTM D2992 long-term pressure test procedure is one of the test methods used to qualify spoolable pipe for onshore line pipe service.

D. Composite Tendon

Aerospace studied the use of high stiffness boron fiber in the early 1970’s as selective reinforcement of aluminum for wing box and other structural applications. The photograph of Fig. 48 shows an extruded “T” shaped aluminum stiffener with three circular holes. The holes were subsequently filled with longitudinal boron fibers and the space between fibers filled with resin in a vacuum infiltration process. Another concept for using boron was to bond boron tape to a metal stiffener. One critical design problem associated with such a high stiffness material (modulus \(58 \text{ msi (400 GPa)}\)) is the transfer of load in regions of reinforcement run-out back into the metal component. For bonded configurations, the plies were stepped to avoid shear failure in the region of reinforcement run out. For the infiltrated stiffener concept, a method of machining a taper in the boron stiffener in the end region was found to be effective in reducing the shear stress concentration. Boron fibers are manufactured in a vapor deposition process as individual fibers onto a tungsten substrate and are thus inherently expensive, so boron became of less interest as lower cost carbon fibers became more readily available.

An analogous application of unidirectional oriented fibers in the oil industry is the use of pultruded carbon rods such as shown in Fig. 48 for application as a tendon for a Tension Leg Platform (TLP). An assembly of multiple small diameter unidirectional rods efficiently provides the high strength/stiffness structure required for the application. Deepwater TLP tendons are primarily stiffness critical rather than strength driven. The potential economic benefits anticipated from using carbon fiber tendons are associated with composites low density which reduces the need for buoyancy and the availability of low-cost manufacturing processes. Steel tendons are limited by fatigue loading whereas a composite tendon designed to meet stiffness requirements is relatively insensitive to fatigue. Neutrally buoyant steel tubular tendons currently used in deepwater are considerably more expensive in ultra deepwater due the need to resist collapse from high external pressure loading. To resist collapse in deepwater; either rings and stiffeners must be added to the steel tube, the tube must be internally pressurized, or the diameter-to-thickness ratio of the tubular must be reduced below 30 thus making the tendon heavier than water. The wet weight of the tendon must be carried by the buoyancy of the hull or expensive buoyancy modules.

Carbon rod tendons can be spooled since the individual rods can be bent without damage and slide one relative to the other in a rope assembly. For example, the strain imposed a 5 mm diameter composite rod bent to a 2 meter radius is only 0.25 percent. Although carbon fibers are available with modulus values as high as four times the modulus of steel, high modulus carbon fibers are more expensive and exhibit low strain to failure. Based on current economics, a composite rod constructed of carbon fiber encapsulated in a vinyl ester or epoxy resin binder will have an axial Figure 48. Boron stiffened aluminum and pultruded carbon fiber rods.
modulus of elasticity around two-thirds the modulus of steel. To match the stiffness of the steel, additional cross-sectional area must be provided to the composite tendon. However, the areal profile to ocean currents and associated loads will still be less for the smaller composite rope than for an equivalent stiffness neutrally buoyant steel tubular supported by buoyancy modules.

Carbon rod tendons were first studied in an experimental program including static and fatigue tests in the late 1980's in a program sponsored by Conoco U.K. with Bridon Ropes. More recently Deepwater Composites has advanced the technology.

E. Mud Motor Torque Shaft

Composite properties can provide efficient engineering solutions for applications in which torque is a significant design load requirement. In the late 1980's Conoco and DuPont designed, fabricated and tested a mud motor composite torque shaft. The problem addressed was to prolong the life of the universal joint in the mud motor which at the time of the development was the major weak link in the mud motor assembly. The design used carbon fiber and a PEEK thermoplastic resin. Loads include not only torque to drive the drill bit, but also bending as the drive shaft articulates in a nonconcentric rotation. Test specimens were successfully laboratory tested in a dynamometer under representative field conditions including bending, compression, and torsion. The composite mud motor torque shaft is shown during assembly into the mud motor in Fig. 49.

Although the shaft passed dynamometer tests with loads higher than the design loads; it failed during a subsequent field test. It was believed the tube was damaged during the field make-up of the mud motor assembly when larger loads were imposed than the shaft was designed to carry. The development of the composite torque shaft was dropped when mud motor manufacturers developed alternative solutions to the torque shaft failure problem. One of the uncounted benefits of new technology is that it often motives improvements in existing technology.

F. Synthetic Fiber Mooring Rope

Synthetic fiber ropes constructed of polyester are providing an important enabling technology for mooring deep-water drilling and production platforms. To date, synthetic fiber mooring ropes have been successfully deployed in Brazil and have recently been deployed in new installations in the Gulf of Mexico. Forty years ago polyester fiber was proposed for applications in expandable space structures including airlocks and lunar shelters and NASA conducted mechanical and abrasion fatigue tests to evaluate polyester damage tolerance.

Saving weight is the primary driver encouraging operators to use synthetic fiber moorings for station keeping on deepwater floating platforms. Synthetic fiber mooring ropes have high strength-to-weight ratios and possess adequate stiffness, but they are much more susceptible to damage than their steel wire rope counterparts. Steel wire rope mooring systems become very expensive in deep water because of the need to provide expensive buoyancy to support the weight of the mooring and due to related operational complexities such as an extended footprint which may interfere with adjacent
operations or extend outside the operators lease. Petrobras (Brazil) pioneered the introduction of polyester fiber mooring ropes in deep water service. For water depths on the order of 3000-5000 feet, polyester is the most economical material to meet typical mooring requirements. Greater axial stiffness and strength requirements for ultra deepwater may drive the designer to prefer higher performance materials such as aramid fiber or to carbon rod ropes such as that proposed for TLP tendons.

The GOM marine environment is much more severe than waters off the coast of Brazil including large loop currents and strong hurricane conditions. The threats of damage to mooring ropes include cuts and abrasions during installation or service as well as damage from dropping the rope onto the seafloor during installation. Sand particles can be introduced into the body of the rope as a result of exposure on the seabed and lead to progressive damage through internal abrasion, wear, or cutting mechanisms. In addition, small marine organisms have been found to grow within the body of the rope at shallow water depths.

Numerous studies have been conducted on the effects of damage and to analytically model the performance of mooring ropes. Small scale tests were conducted at the University of Houston on the subrope constructions shown in Fig. 50 taken from the mooring rope shown in Fig. 51. Polyester exhibits strain capability in excess of 10 percent as shown in the stress-strain plot in Fig. 52. Tests on subropes with cut fibers such as shown in Fig. 53 were conducted and subsequently correlated with an analytical model to predict the behavior of damaged ropes being developed at the University of Texas. Full scale experiments on polyester mooring ropes are being conducted in a program coordinated by the Offshore Technology Research Center at Texas A&M University to determine the effect of damage on the residual strength of mooring ropes.

The most common current method to monitor the integrity of synthetic fiber ropes is visual inspection. This method has major deficiencies since it tells nothing about the load-strain history of the rope or the state of internal wear or degradation. Lacking a better method, Petrobras has approached the inspection by placing short sections of mooring rope in the string near the surface and periodically removing and testing them for residual strength. This approach is also being adopted in initial installations approved by the MMS for Gulf of Mexico operations. Mooring ropes proposed for offshore platforms, for example, may be a foot or more in diameter and carry 3 to 5 million pounds (1.3 to 2.3 kilotonnes) of load. For such large ropes, one cannot visually detect internal wear and damage. In addition, it is difficult to reliably inspect long length mooring ropes in situ using ROV technology. Future safe deployment of synthetic fiber mooring ropes would be significantly enhanced if a reliable technique were available to monitor the performance of the ropes in service and thus provide an early warning of the loss of structural integrity.

![Figure 51. Mooring rope construction with twisted subropes.](image1)

![Figure 52. Polyester stress-strain.](image2)
Reference 299 states, “The tensile fatigue behavior of nylon and polyester single fibers and yarn is characterized as a simple process of accumulation of creep strain and failure occurs at a strain that is similar to the static strain to failure”. Measurement of the state of strain in the rope, including accumulated strain, should provide a reliable benchmark with which to estimate the remaining life of the rope and allow the establishment of meaningful criteria for rope recertification or retirement. Such measurements would be particularly useful following installation and hurricanes or other major disturbances. Fiber optics has been proposed as a method for making measuring mooring rope strain.

A direct method to measure mooring rope strain is being developed based on the placement of high strain plastic optical fibers parallel to the polyester fibers along the axis of the rope and the use of Optical Time Domain Reflectometry (OTDR) instrumentation to measure changes in its length as the optical fiber and rope are stressed. The concept illustrated in Fig. 54 shows plastic optical fibers located within the mooring rope of a taut leg platform. A portion of the light signal is reflected at interfaces placed along the axis of the fiber to allow measurement of strain within discrete gage lengths. Strains measured in polymeric optical fibers exhibit good one-to-one correlation with applied strains within the test range studied (10% or less, typically). The integrated polymeric optical fiber has been shown to withstand large numbers of repeated cycles to high strains without failure and to accurately track the hysteresis exhibited by polyester rope as shown in Fig. 55 for a polyester subrope. Periodic interrogation would allow measurement of changes in the accumulated strain for comparison with pre-established design guidelines and; if needed, remediation action could be taken.

IV.

Figure 53. Damaged element of subrope.

Figure 54. Monitoring strain in a floating offshore platform using plastic optical fibers and Optical Time Domain Reflectometry instrumentation.

Figure 55. Applied and OTDR measured strain comparison for 5 cycles of mooring rope loading.
IV. Conclusion

Composite materials continue to be applied to new products including primary structure used in the aerospace and oil industries. Weight saving is the primary motivation to use composites, but other assets such as corrosion resistance, electromagnetic transparency, ability to integrate fiber optics and energy carriers are sometimes even more important. Performance is important, but the ultimate decision to use composites in many applications is cost savings. Often the cost savings are magnified by consideration in the initial design phase rather than as retrofit. Deployment of composites in critical applications by industry and acceptance by regulatory authorities depends on understanding the characteristic limitations of material systems and structural concepts derived from basic research and critical laboratory and field demonstrations of the technology. The tolerance of composite materials and structures to damage, imperfections, and inclusions is one of these key technology areas. Early analytical structural efficiency studies and experiments showed weight savings of approximately 50% could potentially be achieved using composites in primary aircraft wing structure. Additional experimental studies, however, showed that impact damage could significantly reduce the strength of composites and in contrast to metals; compression strength was often the most critical limitation. Development of basic understanding of the response of composite materials and structures, especially to compression loading, was the focus of a research effort initiated at NASA-Langley in the mid 1970’s.

The basic compression failure modes at the materials level are delamination and shear crippling involving the microbuckling of fibers. Both the matrix and fiber properties were found to affect the failure modes and strength. Suppliers were encouraged to develop “tough” resin formulations and the NASA Aircraft Energy Efficiency (ACEE) program orchestrated the development of industry standards to evaluate potential improvements. Structural optimization programs were exercised to investigate the effect limiting the allowable strain would have on potential weight savings. Advanced structural configurations were developed and evaluated with improvements demonstrated in the laboratory. Considerable advancement has been made in both materials and structural configurations since these initial studies to characterize the damage tolerance of composites to impact damage and inclusions. These advancements have allowed the aerospace industry to introduce additional applications of composite materials into aircraft.

The oil industry also sees benefit in the use of composite materials in applications where weight saving is important such as in deep water offshore oil and gas exploration and production operations and in applications where corrosion resistant is an asset. Fire resistant fiberglass products have been introduced offshore, including critical applications such as firewater pipe and gratings. These successful introductions have come about through intensive testing and a close interaction with regulatory agencies. Advanced composite applications include high pressure accumulator bottles used to adjust the tension on risers, spoolable pipe, and synthetic fiber moorings while other high payoff applications such as composite risers and tendons are still awaiting deployment.

Composites technology resulting in products for use in the oil industry has drawn on the extensive composites technology developed by the National Aeronautics and Space Administration and the Department of Defense. Technology transfer is an important fringe benefit of government sponsored research. The design issues for products in the oil industry are often different from aerospace, however, and independent research is necessary to address unique issues, i.e., the large strains imposed on spoolable pipe or mooring ropes or the application of fiber optics technology. Some of the technology developed in support of the oil industry may even be of interest to the aerospace industry. Organizations such as CEAC at the University of Houston, OTRC at Texas A&M University, and counterpart organizations in Europe have conducted studies and coordinated research programs to advance composites technology to meet the challenging requirements defined by the oil industry. United States government organization including the Minerals Management Service, the Coast Guard, the Department of Energy, and the National Institute of Standards and Technology have been helpful in defining regulatory requirements and sponsoring research programs related to oil industry composite applications.
Appendix A

Proposed Oil Industry Applications for Composites.

- **Facilities**
  - fiberglass pipe – water transport
  - Storage Tanks
  - High Pressure Vessels
  - Process Equipment
- **Platform Structure**
  - Primary Deck Structure (Beams, Girders)
  - Secondary Deck Structure (Gratings, Hand Rails)
  - Buoyancy Modules
  - Drilling Derrick & Flare Boom
  - Stress Joint / Keel Joint
  - Accommodation Modules
  - Blast Walls
- **Risers**
  - Production
  - Drilling (Field tests)
  - High Pressure Accumulator Bottles
  - Tubing
  - Choke & Kill Lines
- **Downhole**
  - Tubing
  - Tools
- **Drill Pipe (Field tests)**
  - Integrated Energy Carrier/Fiber Optics
  - Mud Motor Torque Shaft
- **Station Keeping**
  - Carbon Fiber Tendons
  - Synthetic Fiber Mooring Rope
- **Spoolable Composite Pipe**
  - Coiled Tubing
  - Hydrocarbon Flow Lines (onshore)
  - Water/CO₂ Injection lines (onshore)
  - Large Diameter Subsea Lines
  - Drill Pipe (Field tests)
  - Tubing (onshore)
  - Subsea Pipeline Remediation
  - Subsea Injection Lines
- **Subsea**
  - Structure
  - Pipe lines
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Large tows of carbon fiber can be spread by a simple, non-intrusive process from which plies down to 1/6 of the conventional 5-mil thickness can be obtained. Laminates made from such plies showed remarkable resistance to micro cracking, delamination and splitting under both static and fatigue loading. With thick-thin ply hybrids, superior performance, lower cost and lower minimum gage can all lead to applications not feasible with 5-mil thick plies.

I. Introduction

This presentation covers some recently obtained results of the processing and property determination of carbon fiber reinforced composite laminates made from thin plies. The premature failure modes by micro cracking and delamination have imposed severe limitations on the more effective utilization of the fiber strength. For example, traditional threshold for micro cracking is 0.5 percent strain while most modern fibers have a failure strain about 2 percent. Thus if micro cracking can be suppressed or prevented, a composite laminate can be designed to carry load up to 2 percent, four times the micro cracking threshold. It will be shown that thin plies in a laminate do not lead to micro cracking and delamination. It is therefore possible to load the laminates to a much higher level than what has been accepted thus far.

II. Test Data of Thin Ply Laminates

A tow spreading process has been developed by Kawabe of Fukui Technology Center. He blew air across a 12k or 24k tow to create thin plies down to 1/6 of the conventional 0.12-mm (5-mil) ply thickness. Because the spreading process does not induce any stress to the fibers so they are not damaged.
When laminates made from these thin plies, all the anticipated ply properties are recovered. When plies were made into cross-ply, quasi-isotropic and other laminates, tests showed that micro cracking and delamination were suppressed up the ultimate strength. The stress-strain curves were different so were the failure modes varied from massive delamination for regular thick ply ($T = 5.00$ mil) coupons to a clean break for thin ply ($T/6 = 0.83$ mil) coupons. The dramatic difference in the coupon failure modes can be seen in the photos below:

![Stress-strain curves of thick and thin ply quasi-isotropic laminates and their failure modes.](image)

**Figure 2.** Stress-strain curves of thick and thin ply quasi-isotropic laminates and their failure modes.

Closed up photos of the coupon failures in Figure 2 are shown in the following two photos, in Figures 3. The upper photo shows the failure mode of thick ply (5 mil) quasi-isotropic laminates where extensive micro cracking and delamination were evident. The lower photo, on the other hand, shows a thin ply ($T/6$) laminate where a clean failure was seen. The gross fracture was highly localized with no micro cracking and delamination away from the fracture surface.

![Closed up photos of coupon failures.](image)

**Figure 3.** The upper photo is the failure of a thick ply laminate; the lower photo, a thin ply laminate.
When thick and thin ply laminates with open hole were tested, X-ray photos showed massive micro cracking in thick ply laminates while the thin ply stayed clean. The tensile load was 90 percent of the ultimate load. The failure modes were very different with the thin ply laminate having a clean fracture with no delamination, consistent with earlier coupon tests. Fatigue tests also showed massive micro cracking and delamination along all free edges for thick ply laminates while the thin ply laminates stayed clean.

Figure 4. Static test of thick and thin open hole laminates. Local damage and gross failures were different.

The same quasi-isotropic specimens can be tested under fatigue loading. In the figures below we show the X-ray image of laminates with open hole subjected to tensile-tensile fatigue of 51 ksi after 100,000 cycles. Edge delamination and micro cracking began to appear after 20,000 cycles in the thick ply laminate on the right, while the thin ply laminate stayed clean. Even up to 100,000 cycles, thin ply laminates stayed amazingly resilient and free of damage. The thick ply laminates had massive damages far beyond the point of practical utility as a structure.

Figure 5. Fatigue test of thin and thick ply open hole laminates. The extent of damage was very different.
For hard laminates where [0] plies are 50 percent of the laminate, tension-tension fatigue at a stress level of 70 ksi after 73,000 cycles for thin and thick ply laminates. The extent of damage along the interior and outside edges was drastically more severe for the thick ply.

![Thin and Thick Laminates](image)

**Figure 6.** Fatigue of thin and thick laminates with 50 percent [0]. Again failure modes were different.

### III. Conclusions

We therefore realized that thin plies have much to offer. Laminates and structures can be made strong and damage tolerant without any special resin or 3D reinforcement. Lower weight and/or lower cost is possible from having higher design allowable. The fear of premature failure by micro cracking and delamination may be a thing of the past. Designers now have more options to select the best combinations of materials and processes.

The increased cost of more layup process can be offset of a new automated lamination machine that can provide bi- and tri-directional hybrid sublaminates with thick and thin plies. This machine was invented by Mitsuya Company, also located in Fukui, Japan. A picture of this machine is shown in Figure 7.

One-meter wide sublamine with continuous length will be available soon. Such material can have major impact how composite structures are made. The lay-up and ply drop can also be simplified in both the design and assembly processes.

While work is continuing in process development, analytical modeling of failure processes, and design methodology, we firmly believe that thin ply technology is transformational because it is simple, cost-effective and opens to new concepts not feasible with thick plies.
Figure 7. An automated multidirectional lamination machine.
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Spatial Parametric Resonance and Other Novel Buckling Problems
Inspired by James H. Starnes, Jr.¹
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Abstract

This brief note is devoted to the apparently new phenomenon in buckling of shells, namely a spatial parametric resonance due to thickness variation in isotropic and composite cylindrical shells. This problem was posed and inspired by late Dr. James H. Starnes, Jr. whose tremendous impact on the research on thin walled structures in the U.S.A. yet has to be properly ascertained. Paper also contains some personal observations on the future of buckling research.

1. Introduction

This paper is devoted to some problems in structural mechanics inspired by the late Dr. James H. Starnes, Jr. As the head of Aircraft Structures Branch, he had a great influence on the research that was conducted at the universities and within NASA. The outcome of our joint work is reported in References 1-18.

I recall that we agreed that I give him a 'private' lecture at the SDM conference about my research in stochastic analysis of initial imperfections, that culminated in papers [19,21] paving the way of introducing the initial-imperfection concept, developed by Koiter [22] in the deterministic context, into design. Indeed, we skipped one of the lunches and had a working session instead where during one hour I expanded on the importance of stochastic analysis of shell imperfections. Discussions with Dr. Starnes were always fruitful and motivating as he had the big picture vision for shell buckling and structural mechanics in his mind. Following our discussion, he mentioned that he would think about some problem that would be closely related to the research that I was proposing. After a week he contacted me and informed that he was interested in the influence of thickness imperfections in isotropic and composite shells. I suggested that I would contemplate about this problem, and if I could come with some sensible ideas I would communicate them to him.

After some thoughts, the following germ of an idea occurred, during the discussion of this topic with Professor W.T. Koiter. Since cylindrical shells are extremely sensitive to initial geometric surface imperfections that are co-configurational to the mode shape for classical buckling, one could anticipate that if the thickness distribution of the shell has a component that is proportional to such a bucking mode shape, then the thickness

¹ Copyright 2005 by I. Elishakoff. Printed by NASA with permission.
variation (or thickness imperfection) ought to influence the buckling behavior of the shells.

After getting a research assignment on this topic, we embarked on this research intensively. Fortunately, I was invited as a visiting professor at the Delft University of Technology during that summer of 1993 and had a chance to discuss this matter extensively with Professor Warner T. Koiter. He expressed his interest in participating in the research. Since then we had a very intense exchange of ideas between Dr. Starnes, Professor Koiter, as well as my student, now Dr. Yiwei Li, and myself. Derivations and calculations have been conducted on the both sides of Atlantic. I must note that Professor Koiter performed all derivations and calculations by hand, whereas we extensively used the symbolic algebraic packages.

2. Spatial Parametric Resonance

It turned out that our anticipation that the unfavorable thickness imperfections were proportional to the classical buckling mode were not incorrect; still, later on we characterized our conjecture as naïve. The effect of thickness imperfections on shell buckling turned out to be more subtle than anticipated. It was found that when the thickness variation took the form similar to the classical buckling mode shape, it may have a remarkable effect on the classical buckling load, namely the classical buckling load is decreased by over 6 percent when the imperfection amplitude is 15 percent.

Namely, if the axisymmetric thickness imperfection pattern is

\[ h(x) = h_0 \left(1 - \varepsilon \cos \frac{p_0 x}{R}\right) \]  \hspace{1cm} (1)

where \( h_0 \) = nominal thickness, \( \varepsilon \) = thickness variation amplitude, \( p_0 \) corresponds to the top of Koiter’s semi-circle, then the expression for the buckling load reduction factor \( \alpha \) is

\[ \alpha = 1 - \frac{\nu}{2} \varepsilon - \frac{832 + 464\nu - 23\nu^2}{512} \varepsilon^2 \]  \hspace{1cm} (2)

where \( \nu \) = Poisson’s ratio. The first two terms correspond to the formula obtained by Koiter by hand evaluation.

However, if

\[ h(x) = h_0 \left(1 - \varepsilon \cos \frac{2p_0 x}{R}\right) \]  \hspace{1cm} (3)

then the buckling load reduction formula takes a different form
\[
\alpha = 1 - \varepsilon - \frac{25}{32} \varepsilon^2
\]  

(4)

The symbolic algebra derivation provided an additional term whose influence is very small for small thickness variation amplitudes. Again, expression (4) was obtained by using symbolic calculation package, while Professor Koiter obtained the first two terms by hand calculation.

The formula (4) signifies that the most detrimental thickness variation is the one with wave number twice that corresponding to the classical buckling mode. In this situation even if the amplitude of the thickness variation is as small as 0.1, the thickness variation reduces the buckling load by 10 percent from its counterpart of the shell with uniform thickness. Thus, it turned out in the absence of initial geometric surface imperfection, this particular kind of thickness variation may constitute the most important factor in the buckling load reduction for axially compressed cylindrical shells.

A key finding was that the thickness imperfection whose wave number is twice the wave number of the classical buckling mode is reminiscent of a parametric resonance. It has a spatial character, which is in contrast to classical parametric resonance problems. This paper was published in the *International Journal of Solids and Structures* [2].

At this stage, Dr. Starnes suggested further work on the presence of both geometric and thickness imperfections. His style was using the word AND instead of the word BUT. He mentioned to the effect that “AND now we should move to the geometrically imperfect shell case.” This type of approach in leadership is usually referred as NEURO-LINGUISTIC PROGRAMMING. Thus, I found that Dr. Starnes had some natural magnificent leadership skills, that allowed to “squeeze”, as it were, more and more useful results from ourselves.

Let us return to the effect of initial imperfections. The fundamental study on the effect of a geometric imperfection in cylindrical shells was conducted by Professor Koiter in 1963. Hence I suggested that we take the Koiter solution as the basic one and superimpose on it the terms stemming due to deviation due to the thickness imperfections. The resulting work [17] had two components: asymptotic analysis via the energy criterion; and numerical analysis.

The following two asymptotic formulas were derived

\[
\left(1 - \alpha\right)\left(1 - \frac{1}{2} \nu \varepsilon - \alpha\right) - \frac{3c}{2} \alpha \mu = 0
\]  

(5)

and
\[
(1 - \alpha)(1 - \varepsilon - \alpha) - \frac{3\varepsilon}{2} c \mu = 0
\]

(6)

where \( \mu \) = amplitude of the thickness coefficient, \( c = \sqrt{3(1 - \nu^2)} \) (\( \nu \) is the Poisson’s ratio). Eq. (6) corresponds to the case when thickness imperfections are co-configurational to the buckling mode, whereas Eq. (6) is associated with the case when thickness imperfection wave number is twice the wave number of the axisymmetric buckling mode.

It turned out that when initial geometric surface imperfections are present, the combination of initial geometric surface imperfections and thickness imperfections reduce the buckling load even more drastically. When the thickness variation amplitude is 0.2 times the nominal thickness while initial geometric surface imperfection amplitude is just 0.02, the thickness variation causes an 11-percent further decrease in the critical buckling load. This reduction is in addition to the reduction from the initial geometric imperfection, which is 20 percent. Thus, the decrease in load-carrying capacity of the shell due to both initial geometric surface imperfections and thickness imperfections amounts to 31 percent.

This study illustrated that despite the fact that the initial geometric surface imperfections stand out as the main factor for the reduction of the critical buckling load and the effect of thickness variation is of certain patterns is less significant in many cases, the thickness variations of certain kinds may cause further notable decrease in the critical buckling load. Neglect of thickness variation, therefore, is not on the safe side, for design purposes. This one example illustrates the tremendous engineering foresight of the late Dr. Starnes.

At this stage Dr. Starnes posed the problem of comparison of the results with commercially available software. This task was accomplished by our cooperation with the computer genius Dr. David Bushnell—another pillar of the shell buckling research [14]. Further inspiration was again provided by Starnes, suggesting on generalizing the results to composite shells. This was performed in Ref. 6. In his private communication to this writer, Professor W.T. Koiter expressed his “happiness” with the results derived in Ref. 6.

3. Recent Research

From the recent studies, the paper by Gusik, Combescure and Jullien [23] stands out. They used FE analysis to study the “influence of harmonic thickness variations in the circumferential direction on the bifurcation pressure of thin cylindrical shell.” They also derived analytical formulas, extending our Eqs (1-4) to the external pressure case

\[
\alpha = 1 - 1.5\varepsilon - 0.703\varepsilon^2
\]

(7)
Authors also found that the most detrimental imperfection mode depends on the Batdorf parameter

\[ Z = \sqrt{1-v^2} \left( \frac{L}{R} \right)^2 \frac{R}{h_0} \]  

They also showed that there is a transitional value of the thickness imperfection amplitude at which the worst decrease of the buckling load takes place.

The critical imperfection amplitude, corresponding to the transition reads

\[ \varepsilon_{cr} = 0.0032 + \frac{2.45}{(n_w - 1)^{2.5}} \]

where \( n_w \) is the Windenburg parameter.

Other important papers include those by Papadopoulos and Papadrakakis [24] and, Bathe, Chapelle and Lee [25]. Professor J. Arbocz utilized formulas (5)-(6) to investigate their effect on reliability estimates (unfortunately, this writer cannot locate this reference, presented at some EUROMECH symposium). The novel line of research reported recently by Bodner and Rubin [26] appears necessary to pursue, especially with its combination with probabilistic modeling [27].

Some pertinent comments appear to be needed on several recent studies. In the study by Schenk and Schüeller [28] the thickness imperfections are not yet included; they assert that “the Kahrunen-Loéve expansion proves to be most instrumental for replacing the traditional Fourier series representation”; they also mention “advantages of using the Kahrunen-Loéve expansion.” Naturally, the Fourier series and Kahrunen-Loéve expansion should yield the same results, therefore, no need exists in replacing the Fourier representation. Note also that the reading and study of an interesting review paper by Arbocz and Starnes [29] ought be supplement with the review paper [21] and monograph [16] to get a comprehensive view on the subject. Likewise, some questionable statements appeared in the recent literature dealing with axial load randomness. One ought also to ask what importance is in reliability estimation based on asymptotic deterministic theories. It appears that for highly reliable structures one needs extremely accurate numerical codes. It is gratifying to read many recent papers based on our previous study [27]. Still, many papers use low-order second-moment method; it appears that the analysis based on Hasofer-Lind index ought be implemented. It appears that FE method based general program is needed for the attendant reliability analysis.

In many other occasions, our joint research and my personal views were tremendously affected by his experience and great questions that were posed by Dr. Starnes; he had an incomparable ability to pose most pertinent questions. Our cooperation resulted in the monograph titled "Non-Classical Problems in the Theory of Elastic Stability" published by the Cambridge University Press [16]. We were both gratified and humbled by the extremely positive reviews it has received in the open literature; only to salute Dr. Starnes’s memory some quotes will be reproduced here. The journal Current Engineering
Practice wrote “This substantial and attractive volume is well-organized and superbly written one that should be warmly welcomed by both theorists and practitioners… [Authors] have given us a jewel of a book.” AIAA Journal wrote: “…excellent presentation…It is well written, with the material presented in an informational fashion as well as to raise questions related to unresolved or questionable challenges…In the vernacular of film critics, “thumbs up”.” Journal Ocean Engineering characterized this monograph as follows: “…outstanding book…elegant…unique book…will be of enormous use…” Without the timely questions, constant encouragement, critical attitude and the divine gifts given to Dr. Starnes, of feeling what is important and what is not, the monograph would not have nearly an equal impact.

Many other research efforts were inspired by Dr. Starnes. Some of these efforts include: studying the effect of limited data on the prediction of the variability of the buckling loads and natural frequencies; efforts related to the enhancement of safety factors approach based upon reliability concept; and others.

This writer can humbly testify about many research programs that his branch supported resulted in extremely beautiful works in mechanics, with attendant feeling of a need to attend a lecture whose author or co-author was Dr. Starnes – and these were many. Dr. Starnes was a true lighting lamp for many research activities conducted at many universities via the association with NASA Langley Research Center. May this light continue to inspire more and more collaborative research activities between the academia and NASA.

4. Thoughts on the Future

Dr. James H. Starnes was a great giant if the buckling research. We see that in modern times the research support for buckling is reduced considerably; in very few universities the course on stability is given. There is a danger that the knowledge base would disappear.

On top of this government organizations fell in love with establishing research centers of excellence, which perhaps makes financial management a lot easier. Yet the research is mostly an individual endeavor, brilliant researchers being available in great schools as well the schools that do not (yet) posses such adjectives. It makes sense for NASA to concentrate on individual researches and abandon support of fewer but bigger projects.

Likewise, in order to reduce universities “appetite” for funds and financial pressure, it appears to this writer that the overhead percentages ought be reduced significantly to about 10%. This will allow to support more researchers, yet as a smaller scale: It appears that we can learn much from Canada in this respect.

Finally, it is humbly suggested the NASA Langley Research Center to be renamed into NASA Langley-Starnes Research Center and becomes a world center of buckling research.
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ABSTRACT

The capability of the computer program PANDA2 to generate minimum-weight designs of stiffened panels and cylindrical shells is enhanced to permit the adding of substiffeners with rectangular cross sections between adjacent major stringers and rings. As a result many new buckling margins exist that govern buckling over various domains and subdomains of the doubly stiffened panel or shell. These generally influence the evolution of the design during optimization cycles. The substiffeners may be stringers and/or rings or may form an isogrid pattern. The effects of local, inter-ring, and general buckling modal imperfections can be accounted for during optimization. Perfect and imperfect cylindrical shells with external T-shaped stringers and T-shaped rings and with and without substiffeners and subrings and under combined axial compression, external pressure, and in-plane shear are optimized by multiple executions of a "global" optimizer called SUPEROPT. It is found that from the point of view of minimum weight there is little advantage of adding substiffeners. However, with substiffeners present the major stringers and rings are spaced farther apart at the optimum design than is so when there are no substiffeners. The weight of a cylindrical shell with substiffeners is much less sensitive to the spacing of the major T-shaped stringers than is the case for a cylindrical shell without substiffeners. The optimum designs obtained by PANDA2 are evaluated by comparisons with buckling loads obtained from a general-purpose finite element program called STAGS. Predictions from STAGS agree well with those from PANDA2.

INTRODUCTION

Local and overall buckling and optimization of panels can be determined with the PANDA2 [1], POSTOP [2], VICONOPT [3], and PASCO [4] computer programs. These four programs are capable of obtaining optimum designs, and PANDA2, POSTOP, and VICONOPT can do so including the effect of local postbuckling of the panel skin and/or parts of the stringers.

Other contributions to the field of buckling and postbuckling of panels include works by Weaver and his colleagues [5-7], Hilburger, et al[8], Baruch and Singer [9], the creators of the STAGS general purpose program, Almroth, Rankin, Brogan, and Riks [10-12], Arbocz and his colleagues [13-15], Stein [16], Leissa [17], Arnold and Parekh [18], Starnes, Knight, and Rouse [19], Spier [20,21], Khot and Bauld [22,23], Zhang and Matthews [24], Gurdal and his colleagues [25-30], Haftka and his colleagues [30-32], Librescu and his colleagues [33-35], Sridharan and his colleagues [36,37], Myers and Hyer [38], Nemeth [39], and Noor, Starnes, and Peters [40], to identify but a few in a vast literature.

PURPOSE OF THIS PAPER

The purpose of this paper is to report on an enhancement to PANDA2 that permits the optimization of flat and/or cylindrical panels and shells with the "usual" stringers and rings and also with "substiffeners". That is, the skin between the "usual" stringers and rings can be further stiffened by additional members, called "substiffeners" in this work. The substiffeners must be of rectangular cross section. The "usual" stiffeners (stringers and rings) can, as always, have a variety of cross sections, such as rectangular, Tee, Jay, Zee, Hat, Truss-Core, as described in [1]. The new version of PANDA2 is used to find minimum weight designs of cylindrical shells with T-shaped stringers and T-shaped rings and with rectangular substringers and subrings. Figure 1 shows a STAGS model of a piece of a cylindrical shell with major T-shaped stringers, major T-shaped rings and rectangular (blade) substringers and
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subrings.

Thermal loading is not included in cases that involve substiffeners. Also, local postbuckling is not permitted in such cases. The objective of this research is to determine if the minimum-weight designs of cylindrical shells with the more complex "double" stiffening scheme are significantly lighter than those optimized with just T-shaped stringers and T-shaped rings.

The substiffeners can also form an isogrid pattern between major axial stiffeners (stringers) and circumferential major stiffeners (rings). If the major stiffeners form an isogrid there cannot be any substiffeners. If there are substiffeners present, there can be no post-local buckling analysis (no "Koiter" analysis,[1,45]). There are no discretized single module models of a segment of panel skin with one substiffener, as with the major stiffeners [1]. In the skin-stringer and skin-ring discretized modules, the substiffeners are smeared out in the manner of Baruch and Singer [9]. Hence, in these discretized module models the new panel "skin" between major stiffeners is the actual panel skin plus smeared substringers and smeared subrings.

Only the panel skin can have substiffeners. As of this writing there can be no substiffeners attached to the webs or outstanding flanges of major stiffeners. The substiffeners cannot be laminted composite. They are modelled as if they were of a single orthotropic material with user-specified $E_1$, $E_2$, $G$, $\nu$, density, and maximum allowable stress components.

No attempt has yet been made to account properly for THERMAL loading in cases that have substiffeners.

This paper is a summary of a section of the file called .../panda2/doc/panda2.news called "Item no. 600" [1b]. Please see that file for details about input data, output data, and "how to.." directions and suggestions with regard to obtaining optimum designs with the new version of PANDA2. (NOTE: This paper has been updated to account for changes to PANDA2 since panda2.news Item No. 600 was written. However, Item No. 600 has not been updated.)

DESCRIPTION OF PANDA2

PANDA2 is a computer program for the minimum weight design of stiffened, composite, flat or cylindrical, perfect or imperfect panels and shells subjected to multiple sets of combined in-plane loads, normal pressure, edge moments, and temperature. For most configurations the panels can be locally postbuckled. Previous work on PANDA2 is documented in [1]. PANDA2 incorporates the theories of earlier codes PANDA [41] and BOSOR4 [42]. The optimizer used in PANDA2 is called ADS [43,44]. Panels are optimized subject primarily to buckling and stress constraints.

PANDA2 Processors and Types of Analysis

As described in [1], the PANDA2 system consists of several processors, BEGIN, SETUP, DECIDE, MAINSETUP, PANDAOPT, CHOOSEPLOT, CHANGE, STAGSMODEL, STAGSUNIT, etc. The functions of these processors are as follows:

BEGIN User establishes starting design, material properties, prebuckling and buckling boundary conditions.

SETUP System sets up BOSOR4-type templates for stiffness and load geometric matrices.

DECIDE User chooses decision variables and bounds and sets up equality and inequality constraints.

MAINSETUP User chooses analysis type, loading, and solution strategies.

PANDAOPT Analysis type is performed (e.g. optimization).
CHOOSEPLOT User chooses what to plot.

DIPLLOT The system obtains plots (postscript files).

CHANGE User changes selected variables and constants.

AUTOCHANGE A new starting design is automatically generated in a random manner.

SUPEROPT An attempt is made to find a global optimum design.

PANEL A BOSOR4 input file is generated for inter-ring buckling of panel skin and stringers, with stringers modelled as flexible shell branches.

PANEL2 A BOSOR4 input file is generated for inter-ring buckling of panel skin+smeared stringers with rings modelled as flexible shell branches.

STAGSMODEL Input files for STAGS [10-12] are generated (one finite element unit, only stringers are permitted).

STAGSUNIT Input files for STAGS are generated (multiple shell units, both stringers and rings are permitted).

CLEANPAN Delete all files except files containing user-provided input data for BEGIN, DECIDE, MAINSETUP, CHANGE, PANEL, PANEL2, STAGSMODEL and STAGSUNIT.

PANDA2 can be run in five modes:
1. optimization
2. simple analysis of a fixed design
3. test simulation
4. design sensitivity
5. load-interaction (Nx,Ny), (Nx,Nxy), (Ny,Nxy)

Types of Buckling Included in PANDA2 Before Substiffeners Added

PANDA2 computes general, inter-ring, and local skin buckling loads and mode shapes. General buckling is buckling in which both stringers (or isogrid stiffeners) and rings participate; panel (inter-ring) buckling is buckling between adjacent rings in which stringers (or isogrid stiffeners) participate but the lines of intersection of ring web roots with the panel skin do not translate; local buckling is buckling of the panel skin between adjacent stringers (or isogrid stiffeners) and rings. PANDA2 includes the following buckling models:

1. A discretized single skin-stringer module. This model is used for local buckling, local postbuckling, and wide column buckling of the panel region between adjacent rings (transverse stiffeners).

2. Simple models for the buckling of the panel skin and stiffener segments of the type described in [41]. Typical buckling modes of the panel skin and stiffeners are shown in Figs. 5 and 6 of [41]. In the panel skin the buckling nodal lines are assumed to be straight, as shown in Fig. 9 of [41]. This type of buckling model is used in some of the software written by Arbocz and Hol [13-15] and by Khot and his colleagues [22,23]. These models are called "PANDA-type (closed form)" in PANDA2 jargon because they are the only ones used in the original PANDA program [41], which was superseded by PANDA2 [1] many years ago. Over the years an elaborate strategy has been developed in order to ensure that for each type of buckling in this PANDA-type category, the most critical (lowest) buckling load factor is not missed. The critical eigenvalue is determined from several searches over various regions in the (m,n,slope) domain, where m is the number of axial halfwaves, n is the number of circumferential halfwaves, and slope is the slope of the buckling nodal lines (non-zero when there is in-plane shear loading and/or shell wall anisotropy). More details are given in the panda2.news file identified in [1].
For sandwich panels and shells PANDA2 computes load factors for additional types of buckling that only occur for sandwich walls: face sheet wrinkling, buckling over the diameter of a single cell of a honeycomb core, and core crimping [1].

Three additional buckling models were fairly recently added to PANDA2 as described in [1]:

3. Local buckling between adjacent stringers and rings of a cylindrical or flat panel obtained from a Ritz model in which the buckling modal displacement components, u, v, w, are expanded in double trigonometric series. The local region is assumed to be simply supported on all four edges.

4. General buckling of a cylindrical panel in which stringers and rings are treated as discrete beams with undeformable cross sections. Again, the general buckling modal displacement components, u, v, w, are expanded in double trigonometric series. The edges of the domain are assumed to be simply supported and to have discrete stiffeners of half the user-specified modulus. The domain for this model is an M-bay by N-bay subdomain of the entire panel in which M and N are determined by PANDA2.

5. A discretized single module model for a cylindrical panel in which the ring segments and panel skin-with-smeared-stringers are discretized. In this "branched shell" model the cross sections of the rings can deform in the buckling mode, since they are subdivided into finite elements of the type used in BOSOR4[42].

Buckling loads corresponding to a given type of buckling (such as local buckling of the skin between stringers or general buckling) may be computed by more than one model in order to verify results and to provide appropriate knockdown factors to account for anisotropy, inherent unconservativeness in smearing stiffeners, the presence of in-plane shear loading, and variation of in-plane loading within the domain that buckles. The effect of transverse shear deformation is accounted for as described in [1].

PANDA2 can optimize imperfect stiffened panels and shells [1]. Imperfections are assumed to be in the shapes of the general, inter-ring, and local buckling modes obtained from the PANDA-type model identified as Item No. 2 above. Imperfections in stiffened panels and shells have two major effects:

a. The imperfect panel or shell bends as soon as any loading is applied. This bending causes significant redistribution of stresses between the panel skin and the various stiffener parts, thus affecting significantly many buckling and stress constraints in the optimization problem.

b. The "effective" curvature of a cylindrical panel or shell depends on the amplitude of the initial imperfection and on the circumferential wavelength of the critical buckling mode of the perfect shell. This "effective" curvature is larger than the nominal radius of curvature because it corresponds to the radius of a typical inward circumferential lobe of the initial and subsequently load-amplified buckling modal imperfection. In PANDA2 this larger local radius of curvature is assumed to be the governing radius in the buckling equations pertaining to the imperfect shell.

Local post buckling analysis

An analysis branch exists in which local post buckling of the panel skin is accounted for [1]. In this branch a constraint condition that prevents stiffener pop-off is introduced into the optimization calculations. The postbuckling theory incorporated into PANDA2 is similar to that formulated by Koiter for panels loaded into the far-postbuckling regime [45].

Stress constraints

In addition to buckling constraints, PANDA2 computes stress constraints including local postbuckling deformations and thermal loading by both curing and applied temperature distributions. For laminated composite walls PANDA2 generates stress constraints corresponding to maximum tension along fibers, maximum compression along fibers, maximum tension transverse to fibers, maximum compression transverse to fibers, and maximum in-plane shear
stress for each different material in a stiffened panel. For isotropic material PANDA2 generates stress constraints based on the von Mises effective stress.

Global optimizer called SUPEROPT introduced into PANDA2

Global optimum designs can be obtained with PANDA2 by means of multiple sequential executions of a processor called SUPEROPT, which is described in more detail in [1]. At intervals during the optimization process new starting designs are automatically generated as follows:

\[ y(i) = x(i)[1 + dx(i)], \quad i = 1, 2, 3 \ldots \text{number of decision variables}, \text{in which } x(i) \text{ is the old value of the } i\text{th decision variable}, \quad y(i) \text{ is the new value, and } dx(i) \text{ is a random number between } -0.5 \text{ and } +1.5 \text{ if the decision variable is other than a stiffener spacing and a random number between } -1.0 \text{ and } +1.0 \text{ if the decision variable is a stiffener spacing.} \]

Stiffener spacings are treated differently from other decision variables because an increase in a stiffener spacing always makes the structure weaker. In order to obtain global optimum designs it is almost always necessary to execute SUPEROPT several times in succession, not just once or twice.

Frequent use of "knockdown" factors in PANDA2

As mentioned in previous PANDA2 literature, in PANDA2 knockdown factors are used often. There are knockdown factors for weakening due to transverse shear deformation (t.s.d.), to compensate for the inherent unconservativeness of smearing stiffeners, to compensate for anisotropic effects and the application of in-plane shear loading, to compensate for initial imperfections, and to compensate for possible truncation error in the double trigonometric series expansions used in the alternative buckling models.

DESCRIPTION OF STAGS

STAGS (STructural Analysis of General Shells) is a finite element code for general-purpose nonlinear analysis of stiffened shell structures of arbitrary shape and complexity. Its capabilities include stress, stability, vibration, and transient analyses with both material and geometric nonlinearities permitted in all analysis types. STAGS includes enhancements, such as a higher order thick shell element, more advanced nonlinear solution strategies, and more comprehensive post-processing features such as a link with STAPL [1b].

Research and development of STAGS by Brogan, Almroth, Rankin, Stanley, Cabiness, Stehlin and others of the Computational Mechanics Department of the Lockheed Palo Alto Research Laboratory has been under continuous sponsorship from U.S. government agencies and internal Lockheed funding for the past 30 years. During this time particular emphasis has been placed on improvement of the capability to solve difficult nonlinear problems such as the prediction of the behavior of axially compressed stiffened panels loaded far into their locally postbuckled states. STAGS has been extensively used worldwide for the evaluation of stiffened panels and shells loaded well into their locally postbuckled states. See [12], for example.

A large rotation algorithm that is independent of the finite element library has been incorporated into STAGS [46]. With this algorithm there is no artificial stiffening due to large rotations. The finite elements in the STAGS library do not store energy under arbitrary rigid-body motion and the first and second variations of the strain energy are consistent. These properties lead to quadratic convergence during Newton iterations.

Solution control in nonlinear problems includes specification of load levels or use of the advanced Riks-Crisfield path parameter [12] that enables traversal of limit points into the post-buckling regime. Two load systems with different histories (Load Sets A and B) can be defined and controlled separately during the solution process. Flexible restart procedures permit switching from one strategy to another during an analysis. This includes shifts from bifurcation buckling to nonlinear collapse analyses and back and shifts from static to transient and transient to static analyses with modified boundary conditions and loading. STAGS provides solutions to the generalized eigenvalue problem for buckling and vibration from a linear or nonlinear stress state.
Quadric surfaces can be modeled with minimal user input as individual substructures called "shell units" in which the analytic geometry is represented exactly. "Shell units" can be connected along edges or internal grid lines with partial or complete compatibility. In this way complex structures can be assembled from relatively simple units. Alternatively, a structure of arbitrary shape can be modeled with use of an "element unit".

Geometric imperfections can be generated automatically in a variety of ways, thereby permitting imperfection-sensitivity studies to be performed. For example, imperfections can be generated by superposition of several buckling modes determined from previous STAGS analyses of a given case.

A variety of material models is available, including both plasticity and creep. STAGS handles isotropic and anisotropic materials, including composites consisting of up to 60 layers of arbitrary orientation. Four plasticity models are available, including isotropic strain hardening, the White Besseling (mechanical sublayer model), kinematic strain hardening, and deformation theory.

Two independent load sets, each composed from simple parts that may be specified with minimal input, define a spatial variation of loading. Any number of point loads, prescribed displacements, line loads, surface tractions, thermal loads, and "live" pressure (hydrostatic pressure which remains normal to the shell surface throughout large deformations) can be combined to make a load set. For transient analysis the user may select from a menu of loading histories, or a general temporal variation may be specified in a user-written subroutine.

Boundary conditions (B.C.) may be imposed either by reference to certain standard conditions or by the use of single- and multi-point constraints. Simple support, symmetry, antisymmetry, clamped, or user-defined B.C. can be defined on a "shell unit" edge. Single-point constraints which allow individual freedoms to be free, fixed, or a prescribed non-zero value may be applied to grid lines and surfaces in "shell units" or "element units". A useful feature for buckling analysis allows these constraints to differ for the prestress and eigenvalue analyses. Langrangian constraint equations containing up to 100 terms may be defined to impose multi-point constraints.

STAGS has a variety of finite elements suitable for the analysis of stiffened plates and shells. Simple four node quadrilateral plate elements with a cubic lateral displacement field (called "410" and "411" elements) are effective and efficient for the prediction of postbuckling thin shell response. A linear (410) or quadratic (411) membrane interpolation can be selected. For thicker shells in which transverse shear deformation is important, STAGS provides the Assumed Natural Strain (ANS) nine node element (called "480" element). A two node beam element compatible with the four node quadrilateral plate element is provided to simulate stiffeners and beam assemblies. Other finite elements included in STAGS are described in the STAGS literature [10-12].

THEORY AND MODIFICATIONS TO PANDA2 TO PERMIT SUBSTIFFENERS

With the introduction of substiffeners between major stiffeners, there are many new buckling constraints introduced into the optimization problem, such as buckling of the panel skin between substiffeners including rolling of the substiffeners, buckling of the panel skin with smeared substringers between adjacent subrings, buckling of the substrings, buckling of the subrings, and buckling from the alternative theory (double trigonometric series expansions) of various "patches" involving segments of the panel skin with discrete substiffeners.

These new constraints are generated in PANDA2 by means of new coding that is analogous to that previously existing for buckling of segments of the major stiffeners and for buckling of sections of the panel skin stiffened by major stiffeners.

In the case of a panel with substiffeners that form an isogrid pattern between adjacent major stringers and rings, a new capability has been implemented with regard to buckling of the triangular portion of panel skin between adjacent isogrid members. Previously, the buckling theory was based on the assumption that the triangular piece of panel skin between adjacent isogrid members was simply supported along its three edges. The contributions of stiffener rolling to the strain energy and work done by prebuckling stiffener resultants during buckling modal rotations were neglected. Now, provided that the stiffeners are of rectangular cross section (as is always the case with substiffeners), these contributions are included. For panels in which the major stiffeners form an isogrid pattern, if the major stiffeners are of rectangular cross section, their rolling during buckling modal rotations is now
included. If the major stiffeners form an isogrid pattern, substiffeners are not allowed.

There are new stress constraints that involve the substiffeners.

EXAMPLE

The numerical results presented here are all derived from an example of an aluminum cylindrical shell, the dimensions, material properties, loading, boundary conditions, and imperfection for which are listed in Table 1. Table 2 lists the names and definitions of all the variables that may or may not be decision variables in optimization problems. Variable No. 2, the stringer base B2(STR), is always equal to one tenth the stringer spacing in this study, and the properties of the wall in the stringer base are the same as those in the wall midway between stringers; there is no stringer faying flange. The width of the ring base, B2(RNG), is always zero in this study.

The new variables pertaining to the substiffeners are called TSUB (thickness), HSUB (height), and BSUB (spacing). In the examples presented here there are always both substrings and subrings.

Table 3 lists the starting design and optimum designs for perfect and imperfect shell with and without substiffeners. One can see from the weights listed that there is little advantage of adding substiffeners from the point of view of weight alone.

RUNSTREAM TO OBTAIN THE "GLOBAL" OPTIMUM DESIGN

The runstream to produce a "global" optimum design is listed in Table 4. The case name is "testax4p". "Global" is in quotes because there is no guarantee that the optimum is truly a global optimum design. The more sets of "superopt/choosereplot/diplot" the user executes, the more likely it is that a truly global optimum design will result. In the "global" optimization in this case, there were four executions of the sequence SUPEROPT /CHOOSEPLOT/DIPLLOT.

Each execution of SUPEROPT must be followed by an execution of CHOOSEPLOT because CHOOSEPLOT is where the total number of design iterations gets reset to zero between executions of SUPEROPT. This must always be done before the next execution of SUPEROPT.

Figure 2 shows a plot of the objective function vs design iterations after the first execution of SUPEROPT for the perfect shell with substiffeners. The final optimum design of the perfect shell is listed in Column 3 of Table 3.

RESULTS CORRESPONDING TO THE "GLOBAL" OPTIMUM DESIGN: PERFECT SHELL WITH SUBSTIFFENERS

With substiffeners present there exist many new margins. Table 5 lists the margins corresponding to the optimized perfect cylindrical panel with T-shaped major stringers and T-shaped rings and with rectangular substrings and subrings (case name = "testax4p"). In Table 5 the last six margins correspond to six inequality expressions provided by the PANDA2 user in DECIDE. These six inequality conditions impose the following constraints on the optimum design:

1. The stringer spacing must be at least 3 times the substringer spacing.
2. The ring spacing must be at least 3 times the subring spacing.
3. The substringer height must be less than 10 times the substringer thickness.
4. The subring height must be less than 10 times the subring thickness.
5. The major stringer web height must be less than 20 times the major stringer web thickness.
6. The major ring web height must be less than 20 times the major ring web thickness.

There is one linking constraint: the stringer base width, B2(STR), must equal 0.1 x (stringer spacing B(STR)). In this case the stringer base has the same thickness and properties as the skin between stringers; there are no faying
flanges in any of the cases explored here.

A few of the margins in Table 5 are negative. PANDA2 accepts designs that are "ALMOST FEASIBLE", that is, for which there may be some slightly negative margins, specifically, any margin greater than -0.05.

The optimum dimensions of the perfect shell are listed in Column 3 of Table 3.

The new margins pertaining to substiffeners are listed in Table 6.

In PANDA2 the new margins involving substiffeners are computed in a manner analogous to similar margins involving major stiffeners. For example, Margin 21 in Table 6 is computed from the PANDA-type (closed-form) theory in which the effect of rolling of the substiffeners along the edges of a local region of skin between adjacent substiffeners is included. In PANDA2 models with IQUICK=1 (no discretized skin-stringer module model) and no alternative solution and no substiffeners and major stiffeners with rectangular cross sections, there is an analogous margin:

"buck.(SAND);rolling with local buck.; M=1;N=1;slope=0.2236;FS=1.

computed from the same subroutines.

Margins 22 and 23 in Table 6 are computed from the same subroutines as those for the analogous margins that involve major stiffeners. For example, the "old" margin pertaining to a major stringer (Table 5),

7  1.76E+00 buckling margin stringer Iseg.3 . Local halfwaves=8 .MID.;FS=1.

is computed in SUBROUTINE STFEIG. (In this particular case there is no buckling of ring "Iseg.3" because there exists only tension along the axis of the ring web).

The new margins pertaining to a substringer and subring,

23  1.14E+01 buckling:simp-support of subrings N=1;FS=1.

are computed from statements taken from SUBROUTINE STFEIG and inserted in the proper place in SUBROUTINE BUCPAN.

The new margins 24, 25, and 27 in Table 6, computed from the alternative buckling theory described in [1]:

24 -2.86E-02 buckling:simp-support altsoln4 intermajorpatch; FS=0.999
25  3.21E-01 buckling:simp-support altsoln5 skin+edgesubroll; FS=0.999
27  5.78E-02 buckling:simp-support altsoln6 inter-subring ; FS=0.999

are calculated in the same subroutine, ALTSOL, used for computation of the "old" margins (Table 5):

12  1.53E-01 buck.(SAND);simp-support smearsustf; (0.95*altsol);FS=0.999
13 -3.84E-03 buck.(SAND);simp-support inter-ring; (1.00*altsol);FS=0.999
15  2.35E-03 buck.(SAND);simp-support general buck;(0.85*altsol);FS=0.999

The new alternative buckling models are analogous to the old. The new margin (Table 6),

25  3.21E-01 buckling:simp-support altsoln5 skin+edgesubroll; FS=0.999

is analogous to the "old" one (Table 5),

12  1.53E-01 buck.(SAND);simp-support smearsustf; (0.95*altsol);FS=0.999
In the new margin (Margin 25) the buckling domain is the panel skin between adjacent substiffeners with rolling of the substiffeners along the edges of the domain included in the model. In the old margin, (Margin 12 in Table 5) the domain is the panel skin + smeared substiffeners between adjacent major stiffeners.

The new margin (Table 6),

27  5.78E-02 buckling:simp-support altsoln6  inter-subring ; FS=0.999
is analogous to the "old" one (Table 5),

13  -3.84E-03 buck.(SAND);simp-support inter-ring; (1.00*altsol);FS=0.999

In the new margin (Margin 27) the buckling domain is the panel skin plus substringers between subrings. A 6-substringer-bay model is used. In the "old" margin (Margin 13) the domain is the panel skin + smeared substiffeners between adjacent major rings. A 6-major-stringer-bay model is now used. (See panda2,news Item No. 603. Previously it was a 3-major-stringer bay model.)

The new margin (Table 6),

24  -2.86E-02 buckling:simp-support altsoln4  intermajorpatch; FS=0.999
is analogous to the "old" one (Table 5),

15  2.35E-03 buck.(SAND);simp-support general buck;(0.85*altsol);FS=0.999

In the new margin (Margin 24) the buckling domain is an N-substringer-bay x M-subring-bay "patch", in which N can be as high as 6 and M can be as high as 5. In the "old" margin (Margin 15) the buckling domain is an N-major-stringer bay x M-major-ring-bay "patch", in which N can be as high as 6 and M can be as high as 5, with substringers and subrings smeared. (See panda2,news Item No. 603 for the recent modification of the way in which the "old" Margin 15 is now computed with a larger "patch" than was previously used. The old "patch" had 3-major-string ring bays x 3-major-stringer bays.)

The two new margins pertaining to substiffeners (Table 6),

28  5.77E+00 buck.(SAND);rolling with smear subrng;M=39;N=1;slope=0.01;FS=0.999
29  6.91E-01 buck.(SAND);rolling only of substring;M=20;N=0;slope=0.;FS=1.6

are analogous to the two "old" margins pertaining to major stiffeners (Table 5):

16  5.72E+00 buck.(SAND);rolling with smear rings; M=52;N=1;slope=0.01;FS=0.999
17  6.94E-03 buck.(SAND);rolling only of stringers;M=16;N=0;slope=0.;FS=1.6

The two new margins pertaining to substiffeners (Table 6),

26  2.18E-01 buck.(SAND);rolling with smear substr;M=1;N=2;slope=16.67;FS=0.999
30  8.00E+00 buck.(SAND);rolling only of subrings; M=0;N=4;slope=0.;FS=1.6

are analogous to similar "old" margins pertaining to major stiffeners. However, the "old" margins, although computed, are not recorded as constraints on the design because they are both superceded by the discretized skin-with-smeared-stringers/ring single module model that yields the margin (Table 5),

4  2.53E-02 Inter-ring bucklng, discrete model, n=6  circ.halfwaves;FS=0.999

With the NPRINT index set equal to 2 in the *.OPT file, PANDA2 prints messages such as the following:

“Inter-ring buckling with smeared stringers and ring rolling is not recorded as a margin because this type of buckling
has been superceded by the results from the discretized inter-ring module model, for which inter-ring buckling load factors have been computed in the range from \( n = 1 \) to \( n = 70 \) circumferential halfwaves. The critical inter-ring buckling-with-ring-rolling model has 7 circ. half waves, which lies within this range.

“Ring rolling without participation of the panel skin is not recorded as a margin because this type of buckling has been superceded by the results from the discretized "skin"-ring module model, for which buckling load factors have been computed in the range from \( n = 1 \) to \( n = 70 \) circ. halfwaves. The critical ring-rolling-without-participation-of-the-panel-skin model has 7 circ. half waves, which lies within this range.”

Please see panda2.news Item No. 463 [1] for more about the discretized module model that involves the panel skin with smeared major stringers and a single discretized major ring cross section and how this model supercedes several buckling constraints that involve major ring rolling. Note that there exists no analogous discretized skin-with-smeared-substringers/subring module model. Therefore, margins such as Margin No. 26 and Margin No. 30 are recorded and not superceded by any other buckling model.

Table 7 lists margins in which the substringers and subrings are smeared in the manner of Baruch and Singer [9].

Margins 1-3 in Table 7:

1  2.53E-02 Local buckling from discrete model-1.,M=2   axial halfwaves;FS=0.999
2  2.23E-01 Bending-torsion buckling; M=2 ;FS=0.999
3  3.24E-01 (m=2   lateral-torsional buckling load factor)/(FS)-1;FS=0.999

are from the discretized "skin"-major-stringer single module model. In Margin 1 the term "local" means "local buckling of the "skin" between major stringers. In the presence of substiffeners, what used to be called the panel skin is now the panel skin-with-smeared-substiffeners. Margins 2 and 3 are computed from the same discretized single module model with smeared substiffeners.

With substiffeners present there exist buckling modes more local than that corresponding to Margin 1. For example, the margin,

21  4.60E-01 buck.(SAND);rolling with skin buckl.; M=1;N=1;slope=0.1939;FS=0.999

(Table 6) involves local buckling of the panel skin between adjacent substiffeners, with rolling of the substiffeners included in the model.

Margins 4 and 13 in Table 7,

4  2.53E-02 Inter-ring bucklng, discrete model, n=6   circ.halfwaves;FS=0.999
13  3.84E-03 buck.(SAND);simp-support inter-ring; (1.00*altsol);FS=0.999

are computed with substiffeners smeared and major stringers smeared.

Margin 12 in Table 7,

12  1.53E-01 buck.(SAND);simp-support smearsubstf; (0.95*altsol);FS=0.999

used to be called "buck.(SAND);simp-support local buckling; (0.95*altsol)"). It is generated from the same alternative buckling theory (double trigonometric series expansion) as before when there existed only skin between adjacent stringers and rings. Now the domain between adjacent major stringers and rings includes smeared substiffeners.

Margins 14 and 15 in Table 7,

14  2.02E-02 buck.(SAND);simp-support general buck;M=6;N=0;slope=0.4637;FS=.999
15  2.35E-03 buck.(SAND);simp-support general buck;(0.85*altsol);FS=0.999
are derived from two different models of general instability, a closed form PANDA-type model in which all stiffeners (major and sub) are smeared out (Margin 14) and an alternative (double trig series expansion) model in which the substiffeners are smeared out and the major stiffeners are treated as discrete beams in a 6-major stringer bay by 5-major-ring-bay "patch" (Margin 15).

Margin 16 in Table 7,

16  5.72E+00 buck.(SAND);rolling with smear rings; M=52;N=1;slope=0.01;FS=0.999

is generated from a model in which the substiffeners as well as the major rings are smeared out and the major stringers are treated as discrete beams that run along the two generators at the straight edges of the long, narrow domain that includes the entire length of shell between two adjacent major stringers.

GENERATING AN OPTIMUM DESIGN THAT CAN BE ANALYZED WITH STAGS

It is important to evaluate the optimum design obtained by PANDA2 by use of a general-purpose finite element program operating on the same design. The general-purpose finite element program STAGS [10-12] was used. The PANDA2 processor STAGSUNIT [1] had to be modified to work for panels with substiffeners [1b].

In order to generate a PANDA2 model that, via STAGSUNIT, produces suitable input files, *.bin and *.inp, for STAGS, it is necessary first to find an optimum design with PANDA2 in which there are integral numbers of major stiffeners over the entire domain of the STAGS model and integral numbers of substiffeners between adjacent major stiffeners. This is done by the following steps:

1. Use the PANDA2 processor called CHANGE to reset the variables, B(STR), B2(STR), B(RNG) BSUB(substringer), BSUB(subrings) so that there are integral numbers of each kind of stiffener in the appropriate domains. Choose values that are close to those found in the optimum designs listed in Table 3. (See Table 8 for appropriate values of the stiffener spacings for STAGS models).

2. Use the PANDA2 processor called DECIDE. The stiffener spacings B(STR), B2(STR), B(RNG) BSUB(substringer), BSUB(subrings), should no longer be decision variables, and the therefore inappropriate inequality constraints,

   a. The stringer spacing must be at least 3 times the substringer spacing.
   b. The ring spacing must be at least 3 times the subring spacing.

should be eliminated.

3. Execute SUPEROPT/CHOOSEPLOT/DIPOLOT at least once to find a new "global" optimum design for which there are integral numbers of major stiffeners and substiffeners in the appropriate domains.

4. Execute PANDAOPT once more for a fixed design: the optimum design.

New optimum designs suitable for analysis by STAGS are listed in Table 8. The margins corresponding to the perfect shell with substiffeners (second column in Table 8) are listed in Table 9.

CREATION OF STAGS MODELS

STAGS models, such as that shown in Fig. 1, are generated via the PANDA2 processor called STAGSUNIT. The purpose of STAGSUNIT is to generate the two input files, *.bin and *.inp, for the STAGS general purpose finite element program. In this example "**" stands for the case name, "testax4p". Typical input data files for STAGSUNIT are listed in several tables in [1b].
As described in [1], the processor STAGSUNIT is written in such a way that "patches" of various portions of a complete panel or shell can be analyzed with STAGS. The correct prebuckled state of a perfect panel is preserved independently of the size of the "patch" to be included in the STAGS model. The minimum size "patch" must contain at least one major stiffener spacing in each direction, and major stringers are always included along the two straight edges of the "patch". There may or may not be rings running along the two curved edges of the "patch", depending on input to STAGSUNIT provided by the user of PANDA2. Stiffeners that run along the four boundaries of the "patch" have half the stiffness of those that lie within the "patch". Figure 1 shows a STAGS "patch" model that includes only three bays between major stringers (four major stringers) and one bay between two major rings.

Substiffeners always lie within the patch. There must always be integral numbers of uniformly spaced substiffeners (substringers and/or subrings) between adjacent major stiffeners. The substiffeners that are closest to the major stiffeners are one half a substiffener spacing away from the major stiffeners. Substringers and subrings never occur along coordinate lines where there exist major stringers and/or major rings. As of this writing STAGSUNIT cannot handle isogrid stiffening or substiffening.

The STAGS models are constructed by the PANDA2 processor STAGSUNIT in such a way that all stiffeners (major and sub) are connected only to the panel skin. That is, where stiffeners intersect they simply pass through each other with no constraints between them along their lines of intersection. This is a conservative model with respect to buckling.

There can be gaps between the roots of the stiffeners and the reference surface of the panel skin. For example, if the reference surface of the panel skin is the middle surface, there are gaps equal to half the skin thickness. The user can elect to have what in STAGS jargon are called "fasteners" that relate the nodal displacement components on the skin reference surface to those at the root of a stiffener web. The STAGS model shown in Fig. 1 has fasteners. They can barely be seen as tiny black dots at nodal points along the roots of all the stiffeners.

Several examples of input data for the PANDA2 processor, STAGSUNIT, are given in [1b]. Detailed instructions on running STAGSUNIT followed by running STAGS are also listed there.

RESULTS FROM STAGS

The execution of STAGS produces a number of files. The user must inspect the *.out1 and *.out2 files if the STAGS run bombs. The user must inspect the *.out2 file if the run finishes in a normal fashion.

Table 10 lists the most important part of the testax4p.out2 file generated from the successful STAGS run to which Fig. 3 corresponds: a three-axial-bay by nine-circumferential-bay "patch" in which all of the major stiffeners and substiffeners are modelled as shell units and in which the "480" STAGS finite element is used throughout the STAGS model. The middle surface is used as the reference surface of the cylindrical skin and there exist fasteners that connect this middle surface to the roots of the stiffeners.

The buckling modes corresponding to the eigenvalues (buckling load factors) listed in Table 10 are all mixtures of the types corresponding to the following margins from PANDA2 (Table 9):

1 1.24E-01 Local buckling from discrete model-1.,M=2 axial halfwaves;FS=0.99
2 3.38E-01 Bending-torsion buckling; M=2 ;FS=0.999
3 4.50E-01 (m=2 lateral-torsional buckling load factor)/(FS)-1;FS=0.999
4 1.03E-02 Inter-ring buckling, discrete model, n=6 circ.halfwaves;FS=0.999
13 -3.76E-03 buck.(SAND);simp-support inter-ring; (1.00*altsol);FS=0.999
17 -2.58E-02 buck.(SAND);rolling only of stringers;M=14;N=0;slope=-0.;FS=1.6
24 -4.18E-02 buckling:simp-support altsohn4 intermajorpatch; FS=0.999

The numbers listed under "TYPES OF BUCKLING" in Table 10 correspond to the PANDA2 margins from Table 9 and repeated just above.

According to PANDA2, the three types of buckling
1.24E-01 Local buckling from discrete model-1.,M=2   axial halfwaves;FS=0.99
3.38E-01 Bending-torsion buckling; M=2  ;FS=0.999
4.50E-01 (m=2   lateral-torsional buckling load factor)/(FS)-1;FS=0.999

are not critical. In contrast, these three modes play a prominent role in the STAGS model of buckling. In PANDA2 the domain used for these three types of buckling includes only the axial dimension between adjacent major rings. Therefore, the string "M=2" means "two axial halfwaves between major rings". In the STAGS model the axial wavelength of the "bending-torsion" buckling or "lateral-torsional" buckling (sidesway of the major stringers) is not restricted to the distance between adjacent major rings because the stiffeners are allowed to deform relative to each other where they intersect. The PANDA2 model that leads to the margin,

17 -2.58E-02 buck.(SAND);rolling only of stringers;M=14;N=0;slope=0.;FS=1.6

also allows the stringers to deform relative to the major rings because the domain is the entire axial length of the panel. Therefore, the string "M=14" means "14 axial halfwaves over the entire axial length of the panel". The inclusion of this type of buckling prevents PANDA2 from yielding an unconservative design in this case because the buckling domain is longer than one major ring spacing.

Figure 3 shows the buckling mode from STAGS corresponding to the lowest eigenvalue (buckling load factor), 0.97738. Figure 4 shows the "same" STAGS model and buckling mode except that the STAGS 410 finite element is used for the panel skin and the major stiffeners and the STAGS 210 finite element is used for the substiffeners. If any stiffeners (major or sub) are modelled as beams (210 element), then the user has no choice: the STAGS 410 element MUST be used for all shell units since this element is compatible with the STAGS 210 beam element.

Figure 5 shows the fundamental buckling mode from the same model that produced Figure 3 except that the substiffeners are smeared out in the manner of Baruch and Singer [9]. The buckling modes from STAGS are similar to those corresponding to the STAGS models in which the substiffeners are treated as shell units except that there is little evidence of the type of buckling from PANDA2's margin 24: "intermajorpatch".

GENERAL BUCKLING MODE(S) FROM STAGS

Of particular interest is the determination of the general buckling load factor according to STAGS. In this case one must include the entire cylindrical shell in the STAGS model. Because of the presence of uniform in-plane shear loading, Nxy, (Table 1) there are no planes of symmetry. In the STAGS model of the entire shell the substiffeners are smeared out and the major stiffeners are treated as shell units. The STAGS "480" finite element is used throughout. The outer surface of the panel skin is used as the reference surface and there are no fasteners in this particular model.

In order to find the lowest long-wavelength general buckling mode in this case it is necessary to make several STAGS runs, each successive run with a slightly higher initial eigenvalue "shift". This has to be done because there are many "inter-ring" buckling modes that have eigenvalues (buckling load factors) that bracket the lowest eigenvalue corresponding to the general buckling mode. "Inter-ring" is in quotation marks here because most of these short-wavelength modes involve significant in-plane bending of the major rings, as will be seen later. This places them in the "general buckling" category. Three STAGS runs were required in this case to obtain the lowest long-wavelength general buckling mode (Mode 19).

There are results from two sets of three runs each listed in Table 600.24 of [1b]. The first set of three runs corresponds to a model in which the outer surface of the shell skin is used as a reference surface and there are no fasteners. The second set of three runs corresponds to a model in which the middle surface of the shell skin is used as a reference surface and there are fasteners. The effect of this difference in modeling is minor: The buckling load factors from the model with fasteners are from one to two per cent lower than those without fasteners.

The general buckling load factor, 1.0511, for the "no fasteners" model, corresponds to the 19th eigenvalue. This general buckling mode has three circumferential waves. The general buckling load factor, 1.04201, for the
"fasteners" model, also corresponds to the 19th eigenvalue for that model and also has three circumferential waves.

The buckling mode corresponding to the lowest eigenvalue, 1.022198E+00, is shown in Fig. 6 and the buckling mode for the lowest eigenvalue corresponding to long-wavelength general instability, 1.051100E+00, is shown in Fig. 7. Both of these modes are for the STAGS model with no fasteners. The modes for the STAGS model with fasteners, corresponding to the first eigenvalue, 1.008428, and to the 19th eigenvalue, 1.042010, are essentially the same.

All of the other eigenvalues correspond approximately to "inter-ring" buckling modes similar to that in Fig. 6. In these relatively short wavelength buckling modes the axes of the stringers deform and the rings primarily twist. However, for most of the rings the axes of the rings also deform, as shown in Fig. 8. Figure 8 is produced by elimination of all the shell units except the two shell units that correspond to the web and outstanding flange of the fourth ring from the left end of the model shown in Fig. 6. In Fig. 8 the buckling modal deformations for the same mode (Mode No. 1) as that shown in Fig. 6 are plotted to the same scale as is shown in Fig. 6. Because there is significant bending in the plane of this and in the planes of the other rings, these "inter-ring" modes may also be considered to have significant components of general buckling: a short-wavelength general buckling mode similar in type to that shown in Figs. 21, 26, 27, 29 of the paper, "Additional buckling solutions in PANDA2" [1].

For a complete (360 degrees) cylindrical shell the converged eigenvalues (buckling load factors) occur in pairs. This is typical in STAGS models of complete (360-degree) cylindrical shells. The buckling mode corresponding to each eigenvalue in a pair is the same except that one mode in the pair is rotated around the shell circumference relative to the other.

RESULTS FROM STAGS MODELS OF THE COMPLETE CYLINDRICAL SHELL WITH ALL STIFFENERS (MAJOR AND SUB) SMEARED

STAGS produces the results listed in Table 11. The critical buckling mode is shown in Fig. 9 and the buckling mode corresponding to the third eigenvalue, 1.371375, is shown in Figs. 10 and 11. The axisymmetric buckling load factor, 1.371375, is not far above the critical buckling load factor, 1.288339, which corresponds to a general buckling mode with three circumferential waves, essentially the same buckling mode as that shown in Fig. 7.

A similar STAGS model was run with use of the "410" finite element rather than the "480" finite element. For that model, the same nodal point density leads to a prediction of general buckling at a load factor (eigenvalue) of 1.340773, reasonably close to the 1.288339 obtained from the model with use of the 480 finite element. The order of the n=2 and n=0 modes is reversed compared to that for the model in which the STAGS "480" finite element was used (Table 11).

Although the critical general buckling mode according to STAGS has long wavelengths (one halfwave in the axial direction and three full waves over the entire circumference), a model in which all stiffeners are smeared produces a prediction that is unacceptably unconservative (Table 11). Compare the STAGS buckling load factor, 1.288339, from the smeared stiffener model with the STAGS buckling load factor from the model in which the substiffeners are smeared but the major stiffeners are modelled as shell units and fasteners are included: lowest eigenvalue = 1.04201. The model in which all stiffeners are smeared is unconservative by about 24 per cent.

With use of the "410" finite element rather than the "480" finite element in the STAGS model, the unconservativeness of the smeared model: general buckling load factors = 1.340773E+00 vs 1.042010E+00, is even more pronounced. The conclusion is that even though the general buckling mode in Fig. 7 appears to be smooth, it does not seem to be good practice to smear the major stiffeners for optimized shells. Models with smeared stiffeners may well lead to unacceptably unconservative designs.
COMMENTS ON DIFFERENCES IN BUCKLING MODES FROM STAGS AND PANDA2 FOR THE PERFECT SHELL

STAGS is a general-purpose finite element program. Therefore, the buckling modes obtained from STAGS do not necessarily have to fall into a classification such as "general" or "inter-ring" or "local" or "stiffener rolling without participation of the panel skin", etc. For example, a buckling mode from STAGS may be a combination of "general" and "inter-ring". The buckling load factors listed in Table 10 correspond to buckling modes of this "mixed" type. Also, the buckling mode shown in Figs. 6 and 8 is a mixture of general and inter-ring buckling.

What may be termed a "general buckling" mode from STAGS for descriptive purposes is not always a "pure" general buckling mode. The AIAA Paper 2002-1408 [1] shows examples of "pure" and "not so pure" general buckling modes. Figure 25 of that paper shows a "pure" general buckling mode; Figure 24 shows a "somewhat impure" general buckling mode; and Figure 23 shows a "very impure" general buckling mode. The "impure" general buckling modes have differing degrees of short-wavelength deformation superposed on what is basically a general buckling mode. (Incidentally, Figures 20-22 of AIAA Paper 2002-1408 show an "inter-ring" buckling mode similar in nature to the "inter-ring" modes in the present case; there is considerable deformation of at least one ring in its plane, as displayed in Fig. 22 of that paper, making the mode a combination of "inter-ring" buckling and "general buckling").

The classifications of "general", "inter-ring", "local", etc. ARE meaningful in the PANDA2 "universe", however. PANDA2 arrives at reasonable optimum designs with reasonable computer execution times through the use of many different simplified models for the prediction of buckling and stress. In applying PANDA2, one expects that the appropriate combination of these simplified models will lead to reliable preliminary optimum designs that are not too conservative and for which all the "holes have been plugged", that is, there are not any critical modes of failure that have been overlooked. Over the many years that PANDA2 has been evolving, many such "holes" have been discovered and eliminated. (See the file, ..panda2/doc/panda2.news [1]).

Table 600.30 in [1b] lists results from PANDA2 computations for the types of buckling that are seen to occur in the STAGS models of the complete (360-degree) cylindrical shell to which the results shown in Figs. 6-11 correspond. Results from ten different buckling models are listed there, including three models of inter-ring buckling, two models of general buckling, and five models of stiffener buckling. Several comments, "<--NOTE...", and several paragraphs of comments have been added to the standard PANDA2 output listed in Table 600.30 in [1b] in order to help give the reader a physical "feel" for what is going on. The information given in that table, which is too long to include in this paper, should be absorbed by any researcher interested in using PANDA2 and interested in understanding how it tries to solve difficult shell problems reasonably accurately through the use of many different approximate models. (NOTE: panda2.news ITEM No. 600 was written during February and early March, 2005. Since then there have been many changes in PANDA2, documented in panda2.news items 601 – 621. This paper has been updated accordingly. However, panda2.news ITEM No. 600 was not updated. Therefore some of the results listed there are not what one would obtain currently. The overall conclusions and the basic philosophy and approach to solving the various buckling problems remains unchanged. Therefore panda2.news ITEM No. 600 remains a useful teaching tool.

The critical STAGS buckling mode for short-wavelength "general" buckling is shown in Fig. 6 and the critical STAGS buckling mode for long-wavelength general buckling is shown in Fig. 7. As seen from Fig. 8 the short-wavelength "general" buckling mode has five circumferential waves around the 360-degree circumference of the cylindrical shell. The long-wavelength general buckling mode has three circumferential waves.

PANDA2 uses two models for general instability, to which the following two margins, taken from Table 9, correspond:

14 -3.66E-02 buck.(SAND);simp-support general buck;M=6;N=0;slope=0.473;FS=0.999
15 6.26E-04 buck.(SAND);simp-support general buck;(0.85*altsol);FS=0.999

The first margin, Margin No. 14, is computed from the closed-form PANDA-type model [41]. In that model all
stiffeners are smeared out and transverse shear deformation (t.s.d.) is neglected. PANDA2 makes an elaborate search over \((m,n,\text{slope}) = (\text{MWAVEX},\text{NWAVEX},\text{SLOPEX})\) space for the critical (lowest) buckling load factor, \(\text{EIGMNC}\), in which \(\text{MWAVEX} = \) number of axial halfwaves over the entire shell, \(\text{NWAVEX} = \) number of circumferential halfwaves over 180 degrees of circumference (the "width" of the panel = \(\pi \times r\)), and \(\text{SLOPEX} = \) the slope of the buckling nodal lines, non-zero in this case because of the presence of in-plane shear loading, \(N_{xy} = 20000 \, \text{lb}\). The search over \((m,n,\text{slope})\) space must be thorough because there often are multiple minima of buckling load factor vs \((m,n,\text{slope})\). The following lines are typical PANDA2 output giving the results of this thorough search:

\[
\begin{align*}
\text{EIGMNC} &= 1.52E+00 \quad 1.52E+00 \quad 1.69E+00 \quad 1.93E+00 \quad 1.69E+00 \quad 1.52E+00 \quad 1.48E+00 \\
\text{SLOPEX} &= 6.81E-01 \quad 6.81E-01 \quad 1.00E-02 \quad 1.32E-01 \quad 0.00E+00 \quad 6.81E-01 \quad 4.73E-01 \\
\text{MWAVEX} &= 1 \quad 1 \quad 7 \quad 6 \quad 7 \quad 1 \quad 6 \\
\text{NWAVEX} &= 3 \quad 3 \quad 2 \quad 4 \quad 2 \quad 3 \quad 0
\end{align*}
\]

In this particular case there are at least four minima in \((m,n,\text{slope})\) space, corresponding to \((m,n) = (1,3), (7,2), (6,4),\) and \((6,0)\) and various nodal line slopes. [Question: Why do we write, "at least four minima", instead of, "four minima"? Answer: For given \((m,n)\) there are often two minima over the practical range of nodal line slope]. PANDA2 chooses the smallest \(\text{EIGMNC}\) as the critical buckling load factor and mode shape for general buckling from the closed-form PANDA-type theory [41].

Notice that in this particular case the general buckling load factors corresponding to the buckling modes \((m,n,\text{slope}) = (1,3,0.681)\) and \((6,0,0.473)\) are fairly close: 1.52 and 1.48, respectively. The \((1,3,0.681)\) buckling mode is similar to the STAGS mode from the smeared stiffener model shown in Fig. 9. The \((6,0,0.473)\) buckling mode is similar to the STAGS mode from the smeared stiffener model shown in Figs. 10 and 11 (axisymmetric mode).

PANDA2 "knocks down" the most critical buckling load factor from PANDA-type theory as follows:

Buckling load factor before t.s.d. = 1.4820E+00 After t.s.d. = 1.4019E+00
Buckling load factor BEFORE knockdown for smeared stringers = 1.4019E+00
Buckling load factor AFTER knockdown for smeared stringers = 1.3147E+00

General buckling load factor before and after knockdown:

\[
\begin{align*}
\text{EIGGEN(before modification by 2 factors below)} &= 1.3147E+00 \\
\text{Knockdown factor from modal imperfection(s)} &= 9.4144E-01 \\
\text{Knockdown factor for smearing rings on cyl. Shell} &= 7.7761E-01 \\
\text{Final buckling load factor from closed-form PANDA theory} &= 9.6249E-01
\end{align*}
\]

Note that there is a knockdown factor for modal imperfection(s) even though in this particular example the shell is perfect. Why? Because the ratio, \((\text{ARBOCZ/PANDA2})\) is equal to 0.94144. The ratio, \((\text{ARBOCZ/PANDA2})\) is the ratio of buckling loads from ARBOCZ theory [13] to PANDA-type (closed form) theory [41] for general buckling of a perfect cylindrical shell.

After knockdown, \(\text{EIGENVALUE} = 9.6249E-01\). This buckling load factor should be compared to those predicted from STAGS, given in Fig. 6 (\(\text{pcr} = 1.0222\)) and Fig. 7 (\(\text{pcr} = 1.0511\)). The \(\text{EIGENVALUE}, 9.6249E-01\), is the buckling load factor from which Margin No. 14 in Table 9 is derived:

\[
\text{margin} = \frac{(\text{buckling load factor})}{(\text{factor of safety})} - 1.0 = \frac{0.96249}{0.999} - 1.0 = -3.66E-02.
\]

The most critical general buckling mode from PANDA2 probably would have corresponded to the \((m,n) = (1,3)\) mode if the knockdown factor for smearing rings, which depends on the number of circumferential waves in the buckling mode, had been applied before PANDA2 decided which mode was the most critical. Then the long-wavelength general buckling mode shape from STAGS (Fig. 7) would have agreed with that from PANDA2. However, this is not the way PANDA2 works, and it is not feasible to change the order of computations in PANDA2.
The other model of general instability in PANDA2 is the so-called "alternative buckling theory" in which the buckling load factor is computed from a double trigonometric series expansion of the buckling modal displacements over a "patch" of the cylindrical shell [1]. This is the theory from which Margin No. 15 in Table 9 is computed. The mode shape corresponding to the buckling load factor derived from this alternative buckling theory resembles an inter-ring buckling mode, although there are components of buckling modal displacements that give rise to some in-plane bending of the rings. In the alternative theory model for general buckling the substiffeners are smeared.

The short-wavelength STAGS buckling mode shown in Figs. 6 and 8 seems to be a combination of inter-ring buckling of the type covered by PANDA2 in Margin No. 4 of Table 9,

4 1.03E-02 Inter-ring buckling, discrete model, n=6 circ. halfwaves; FS=0.999

and general buckling from the alternative theory covered by Margin No. 15 of Table 9,

15 6.26E-04 buck.(SAND); simp-support general buck; (0.85*altsol); FS=0.999

Thus, by the use of several approximate models that cover the same or similar buckling phenomena, PANDA2 produces margins that guide the design toward an optimum similar to one that might be produced by STAGS if STAGS were used in an optimization context.

STAGS MODEL FOR LOCAL BUCKLING

It is best to determine local buckling behavior from a rather small "patch". In this case the STAGS "patch" includes only one bay between major rings, with a major ring at each end of the "patch", and three bays between major stringers, with a major stringer running along each straight edge (generator) of the "patch". Hence, the "patch" is 37.5 inches long in the axial direction and 43.836 inches long in the circumferential direction. The major stiffeners that run along the four boundaries of the "patch" have half the stiffnesses of those that lie within the "patch". As mentioned previously, all of the substiffeners lie within the "patch". Figures 1, 12, 13, and 14 show the STAGS "patch" model suitable for a local buckling survey. The STAGS 480 finite element is used, the reference surface is the middle surface of the panel skin, and there are fasteners connecting this reference surface to the roots of all of the stiffeners. The fasteners are seen as tiny black dots at the stiffener roots shown in Figs. 1, 12, 13, and 14.

The purpose of the STAGS model with use of a small "patch" is to compare predictions with the various models that PANDA2 uses for the many types of buckling that can be classified as "local" in this case. The buckling margins from Subcase 1 in Table 9 that seem to apply best in this context are as follows:

1 1.24E-01 Local buckling from discrete model-1, M=2 axial halfwaves; FS=0.99
2 3.38E-01 Bending-torsion buckling; M=2; FS=0.999
3 4.50E-01 (m=2 lateral-torsional buckling load factor)/(FS)-1; FS=0.999
7 1.45E+00 buckling margin stringer Iseg.3 . Local halfwaves=8 . MID.; FS=1.
8 -3.99E-03 buckling margin stringer Iseg.4 . Local halfwaves=8 . MID.; FS=1.
9 4.64E-01 buckling stringers.3+4 together . M=9 ; C=0 . MID.; FS=1.4
10 7.63E-02 buckling stringer Iseg 4 as beam on foundation. M=198; MID.; FS=3.
11 1.43E+01 buckling ring Iseg 4 as beam on foundation. M=140; MID.; FS=3.
12 2.95E-01 buck.(SAND); simp-support smear substf; (0.95*altsol); FS=0.999
13 -3.76E-03 buck.(SAND); simp-support inter-ring; (1.00*altsol); FS=0.999
17 -2.58E-02 buck.(SAND); rolling Only of stringers; M=14; N=0; slope=0.; FS=1.6
18 7.89E-01 buck.(SAND); hiwave roll. of stringers; M=84; N=0; slope=0.; FS=1.2
19 1.43E+00 buck.(SAND); STRINGERS: web buckling; M=9; N=1; slope=0.; FS=1.
20 1.51E+01 buck.(SAND); RINGS: web buckling; M=2; N=1; slope=0.; FS=1.
21 4.86E-01 buck.(SAND); rolling with skin buckl.; M=1; N=1; slope=0.1978; FS=0.999
22 6.44E-03 buckling: simp-support of subring. M=1; FS=1.
23 1.41E+01 buckling: simp-support of subring N=1; FS=1.
24 -4.18E-02 buckling: simp-support altsoln4 intern majorpatch; FS=0.999
Many buckling modes were generated via five STAGS runs, each successive run made with use of a slightly higher eigenvalue "shift" in the STAGS input file, testax4p.bin. Table 600.32 of [1b] lists the abridged testax4p.out2 files from each of the five STAGS executions. Figure 1 shows the buckling mode and eigenvalue (buckling load factor) corresponding to the critical (lowest) buckling load, 0.98903. Figures 12 - 14 show selected higher buckling modes, modes that display especially well some of the idealized buckling modes of the type computed by PANDA2 and listed above and in Table 9.

DESCRIPTION OF PANDA2 MODELS OF VARIOUS MODES OF LOCAL BUCKLING

Table 600.33 in [1b] is analogous to Table 600.30 in [1b]. Table 600.33 in [1b] lists output from PANDA2 corresponding to thirteen models of local buckling that PANDA2 includes as design constraints. The local buckling modes from STAGS listed in Table 600.32 of [1b] are combinations of the simplified buckling models listed in Table 600.33 of [1b] This table is too long to include here. As with Table 600.30 in [1b] its information should be absorbed by researchers interested in using PANDA2.

Figures 1 and 12 - 14 show selected buckling modes from the STAGS "patch" model. Figure 1 shows buckling of the panel skin and substiffeners together with some deformation of the major stringers, a mode covered by PANDA2 margins 1 and 24. Figure 12 shows mainly buckling between subrings with subring rolling and substrings participating in the buckling mode. This type of buckling is covered by PANDA2 margins 26 and 27. Figure 13 shows mainly rolling of the stringers, a mode covered by PANDA2 Margin No. 17. Figure 14 displays a combination of local buckling modes covered by PANDA2 margins 21, 22, and 25.

OPTIMUM DESIGN INCLUDING INITIAL BUCKLING MODAL IMPERFECTION

A general buckling modal imperfection with amplitude Wimpg2 equal to 1.0 inch is assumed. The case is the same as before except it is called "testax4" instead of "testax4p" (the "p" in testax4p is for "perfect").

The testax4.BEG and testax4.DEC files, listed in [1b], are the same as those for testax4p. The new testax4.OPT file is listed in Table 600.35 of [1b]. There are two load cases, the first with a positive general buckling modal imperfection (+1.0 inch) and the second with a negative general buckling modal imperfection (-1.0 inch). The optimum design is listed in Column 4 of Table 3. This optimum design was obtained via the runstream listed in Table 4.

In order to obtain a new (close) optimum design that is suitable for analysis by STAGS, we must ensure that there are integral numbers of equally spaced major stiffeners over the entire shell and integral numbers of equally spaced substiffeners between adjacent major stiffeners, just as we did with the perfect shell (testax4p). The final optimum design suitable for analysis by STAGS is listed in the third column of Table 8. As before, this optimum design is obtained with the use of two load cases: the first with an initial general buckling modal imperfection with amplitude Wimpg2 = +1.0 inch and the second with imperfection amplitude Wimpg2 = -1.0 inch. The margins corresponding to Load Case 1, Subcase 1 are listed in Table 12.

In the STAGS runs the imperfection is not present. If we wish to compare the behavior of the newly optimized shell with the imperfection neglected, we must execute PANDAOPT again for the same design, this time with the imperfection amplitude set equal to zero. This was done and the new margins for Load Case 1, Subcase 1 are listed in Table 13.

PANDA2 generates two estimates of general buckling, one from a PANDA-type (closed form) theory (Margin No. 16 in Load Set 1, Subcase 1 in Table 12 and Margin No. 14 in Load Set 1, Subcase 1 in Table 13) and the other from the alternative, double trigonometric series expansion, theory (Margin No. 17 in Load Set 1, Subcase 1 in Table 12 and Margin No. 15 in Load Set 1, Subcase 1 in Table 13). These margins are given by
a. Including the initial general buckling modal imperfection (Table 12, Wimp=1.0 inch):

16 -1.35E-02 buck.(SAND);simp-support general buck;M=1;N=2;slope=25.;FS=0.999
17  4.01E-02 buck.(SAND);simp-support general buck;(0.85*altsol);FS=0.999

b. Neglecting the initial buckling modal imperfection (Table 13, Wimp=0.0):

14 1.96E-01 buck.(SAND);simp-support general buck;M=1;N=2;slope=25.;FS=0.999
15 4.78E-01 buck.(SAND);simp-support general buck;(0.85*altsol);FS=0.999

Note that the initial general buckling modal imperfection has a much smaller influence on the buckling margin derived from the PANDA-type (closed form) theory (Margin 16 with the imperfection and Margin 14 without the imperfection) than on the buckling margin derived from the alternative (double trig series expansion) theory (Margin 17 with the imperfection and Margin 15 without the imperfection). This difference in behavior is explained in Table 600.42 in [1b]. In the PANDA-type (closed form) model the redistribution of stress from stiffeners to skin during prebuckling bending of the imperfect shell has no influence on the predicted buckling load or mode because all stiffeners are smeared out in the PANDA-type model. Hence, this simplified theory makes use only of the overall applied stress resultants which are the same whether there is or is not an initial imperfection. In the alternative theory, in which the major stiffeners are treated as discrete beams and only the substiffeners are smeared out, the redistribution of stress from major stiffeners to skin-with-smeared-substiffeners during prebuckling bending of the imperfect shell does have an influence on the predicted buckling load and mode shape. This influence is apparent from the output from PANDA2 listed in Table 600.42 in [1b] and from a comparison of Margin No. 17 with Margin No. 15 listed just above.

RESULTS FROM STAGS FOR THE CASE testax4 WITH IMPERFECTION ABSENT

The STAGS model includes the entire shell. The major stiffeners are treated as shell units, the substiffeners are smeared, and the STAGS "480" finite element is used. The outer surface of the panel skin is the reference surface and there are no fasteners connecting this reference surface to the roots of the major stiffener webs.

Figure 15 shows the general instability buckling mode from the STAGS model with only the substiffeners smeared, and Fig. 16 shows the same mode with all stiffeners (major and sub) smeared. Note that smearing the major stiffeners raises the buckling load factor from 1.4468 to 1.8058, about 25 per cent. Even though the critical general buckling mode is smooth and has long wavelengths a model in which the major stiffeners are smeared yields an unacceptably unconservative prediction for general buckling.

With neglect of the initial general buckling modal imperfection, PANDA2 obtains the following general buckling margin (from Table 13):

14 1.96E-01 buck.(SAND);simp-support general buck;M=1;N=2;slope=20.;FS=0.999
(buckling load factor = (buckling margin + 1.0)*(factor of safety, FS).

buckling load factor = (0.196 + 1.0)*(0.999) = 1.1948)

The PANDA2 prediction is about 17 per cent conservative compared to the STAGS prediction, and PANDA2 predicts buckling with two rather than three circumferential waves. The PANDA2 buckling load factor for general buckling is computed as follows:

EIGMNC= 2.07E+00  2.07E+00  2.10E+00  3.91E+00  2.10E+00  2.07E+00  1.00E+17
SLOPEX=  4.00E-02   4.00E-02   0.00E+00  1.32E-01  0.00E+00  4.00E-02   2.31E+00
MWAVEX=   1           1            1           6           1           1           1
NWAVEX=   2           2            2           5           2           2           0

Buckling load factor before t.s.d. = 2.0713E+00 After t.s.d. = 1.9586E+00
Buckling load factor BEFORE knockdown for smeared stringers = 1.9586E+00
Buckling load factor AFTER knockdown for smeared stringers = 1.8367E+00
General buckling load factor before and after knockdown:

EIGGEN(before modification by 2 factors below) = 1.8367E+00
Knockdown factor from modal imperfection(s) = 8.9150E-01
Knockdown factor for smearing rings on cyl. shell = 7.2989E-01

14 1.19515E+00 buckling load factor simp-support general buck;M=1;N=2;slope=20.

A second STAGS model includes three major ring bays and nine major stringer bays for the case called testax4. All the stiffeners, major as well as sub, are treated as shell units, there are fasteners, and the STAGS "480" finite element is used. This is the same type of model as that used for the optimized perfect shell and shown in Fig. 3.

Figure 17 shows the second buckling mode from the STAGS 3 x 9 bay "patch" model. The second mode rather than the first is shown because the modal deformations show up better in the plot. (The first two eigenvalues are practically identical).

A third STAGS model includes one major ring bay and three major stringer bays for the case called testax4. All the stiffeners, major as well as sub, are treated as shell units, there are fasteners, and the STAGS "480" finite element is used. This is the same type of model as that used for the optimized perfect shell and shown in Figs. 1 and 12-14.

Figures 18 and 19 show buckling modes from the STAGS 1 x 3 bay "patch". The buckling mode corresponding to the lowest eigenvalue, 1.2757, is displayed in Fig. 18, and the buckling mode corresponding to the third eigenvalue, 1.3099, is displayed in Fig. 19.

Figure 18 is a combination of the PANDA2 modes from Table 13,

2 2.21E-01 Long-axial-wave bending-torsion buckling; M=2 ;FS=0.999
17 7.94E-02 buck.(SAND);rolling only of stringers;M=12;N=0;slope=0.;FS=1.6

and Fig. 19 is a combination of the PANDA2 modes from Table 13,

8 1.35E-01 buckling margin stringer lseg.4 . Local halfwaves=8 .MID.;FS=1.
9 7.26E-01 buckling stringer lsegs.3+4 together.M=8 ;C=0. ;MID.;FS=1.4
12 2.71E-01 buck.(SAND);simp-support smearsubstf; (0.95*alsol);FS=0.999
13 7.45E-02 buck.(SAND);simp-support inter-ring; (1.00*alsol);FS=0.999
22 3.87E-02 buckling:simp-support of substring.M=1;FS=1.
24 1.94E-01 buckling:simp-support altsoln4 intermajorpatch; FS=0.999
26 6.03E-01 buck.(SAND);rolling with smear substr;M=1;N=1;slope=14.29;FS=0.999
27 5.63E-01 buckling:simp-support altsoln6 inter-subring ; FS=0.999
25 4.39E-01 buckling:simp-support altsoln5 skin+edgesubroll; FS=0.999
27 3.49E-01 buckling:simp-support altsoln6 inter-subring ; FS=0.999

RESULTS FOR A SIMILAR STIFFENED SHELL WITHOUT SUBSTIFFENERS

The name of the case for the externally T-stiffened cylindrical shell with the same overall dimensions (Table 1) but without any substiffeners is "testax3". It is of interest to optimize this shell and to compare the optimized weights of perfect and imperfect shells without substiffeners with the optimized weights of perfect and imperfect shells with substiffeners.

There are two inequality conditions in testax3.DEC (Table 600.51 in [1b] not present in the preceeding cases, testax4p and testax4, in which substiffeners are present. The first of these two new inequality constraints requires that the width of the flange of the T-ring be less than the ring spacing. The second new inequality constraint requires that the spacing of the T-stringers be less than five times the spacing of the T-rings. After several preliminary optimizations it became clear that these two additional inequality conditions were required for the following reasons:
1. to prevent impossible designs in which the rings become so closely spaced or their outstanding flanges so wide that the outstanding flanges overlap.

2. to prevent "bombs" from SUPEROPT caused by a requirement that for an IQUICK = 0 type of analysis the stringers must be closer together than a distance equal to five times the ring spacing. This condition is built into PANDA2; the user has no choice. When it is violated SUPEROPT bombs because PANDA2 demands a change of model from IQUICK = 0 to IQUICK = 1 and then exits from the mainprocessor, not completing the rest of the SUPEROPT run.

The difficulties leading to the need for these two new inequality constraints arise because, without any substiffeners present, optimum designs tend to correspond to configurations in which the T-shaped stiffeners are close together.

The optimum design of the perfect shell is listed in the fifth column of Table 3. This optimum results from the runstream listed in Table 4. The fourth column of Table 8 lists the optimum design of the perfect shell without substiffeners that is suitable for analysis by STAGS (integral numbers of equally spaced stringers and rings over the entire shell). The corresponding margins for Load case 1, Subcase 1 are listed in Table 14.

COMPARISON OF THE OPTIMIZED DESIGNS OF THE PERFECT SHELLS WITH AND WITHOUT SUBSTIFFENERS

The weights of the optimized perfect shells with and without substiffeners are listed in columns 3 and 5, respectively, of Table 3. It is disappointing that the difference in optimized weights of the perfect cylindrical shells with and without substiffeners is insignificant. For the optimized perfect cylindrical shell with substiffeners the weight of the shell skin plus the weight of the substiffeners is close to the weight of the shell skin in the optimized cylindrical shell without substiffeners. The weights of the major stringers and the weights of the major rings are approximately the same in the two cases. It is not worthwhile including substiffeners just to save weight.

However, substiffeners may be considered if it is important that the number of major stringers be minimized. The spacing of the major stringers in the optimized cylindrical shell with substiffeners is given in Table 3 by B(STR) = 14.775 inches. In contrast, the spacing of the stringers in the optimized cylindrical shell without substiffeners is B(STR) = 5.2141 inches.

There is a somewhat less dramatic effect on the spacing of the major rings:

39.157 B(RNG):major ring spacing  perfect shell WITH substiffeners
22.208 B(RNG):major ring spacing  perfect shell WITHOUT substiffeners.

Optimized designs of the perfect, externally T-stiffened cylindrical shells with and without substiffeners were determined for a range of spacing of the major stringers. The results are shown in Fig. 20, generated via a plotting routine "plotps" written by W. D. Bushnell [1]. From Fig. 20 one can see that the weight of the optimized cylindrical shells without substiffeners is much more sensitive to spacing of the major stringers than is the case for the optimized cylindrical shells with substiffeners. This seems to be the only advantage of adding substiffeners of rectangular cross section to the panel skin.

Other loadings, such as external hydrostatic compression (Nx = p*r/2; Ny = p*r) and load combinations with more in-plane shear Nxy, were investigated with the same conclusion: there is very little if any advantage of adding substiffeners of rectangular cross section in order to decrease minimum weight as long as the stringer spacing is permitted to vary widely during optimization cycles. Also, the advantage of adding substiffeners of rectangular cross section disappears if stresses become critical.

Different conclusions might be drawn if the substiffeners have other than rectangular cross section. PANDA2 is not yet capable of handling substiffeners with non-rectangular cross sections. Also, it may be that adding substiffeners to other parts of the structure than the panel skin would be advantageous. Perhaps lighter-weight shells could be made if substiffeners were added to webs and outstanding flanges of the major stiffeners. There are no plans at this time to expand PANDA2's capability to handle any of these new geometries.
The fourth column of Table 8 lists the optimum design of the perfect shell without substiffeners that is suitable for analysis by STAGS (integral numbers of equally spaced stringers and rings over the entire shell). The corresponding margins for Load case 1, Subcase 1 are listed in Table 14.

The PANDA2 processor STAGSUNIT was used to generate a STAGS model corresponds to a "patch" that includes three ring bays and nine stringer bays. The middle surface of the panel skin is the reference surface and there are fasteners that connect the roots of the stiffener webs to this reference surface (tiny black dots in Fig. 21). The critical buckling mode for the "patch" is displayed in Fig. 21. This mode is similar in character to the buckling modes shown for a similar "patch" of the optimized perfect shell with substiffeners in Figs. 3-5.

An endview plot of the same buckling mode appears in Fig. 22, which shows clearly that there are five circumferential halfwaves in the nine-stringer-bay "patch". This patch spans 47.124 inches of shell circumference [9 x (B(STR)=5.236 in Col. 4 of Table 8) = 47.124 inches]. The 47.124-inch-wide "patch" represents 1/13.333th of the 360-degree shell circumference. Hence, the same buckling pattern over the entire circumference would have 66.667 half waves over 360 degrees or about 33 halfwaves over 180 degrees. This mode is in very good agreement with that predicted by PANDA2 for inter-ring buckling from the PANDA-type (closed form) analysis (PANDA2 buckling mode type 5 listed in Table 14):

5 1.57E-01 Inter-ring bucklng, discrete model, n=32 circ.halfwaves;FS=0.999

STAGSUNIT was used to generate a STAGS model of the optimized, perfect, complete cylindrical shell. The T-shaped stringers and T-shaped rings are modeled as shell units, and the STAGS "480" finite element is used. The outer surface of the shell skin is used as the reference surface and there are no fasteners. At the optimum design of the perfect shell the T-shaped stringers are very closely spaced; there are 120 of them over the entire (360-degree) circumference. There are 15 T-rings over the 300-inch length of the cylindrical shell. Since each T-shaped stringer consists of two shell units and each T-shaped ring consists of two shell units, there are 1 + (2 x 120) + (2 x 15) = 271 shell units in this very large STAGS model. This STAGS model has about 580000 degrees of freedom.

The STAGS model predicts general buckling in a mode with three circumferential waves at a load factor of 1.060638. This general buckling mode corresponds to the 25th eigenvalue. Figure 23 shows the general buckling mode from STAGS. All the other eigenvalues correspond to inter-ring buckling in which the stringers bend. The lowest eigenvalue (buckling load factor) is 1.0512. The corresponding buckling mode is displayed in Fig. 24. It was difficult to find the one general buckling mode hidden like a needle in a haystack among a thicket of short-wavelength buckling modes of the type shown in Fig. 24. (See ACKNOWLEDGMENTS).

With the stringers and rings smeared out and with use of the 480 finite element, the lowest eigenvalue corresponds to general buckling at a load factor of 1.170279, an increase of about 10 per cent over that for the more accurate model: 1.060638. The general buckling mode is the same as that found for the STAGS model in which all stiffener parts were modelled as shell units. With use of the 410 finite element in the smeared stiffener model the lowest eigenvalue increases from that computed with use of the 480 element, eigenvalue=1.170279, to eigenvalue=1.194869.

Note that for this shell without substiffeners, in which the T-shaped stringers and T-shaped rings are more closely spaced than is the case for the optimized shell with substringers, the degree of unconservativeness caused by smearing the major stiffeners is significantly less than for the optimized shell with substringers. In those cases (testax4p for the perfect shell and testax4 for the imperfect shell) smearing the major stiffeners raises the buckling load factor for general instability from 1.0511 to 1.2883 for the optimized PERFECT shell with substiffeners and from 1.4468 to 1.8058 for the optimized IMPERFECT shell with substiffeners.

Notice in Table 14 that the margin corresponding to general buckling from the closed-form PANDA-type theory [41],

13 -3.53E-02 buck.(SAND);simp-support general buck;M=8;N=0;slope=0.335;FS=0.999
shows that the critical buckling mode from PANDA2 has \((m,n) = (MWAVEX,NWAVEX) = (8,0)\) halfwaves in the (axial, circumferential) directions. This is similar to the critical general buckling mode from PANDA2 discussed at some length for the optimized perfect shell with substiffeners. In that case PANDA2 predicts the critical \((m,n) = (6,0)\). As with the optimized shell with substiffeners, in the present case the critical long-wavelength general buckling mode predicted by STAGS for the shell without substiffeners, shown in Fig. 23, is very different from that predicted by PANDA2. According to STAGS the critical long-wavelength buckling mode has one axial halfwave and three circumferential waves.

For the optimized perfect shell without substiffeners PANDA2 yields the following results from the exhaustive search over \((m,n,slope) = (MWAVEX,NWAVEX,SLOPEX)\) space:

\[
\begin{align*}
\text{EIGMNC} & = 1.30E+00 & 1.30E+00 & 1.27E+00 & 1.54E+00 & 1.35E+00 & 1.30E+00 & 1.00E+17 \\
\text{SLOPEX} & = 2.77E+00 & 2.77E+00 & 3.35E-01 & 1.32E-01 & 0.00E+00 & 2.77E+00 & 0.00E+00 \\
\text{MWAVEX} & = 1 & 1 & 8 & 8 & 9 & 1 & 0 \\
\text{NWAVEX} & = 3 & 3 & 0 & 4 & 1 & 3 & 0
\end{align*}
\]

Notice that the buckling load factors, EIGMNC for \((m,n,slope) = (1,3,2.77)\) and \((8,0,0.335)\) are close: EIGMNC = 1.30 and 1.27, respectively. As mentioned in this context previously, if the knockdown factor for smearing rings had been applied before PANDA2 chooses which mode is critical, PANDA2's prediction of buckling mode shape probably would have agreed with that from STAGS. What is important in this computation of buckling is not the buckling mode shapes but the buckling load factors. They are what control the evolution of the design of the perfect shell during optimization cycles.

RESULTS FOR THE OPTIMIZED IMPERFECT SHELL WITHOUT SUBSTIFFENERS

The optimum design resulting from the runstream listed in Table 4 is listed in the last column in Table 3. The optimum design suitable for analysis by STAGS is listed in the last column in Table 8. As with the imperfect shells with substiffeners, the optimum designs without substiffeners were obtained with application of two load cases:

1. Load Case 1: general buckling modal imperfection amplitude, \(W_{imp}^2 = +1.0\) inch,
2. Load Case 2: general buckling modal imperfection amplitude, \(W_{imp}^2 = -1.0\) inch.

The margins corresponding to the optimized design suitable for analysis by STAGS are listed in Tables 15 and 16.

COMPARISON OF OPTIMUM DESIGNS OF IMPERFECT EXTERNALLY T-STIFFENED CYLINDRICAL SHELLS WITH AND WITHOUT SUBSTIFFENERS

As is the case for the perfect optimized shells with substiffeners, a comparison of the optimum weights of the imperfect shells with and without substiffeners reveals that the weight saving by introduction of substiffeners is small (6.2 percent from Table 3 and 5.6 percent from Table 8). (Compare weights in columns 4 and 6 of Table 3 and columns 3 and 5 of Table 8).

As with the optimized perfect shells with and without substiffeners, the major stiffeners weigh about the same amount for the optimized imperfect shells with and without substiffeners. The panel skin for the optimized imperfect cylindrical shell without substiffeners weighs about 8.3 per cent more than the skin plus substiffeners of the optimized cylindrical shell with substiffeners.

The spacing of the major stringers in the optimized imperfect cylindrical shell with substiffeners is given in Table 3 as \(B(STR) = 11.424\) inches. In contrast, the spacing of the major stringers in the optimized imperfect cylindrical shell without substiffeners is given by \(B(STR) = 5.760\) inches. Hence, as with the perfect shells, the presence of substiffeners of rectangular cross section permits the major stringers to be spaced at much wider intervals around the cylindrical shell.

There is a much less dramatic effect on the spacing of the major rings:
42.874 B(RNG): major ring spacing, imperfect shell with substiffeners

Probably the spacing of the major rings would be influenced more by the presence of substiffening for loading by hydrostatic compression, in which the hoop compression is twice the axial compression, in contrast to the cases explored here, in which the axial compression is five times the hoop compression.

RESULTS FROM STAGS FOR THE DESIGN LISTED IN COLUMN 5 OF TABLE 8 (testax3)

The linear buckling analysis by STAGS for a three-ring-bay by nine-stringer-bay "patch" of the optimized shell yields a buckling load factor of 1.3252 (initial imperfection not present in the STAGS model). With the amplitude of the general buckling modal imperfection set equal to zero, PANDA2 obtains the following margins (among other margins) for that design:

2 3.86E-01 Long-axial-wave bending-torsion buckling; M=1; FS=0.999
4 4.53E-01 (m=1 lateral-torsional buckling load factor)/FS-1; FS=0.999
5 7.76E-01 Inter-ring buckling, discrete model, n=33 circ.halfwaves;FS=0.999
13 1.72E-01 buck.(SAND);simp-support inter-ring; (1.00*altsol);FS=0.999
17 1.44E-01 buck.(SAND);rolling only of stringers;M=12;N=0;slope=0.;FS=1.6

The circumferential width of the "patch" in the STAGS model is 51.8796 inches, which corresponds to 1/12.111th of the 360-degree circumference of the shell. The lowest buckling load factor from STAGS, 1.3252, is associated with a buckling mode that has five circumferential halfwaves over the 51.8796-inch width of the "patch". This mode translates into $5 \times 12.111/2 = 30$ full circumferential waves over the entire 360-degree circumference of the shell. This mode is in agreement with the buckling mode associated with the 5th margin in the PANDA2 model:

5 7.76E-01 Inter-ring buckling, discrete model, n=33 circ.halfwaves;FS=0.999

which has 33 circumferential halfwaves over 180 degrees of the circumference of the shell. The three buckling margins from PANDA2, Margins 2, 4, 5, 13, and 17, cover the type of buckling observed in the STAGS model.

PANELS WITH SUBSTIFFENERS THAT FORM AN ISOGRID

The "substiffener" capability in PANDA2 was extended to include panels with axial and circumferential major stiffeners and a skin that may be reinforced by substiffeners of rectangular cross section that form an isogrid pattern between adjacent major stringers and rings. Results from optimizations of perfect and imperfect cylindrical shells with external T-shaped stringers and external T-shaped rings and with external subsisogrid stiffening are given in [1b]. Also presented in [1b] is the improvement to the theory for local buckling of the triangular piece of panel skin between adjacent isogrid or subsisogrid members. The improved theory includes the contribution of the isogrid members to the total potential energy, provided that the cross section of the isogrid members is rectangular.

As with the cases involving axial and circumferential substiffeners, for the various loadings investigated it was found that there is no weight saving from introduction of subsisogrid stiffening. The optimized weight of the perfect shell with an external subsisogrid is 17392 lb, which is greater than the optimized weight of the perfect shell with no substiffeners (16846 lb) and greater than the optimized weight of the perfect shell with axial and circumferential substiffeners (16712 lb). The optimized weight of the imperfect shell with an external subsisogrid is 21560 lb, which is less than the optimized weight of the imperfect shell without substiffeners (21620 lb) and greater than the optimized weight of the perfect shell with axial and circumferential substiffeners (20560 lb).

With subsisogrid stiffening the optimum designs have major stiffeners spaced farther apart than for the optimum designs without any substiffeners, although the difference in spacing between the case with substiffeners and that without is less pronounced than for the cases involving axial and circumferential substiffeners.
OTHER SUBSTIFFENING CONFIGURATIONS

Cases involving substringers and subrings on opposite sides of the panel skin and involving internal substringers and internal subrings combined with external major T-shaped stringers and external T-shaped major rings were explored. Some results are presented in [1b], especially for the case of a perfect cylindrical shell with external major stringers and major rings and internal substringers and subrings. The optimized weight of this perfect cylindrical shell is 16612 lb, slightly less than the 16712 lb for the optimized weight of the perfect cylindrical shell with external substringers and subrings.

NONLINEAR COLLAPSE

In the paper, AIAA 2002-1408 [1], nonlinear collapse is computed for a ring and stringer stiffened cylindrical shell with general and local buckling modal imperfections. Figures 27 and 28 of that paper show the results from such an analysis. Collapse occurs because both the general and local imperfections grow as the load is increased. Unfortunately, it was not possible to perform a similar analysis in the effort leading to the present paper for the following reasons:

1. The entire shell must be included in the model because there are no planes of symmetry due to the presence of in-plane shear loading, $N_{xy} = 20000$ lb/in.

2. In the example of the optimized imperfect shell without substiffeners, the T-shaped stiffeners are so close together that a converged finite element model would contain too many degrees of freedom to capture the local component of collapse, which is seen as small dimples in Fig. 27 of AIAA Paper 2002-1408 [1]. It was barely possible to compute the general buckling mode from linear theory for a similar model (Fig. 23). A nonlinear collapse analysis requires far more computer resources. Also, as Fig. 24 demonstrates, the very large STAGS model is probably not large enough to capture accurately either inter-ring buckling or local buckling between adjacent stringers and rings.

3. In the example of the optimized imperfect shell with substiffeners one might well conduct a nonlinear collapse analysis in a model in which the substiffeners are smeared, such as that shown in Fig. 15. However, an analysis of this type would simply be a repeat of the type of study that produced Figs. 27 and 28 in AIAA Paper 2002-1408. It would not reveal the effect of prebuckling bending of the globally imperfect shell on the local buckling behavior of panel skin and substiffeners, such as that displayed in Figs 1, 12, and 14 of the present work. A model of the complete cylindrical shell that would capture the complex local behavior of shell skin and substiffeners would require far more degrees of freedom (d.o.f.) than the approximately 580000 d.o.f. model needed to predict the general buckling mode shown in Fig. 23.

CONCLUSIONS

Adding substiffeners of rectangular cross section between major stiffeners does not lead to significantly lower optimum weights. However, with substiffeners present the optimum weights correspond to configurations in which the major stiffeners are spaced farther apart than is the case for optimized cylindrical shells without substiffeners.
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Table 1 Geometry, Material Properties, and Loading

Geometry (cylindrical shell):
- Length = 300 inches
- Radius = 100 inches
- External T-shaped major stringers
- External T-shaped major rings

Material properties (aluminum):
- Young's modulus = 10 msi
- Poisson ratio = 0.3
- Maximum allowable stress = 1.0 msi (set high to avoid active stress constraints)

Loading used for all cases:
- -100000.0 $ Axial Resultant (lb/in), Nx(1) Load Set A
- -20000.00 $ Hoop Resultant (lb/in), Ny(1) Load Set A
- 20000.00 $ In-plane shear (lb/in), Nxy(1) Load Set A
- -200.0000 $ Uniform pressure, (psi), p(1) Load Set A
- Zero loading in Load Set B

Boundary conditions:
- Simple support

Imperfection:
- General buckling modal imperfection amplitude, Wimpg2 = +1.0 inch and -1.0 inch.
- Imperfect shells have two load cases:
  - Load Case 1: Wimpg2 = +1.0 inch
  - Load Case 1: Wimpg2 = -1.0 inch
<table>
<thead>
<tr>
<th>Variable Number</th>
<th>Variable Name</th>
<th>Definition</th>
<th>Structural Part</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>B(STR)</td>
<td>stiffener spacing, b: STR</td>
<td>stringer</td>
</tr>
<tr>
<td>2</td>
<td>B2(STR)</td>
<td>width of stringer base, b2 (must be &gt; 0)</td>
<td>stringer</td>
</tr>
<tr>
<td>3</td>
<td>H(STR)</td>
<td>height of stiffener (type H for sketch), h:</td>
<td>stringer</td>
</tr>
<tr>
<td>4</td>
<td>W(STR)</td>
<td>width of outstanding flange of stiffener, w:</td>
<td>stringer</td>
</tr>
<tr>
<td>5</td>
<td>T(1)(SKN)</td>
<td>thickness for layer index no. (1): SKN seg=1</td>
<td>panel skin</td>
</tr>
<tr>
<td>6</td>
<td>TSUB,substr</td>
<td>thickness, TSUB, of substiffener set(1):</td>
<td>substringer</td>
</tr>
<tr>
<td>7</td>
<td>HSUB,substr</td>
<td>height, HSUB, of substiffener set(1): SKN</td>
<td>substringer</td>
</tr>
<tr>
<td>8</td>
<td>BSUB,substr</td>
<td>spacing, BSUB, of substiffener set(1): SKN</td>
<td>substringer</td>
</tr>
<tr>
<td>9</td>
<td>TSUB,subrng</td>
<td>thickness, TSUB, of substiffener set(2):</td>
<td>subring</td>
</tr>
<tr>
<td>10</td>
<td>HSUB,subrng</td>
<td>height, HSUB, of substiffener set(2): SKN</td>
<td>subring</td>
</tr>
<tr>
<td>11</td>
<td>BSUB,subrng</td>
<td>spacing, BSUB, of substiffener set(2): SKN</td>
<td>subring</td>
</tr>
<tr>
<td>12</td>
<td>T(2)(STR)</td>
<td>thickness for layer index no. (2): STR seg=3</td>
<td>stringer web</td>
</tr>
<tr>
<td>13</td>
<td>T(3)(STR)</td>
<td>thickness for layer index no. (3): STR seg=4</td>
<td>stringer flange</td>
</tr>
<tr>
<td>14</td>
<td>B(RNG)</td>
<td>stiffener spacing, b: RNG</td>
<td>ring</td>
</tr>
<tr>
<td>15</td>
<td>B2(RNG)</td>
<td>width of ring base, b2 (zero is allowed):</td>
<td>ring</td>
</tr>
<tr>
<td>16</td>
<td>H(RNG)</td>
<td>height of stiffener (type H for sketch), h:</td>
<td>ring</td>
</tr>
<tr>
<td>17</td>
<td>W(RNG)</td>
<td>width of outstanding flange of stiffener, w:</td>
<td>ring</td>
</tr>
<tr>
<td>18</td>
<td>T(4)(RNG)</td>
<td>thickness for layer index no. (4): RNG seg=3</td>
<td>ring web</td>
</tr>
<tr>
<td>19</td>
<td>T(5)(RNG)</td>
<td>thickness for layer index no. (5): RNG seg=4</td>
<td>ring flange</td>
</tr>
</tbody>
</table>
Table 3 Starting design and optimum designs from PANDA2 with and without substiffeners (dimensions in inches)

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Starting Design</th>
<th>Perfect Shell With Substiffeners</th>
<th>Imperfect Shell With Substiffeners</th>
<th>Perfect Shell Without Substiffeners</th>
<th>Imperfect Shell Without Substiffeners</th>
</tr>
</thead>
<tbody>
<tr>
<td>B(STR)</td>
<td>20.0</td>
<td>14.775</td>
<td>11.461</td>
<td>5.2141</td>
<td>5.7718</td>
</tr>
<tr>
<td>B2(STR)</td>
<td>2.0</td>
<td>1.4775</td>
<td>1.1461</td>
<td>0.52141</td>
<td>0.57718</td>
</tr>
<tr>
<td>H(STR)</td>
<td>10.0</td>
<td>4.5048</td>
<td>4.9955</td>
<td>2.7194</td>
<td>3.8575</td>
</tr>
<tr>
<td>W(STR)</td>
<td>10.0</td>
<td>2.9341</td>
<td>3.5908</td>
<td>2.1716</td>
<td>2.9305</td>
</tr>
<tr>
<td>T(1)(SKN)</td>
<td>1.0</td>
<td>0.30150</td>
<td>0.36755</td>
<td>0.49158</td>
<td>0.55232</td>
</tr>
<tr>
<td>TSUB,substr</td>
<td>1.0</td>
<td>0.23625</td>
<td>0.15374</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>HSUB,substr</td>
<td>5.0</td>
<td>1.1934</td>
<td>0.82430</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>BSUB,substr</td>
<td>5.0</td>
<td>2.8821</td>
<td>2.4256</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>TSUB,subrng</td>
<td>1.0</td>
<td>0.24665</td>
<td>0.20833</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>HSUB,subrng</td>
<td>5.0</td>
<td>2.4665</td>
<td>2.0833</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>BSUB,subrng</td>
<td>5.0</td>
<td>7.0617</td>
<td>4.9854</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>T(2)(STR)</td>
<td>1.0</td>
<td>0.52520</td>
<td>0.49773</td>
<td>0.25874</td>
<td>0.33045</td>
</tr>
<tr>
<td>T(3)(STR)</td>
<td>1.0</td>
<td>0.27664</td>
<td>0.31908</td>
<td>0.17386</td>
<td>0.23108</td>
</tr>
<tr>
<td>B(RNG)</td>
<td>20.0</td>
<td>39.157</td>
<td>42.874</td>
<td>22.208</td>
<td>28.291</td>
</tr>
<tr>
<td>B2(RNG)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>H(RNG)</td>
<td>10.0</td>
<td>11.046</td>
<td>9.5948</td>
<td>8.2778</td>
<td>8.7430</td>
</tr>
<tr>
<td>W(RNG)</td>
<td>10.0</td>
<td>4.661</td>
<td>8.0986</td>
<td>3.4935</td>
<td>6.2876</td>
</tr>
<tr>
<td>T(4)(RNG)</td>
<td>1.0</td>
<td>0.55228</td>
<td>0.95512</td>
<td>0.41389</td>
<td>0.72687</td>
</tr>
<tr>
<td>T(5)(RNG)</td>
<td>1.0</td>
<td>0.25829</td>
<td>0.54145</td>
<td>0.26031</td>
<td>0.43056</td>
</tr>
<tr>
<td>WEIGHT</td>
<td>----</td>
<td>16712 lb</td>
<td>21480 lb</td>
<td>16846 lb</td>
<td>22820 lb</td>
</tr>
</tbody>
</table>
Table 4 Runstream for finding the "global" optimum design

<table>
<thead>
<tr>
<th>Command</th>
<th>Meaning of the command</th>
<th>Input file(s)</th>
<th>Output file(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>panda2log</td>
<td>activate PANDA2 command set</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>begin</td>
<td>user provides starting design</td>
<td>testax4p.BEG</td>
<td>testax4p.OPB</td>
</tr>
<tr>
<td>setup</td>
<td>PANDA2 sets up matrix templates</td>
<td>none</td>
<td>many files</td>
</tr>
<tr>
<td>decide</td>
<td>user chooses decision variables</td>
<td>testax4p.DEC</td>
<td>testax4p.OPD</td>
</tr>
<tr>
<td>mainsetup</td>
<td>user chooses loading, strategy</td>
<td>testax4p.OPT</td>
<td>none</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>superopt</td>
<td>PANDA2 finds &quot;global&quot; optimum</td>
<td>testax4p.OPT</td>
<td>testax4p.OPM, -OPP</td>
</tr>
<tr>
<td>chooseplot</td>
<td>user chooses what to plot</td>
<td>testax4p.CPL</td>
<td>testax4p.OPL</td>
</tr>
<tr>
<td>diplot</td>
<td>user obtains plot hard copies</td>
<td>.</td>
<td>testax4p.5.ps, etc.</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>superopt</td>
<td>PANDA2 finds &quot;global&quot; optimum</td>
<td>testax4p.OPT</td>
<td>testax4p.OPM, -OPP</td>
</tr>
<tr>
<td>chooseplot</td>
<td>user chooses what to plot</td>
<td>testax4p.CPL</td>
<td>testax4p.OPL</td>
</tr>
<tr>
<td>diplot</td>
<td>user obtains plot hard copies</td>
<td>.</td>
<td>testax4p.5.ps, etc.</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>superopt</td>
<td>PANDA2 finds &quot;global optimum</td>
<td>testax4p.OPT</td>
<td>testax4p.OPM, -OPP</td>
</tr>
<tr>
<td>chooseplot</td>
<td>user chooses what to plot</td>
<td>testax4p.CPL</td>
<td>testax4p.OPL</td>
</tr>
<tr>
<td>diplot</td>
<td>user obtains plot hard copies</td>
<td>.</td>
<td>testax4p.5.ps, etc.</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>superopt</td>
<td>PANDA2 finds &quot;global optimum</td>
<td>testax4p.OPT</td>
<td>testax4p.OPM, -OPP</td>
</tr>
<tr>
<td>chooseplot</td>
<td>user chooses what to plot</td>
<td>testax4p.CPL</td>
<td>testax4p.OPL</td>
</tr>
<tr>
<td>diplot</td>
<td>user obtains plot hard copies</td>
<td>.</td>
<td>testax4p.5.ps</td>
</tr>
</tbody>
</table>
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Table 5 Margins computed by PANDA2 for Load Case No. 1, Subcase No. 1 for the optimized perfect shell with substiffeners (Case name = testax4p)

<table>
<thead>
<tr>
<th>Mar. No.</th>
<th>Margin Value</th>
<th>Margin Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.53E-02</td>
<td>Local buckling from discrete model-1, ( M=2 ) axial halfwaves; FS=0.99</td>
</tr>
<tr>
<td>2</td>
<td>2.23E-01</td>
<td>Bending-torsion buckling; ( M=2 ); FS=0.999</td>
</tr>
<tr>
<td>3</td>
<td>3.24E-01</td>
<td>((m=2 ) lateral-torsional buckling load factor)/(FS)-1; FS=0.999</td>
</tr>
<tr>
<td>4</td>
<td>2.53E-02</td>
<td>Inter-ring buckling, discrete model, ( n=6 ) circ halfwaves; FS=0.999</td>
</tr>
<tr>
<td>5</td>
<td>4.28E+00</td>
<td>( \text{eff.stress:matl=1,SKN,Iseg=2,at:n=1,layer=1,z=-0.1507;MID.;FS=1.} )</td>
</tr>
<tr>
<td>6</td>
<td>5.49E+00</td>
<td>( \text{matl=2; substiffener effective stressSTRCON MID.;FS=1.} )</td>
</tr>
<tr>
<td>7</td>
<td>1.76E+00</td>
<td>buckling margin stringer Iseg.3. Local halfwaves=8 .MID.; FS=1.</td>
</tr>
<tr>
<td>8</td>
<td>5.68E-03</td>
<td>buckling margin stringer Iseg.4. Local halfwaves=8 .MID.; FS=1.</td>
</tr>
<tr>
<td>9</td>
<td>7.44E-01</td>
<td>buckling stringer Iseg.3+4 together. ( M=9 ) ;FS=1.4</td>
</tr>
<tr>
<td>10</td>
<td>1.27E-01</td>
<td>buckling stringer Iseg 4 as beam on foundation. ( M=212;MID.;FS=3. )</td>
</tr>
<tr>
<td>11</td>
<td>1.18E+01</td>
<td>buckling ring Iseg 4 as beam on foundation. ( M=169;MID.;FS=3. )</td>
</tr>
<tr>
<td>12</td>
<td>1.53E-01</td>
<td>buck. (SAND); simp-support smears substf. ((0.95*\text{altsol});FS=0.999 )</td>
</tr>
<tr>
<td>13</td>
<td>-3.84E-03</td>
<td>buck. (SAND); simp-support inter-ring; ((1.00*\text{altsol});FS=0.999 )</td>
</tr>
<tr>
<td>14</td>
<td>-2.02E-02</td>
<td>buck. (SAND); simp-support general buck; ( M=6;N=0; \text{slope=0.4637;FS=0.999})</td>
</tr>
<tr>
<td>15</td>
<td>2.35E-03</td>
<td>buck. (SAND); simp-support general buck; ((0.85*\text{altsol});FS=0.999 )</td>
</tr>
<tr>
<td>16</td>
<td>5.72E+00</td>
<td>buck. (SAND); rolling with smear rings; ( M=52;N=1; \text{slope=0.01;FS=0.999} )</td>
</tr>
<tr>
<td>17</td>
<td>6.94E-03</td>
<td>buck. (SAND); rolling only of stringers; ( M=16;N=0; \text{slope=0.16;} )</td>
</tr>
<tr>
<td>18</td>
<td>1.28E+00</td>
<td>buck. (SAND); hiwave roll. of stringers; ( M=86;N=0; \text{slope=0;} )</td>
</tr>
<tr>
<td>19</td>
<td>1.73E+00</td>
<td>buck. (SAND); STRINGERS: web buckling; ( M=9;N=1; \text{slope=0;} )</td>
</tr>
<tr>
<td>20</td>
<td>1.35E+01</td>
<td>buck. (SAND); RINGS: web buckling; ( M=2;N=1; \text{slope=0;} )</td>
</tr>
<tr>
<td>21</td>
<td>4.60E-01</td>
<td>buck. (SAND); rolling with skin buckl. ; ( M=1;N=1; \text{slope=0.1939;FS=0.999})</td>
</tr>
<tr>
<td>22</td>
<td>-4.04E-04</td>
<td>bucking simp-support of substring ( M=1;FS=1. )</td>
</tr>
<tr>
<td>23</td>
<td>1.14E+01</td>
<td>bucking simp-support of substrings ( N=1;FS=1. )</td>
</tr>
<tr>
<td>24</td>
<td>-2.86E-02</td>
<td>buckling simp-support \text{altsoln4 intermajorpatch}; FS=0.999</td>
</tr>
<tr>
<td>25</td>
<td>3.21E-01</td>
<td>buckling simp-support \text{altsoln5 skin+edgsubroll}; FS=0.999</td>
</tr>
<tr>
<td>26</td>
<td>2.18E-01</td>
<td>buck. (SAND); rolling with smear subtr; ( M=1;N=2; \text{slope=16.67;} )</td>
</tr>
<tr>
<td>27</td>
<td>5.78E-02</td>
<td>bucking simp-support \text{altsoln6 inter-subring }; FS=0.999</td>
</tr>
<tr>
<td>28</td>
<td>5.77E+00</td>
<td>buck. (SAND); rolling with smear substring; ( M=39;N=1; \text{slope=0.01;} )</td>
</tr>
<tr>
<td>29</td>
<td>6.91E-01</td>
<td>buck. (SAND); rolling only of substring; ( M=20;N=0; \text{slope=0;} )</td>
</tr>
<tr>
<td>30</td>
<td>8.00E+00</td>
<td>buck. (SAND); rolling only of substrings; ( M=0;N=4; \text{slope=0;} )</td>
</tr>
<tr>
<td>31</td>
<td>6.43E-01</td>
<td>((\text{Max allowable ave.axial strain})/(\text{ave.axial strain})-1;) FS=1. )</td>
</tr>
<tr>
<td>32</td>
<td>4.15E-01</td>
<td>( \text{1.-3.V(8)^1+V(1)^1-1 inequality constraint no. 1})</td>
</tr>
<tr>
<td>33</td>
<td>4.59E-01</td>
<td>( \text{1.-3.V(11)^1+V(14)^1-1 inequality constraint no. 2})</td>
</tr>
<tr>
<td>34</td>
<td>9.80E-01</td>
<td>( \text{1.+10.V(6)^1-V(7)^1-1 inequality constraint no. 3})</td>
</tr>
<tr>
<td>35</td>
<td>0.00E+00</td>
<td>( \text{1.+10.V(9)^1-V(10)^1-1 inequality constraint no. 4})</td>
</tr>
<tr>
<td>36</td>
<td>1.33E+00</td>
<td>( \text{1.-V(3)^1+20.V(12)^1-1 inequality constraint no. 5})</td>
</tr>
<tr>
<td>37</td>
<td>-3.62E-05</td>
<td>( \text{1.-V(16)^1+20.V(18)^1-1 inequality constraint no. 6})</td>
</tr>
</tbody>
</table>
### Table 6: New margins in the case testax4p pertaining to substringers and subrings

<table>
<thead>
<tr>
<th>Mar. No.</th>
<th>Margin Value</th>
<th>Margin Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>5.49E+00</td>
<td>mat=2 ; substiffener effective stress STRCON MID.; FS=1.</td>
</tr>
<tr>
<td>21</td>
<td>4.60E-01</td>
<td>buck.(SAND); rolling with skin buckl.; M=1; N=1; slope=0.1939; FS=0.999</td>
</tr>
<tr>
<td>22</td>
<td>-4.04E-04</td>
<td>buckling; simp-support of subrings M=1; FS=1.</td>
</tr>
<tr>
<td>23</td>
<td>1.14E+01</td>
<td>buckling; simp-support of subrings N=1; FS=1.</td>
</tr>
<tr>
<td>24</td>
<td>-2.86E-02</td>
<td>buckling; simp-support altsoln4 internmajorpatch; FS=0.999</td>
</tr>
<tr>
<td>25</td>
<td>3.21E-01</td>
<td>buckling; simp-support altsoln5 skin+edgesubroll; FS=0.999</td>
</tr>
<tr>
<td>26</td>
<td>2.18E-01</td>
<td>bucking; simp-support altsoln6 inter-subring; FS=0.999</td>
</tr>
<tr>
<td>27</td>
<td>5.78E-02</td>
<td>bucking; simp-support altsoln6 inter-subring; FS=0.999</td>
</tr>
<tr>
<td>28</td>
<td>5.77E+00</td>
<td>bucking; simp-support altsoln6 inter-subring; FS=0.999</td>
</tr>
<tr>
<td>29</td>
<td>6.91E-01</td>
<td>bucking; simp-support altsoln6 inter-subring; FS=0.999</td>
</tr>
<tr>
<td>30</td>
<td>8.00E+00</td>
<td>bucking; simp-support altsoln6 inter-subring; FS=0.999</td>
</tr>
</tbody>
</table>

### Table 7: Margins in the case testax4p for which the substiffeners are smeared out

<table>
<thead>
<tr>
<th>Mar. No.</th>
<th>Margin Value</th>
<th>Margin Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.53E-02</td>
<td>Local buckling from discrete model-1, M=2 axial halfwaves; FS=0.999</td>
</tr>
<tr>
<td>2</td>
<td>2.23E-01</td>
<td>Bending-torsion buckling; M=2 ; FS=0.999</td>
</tr>
<tr>
<td>3</td>
<td>3.24E-01</td>
<td>(m=2 lateral-torsional buckling load factor)/(FS)-1; FS=0.999</td>
</tr>
<tr>
<td>4</td>
<td>2.53E-02</td>
<td>Inter-ring buckling, discrete model, n=6 circ.waves; FS=0.999</td>
</tr>
<tr>
<td>12</td>
<td>1.53E-01</td>
<td>buck.(SAND); simp-support smearsubstf; (0.95*altsol); FS=0.999</td>
</tr>
<tr>
<td>13</td>
<td>-3.84E-03</td>
<td>buck.(SAND); simp-support inter-substr.; (1.00*altsol); FS=0.999</td>
</tr>
<tr>
<td>14</td>
<td>-2.02E-02</td>
<td>buck.(SAND); simp-support general buck; M=6; N=0; slope=0.4637; FS=.999</td>
</tr>
<tr>
<td>15</td>
<td>2.35E-03</td>
<td>buck.(SAND); simp-support general buck; (0.85*altsol); FS=0.999</td>
</tr>
<tr>
<td>16</td>
<td>5.72E+00</td>
<td>buck.(SAND); rolling with smear rings; M=52; N=1; slope=0.01; FS=0.999</td>
</tr>
</tbody>
</table>
Table 8 Optimum designs suitable for analysis with STAGS (dimensions in inches)

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Perfect Shell With Substiffeners</th>
<th>Imperfect Shell With Substiffeners</th>
<th>Perfect Shell Without Substiffeners</th>
<th>Imperfect Shell Without Substiffeners</th>
</tr>
</thead>
<tbody>
<tr>
<td>B(STR)</td>
<td>14.612</td>
<td>11.424</td>
<td>5.2360</td>
<td>5.7644</td>
</tr>
<tr>
<td>B2(STR)</td>
<td>1.4612</td>
<td>1.1424</td>
<td>0.52360</td>
<td>0.57644</td>
</tr>
<tr>
<td>H(STR)</td>
<td>4.2569</td>
<td>5.1430</td>
<td>2.6734</td>
<td>3.8010</td>
</tr>
<tr>
<td>W(STR)</td>
<td>3.1474</td>
<td>3.3240</td>
<td>2.2670</td>
<td>2.9990</td>
</tr>
<tr>
<td>T(1)(SKN)</td>
<td>0.30574</td>
<td>0.38290</td>
<td>0.48975</td>
<td>0.56340</td>
</tr>
<tr>
<td>TSUB,substr</td>
<td>0.24266</td>
<td>0.15810</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>HSUB,substr</td>
<td>1.2074</td>
<td>0.87730</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>BSUB,substr</td>
<td>2.9224</td>
<td>2.2848</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>TSUB,subrng</td>
<td>0.26422</td>
<td>0.20290</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>HSUB,subrng</td>
<td>2.6422</td>
<td>2.0290</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>BSUB,subrng</td>
<td>7.5000</td>
<td>4.7619</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>T(2)(STR)</td>
<td>0.46728</td>
<td>0.52520</td>
<td>0.25758</td>
<td>0.32390</td>
</tr>
<tr>
<td>T(3)(STR)</td>
<td>0.29086</td>
<td>0.29530</td>
<td>0.18523</td>
<td>0.23430</td>
</tr>
<tr>
<td>B(RNG)</td>
<td>37.500</td>
<td>42.857</td>
<td>21.429</td>
<td>27.273</td>
</tr>
<tr>
<td>B2(RNG)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>H(RNG)</td>
<td>10.486</td>
<td>9.6990</td>
<td>9.0944</td>
<td>7.9770</td>
</tr>
<tr>
<td>W(RNG)</td>
<td>5.2204</td>
<td>7.7940</td>
<td>2.0981</td>
<td>6.3630</td>
</tr>
<tr>
<td>T(4)(RNG)</td>
<td>0.52429</td>
<td>0.93330</td>
<td>0.45472</td>
<td>0.72520</td>
</tr>
<tr>
<td>T(5)(RNG)</td>
<td>0.32008</td>
<td>0.50620</td>
<td>0.091261</td>
<td>0.47750</td>
</tr>
<tr>
<td>WEIGHT</td>
<td>16750 lb</td>
<td>21780 lb</td>
<td>17020 lb</td>
<td>23020 lb</td>
</tr>
</tbody>
</table>
Table 9 Margins for the optimized perfect shell with substiffeners. Stiffener spacings are suitable for an analysis with STAGS (Case name = testax4p, Subcase 1 only)

<table>
<thead>
<tr>
<th>Mar. No.</th>
<th>Margin Value</th>
<th>Margin Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.24E-01</td>
<td>Local buckling from discrete model-1.;M=2;axial halfwaves;FS=0.99</td>
</tr>
<tr>
<td>2</td>
<td>3.38E-01</td>
<td>Bending-torsion buckling; M=2;FS=0.999</td>
</tr>
<tr>
<td>3</td>
<td>4.50E-01</td>
<td>(m=2; lateral-torsional buckling load factor)/(FS)-1;FS=0.999</td>
</tr>
<tr>
<td>4</td>
<td>1.03E-02</td>
<td>Inter-ring buckling, discrete model, n=6;circ.halfwaves;FS=0.999</td>
</tr>
<tr>
<td>5</td>
<td>4.26E+00</td>
<td>eff.stress:matl=1,SKN,Iseg=2,at:n=1,layer=1,z=-0.1529;MID.;FS=1.</td>
</tr>
<tr>
<td>6</td>
<td>5.39E+00</td>
<td>matl=2; substiffer effective stressSTRCON MID.;FS=1.</td>
</tr>
<tr>
<td>7</td>
<td>1.45E+00</td>
<td>buckling margin stringer Iseg.3. Local halfwaves=8;MID.;FS=1.</td>
</tr>
<tr>
<td>8</td>
<td>-3.99E-03</td>
<td>buckling margin stringer Iseg.4. Local halfwaves=8;MID.;FS=1.</td>
</tr>
<tr>
<td>9</td>
<td>4.64E-01</td>
<td>buckling stringer Iseg.3+4 together. M=9;C=0.;MID.;FS=1.4</td>
</tr>
<tr>
<td>10</td>
<td>7.63E-02</td>
<td>buckling stringer Iseg 4 as beam on foundation. M=198;MID.;FS=3.</td>
</tr>
<tr>
<td>11</td>
<td>1.43E+01</td>
<td>buckling ring Iseg 4 as beam on foundation. M=140;MID.;FS=3.</td>
</tr>
<tr>
<td>12</td>
<td>2.95E-01</td>
<td>buck. (SAND); simp-support smear substf; (0.95*altsol);FS=0.999</td>
</tr>
<tr>
<td>13</td>
<td>-3.76E-03</td>
<td>buck. (SAND); simp-support inter-ring; (1.00*altsol);FS=0.999</td>
</tr>
<tr>
<td>14</td>
<td>-3.66E-02</td>
<td>buck. (SAND); simp-support general buck; M=6;N=0;slope=0.473;FS=0.999</td>
</tr>
<tr>
<td>15</td>
<td>6.26E-04</td>
<td>buck. (SAND); simp-support general buck; (0.85*altsol);FS=0.999</td>
</tr>
<tr>
<td>16</td>
<td>6.26E+00</td>
<td>buck. (SAND); rolling with smear rings; M=50;N=1;slope=0.01;FS=0.999</td>
</tr>
<tr>
<td>17</td>
<td>-2.58E-02</td>
<td>buck. (SAND); rolling only of stringers; M=14;N=0;slope=0.;FS=1.6</td>
</tr>
<tr>
<td>18</td>
<td>7.89E-01</td>
<td>buck. (SAND); hiwave roll. of stringers; M=84;N=0;slope=0.;FS=1.2</td>
</tr>
<tr>
<td>19</td>
<td>1.43E+00</td>
<td>buck. (SAND); STRINGERS: web buckling; M=9;N=1;slope=0.;FS=1.</td>
</tr>
<tr>
<td>20</td>
<td>1.51E+01</td>
<td>buck. (SAND); RINGS: web buckling; M=2;N=1;slope=0.;FS=1.</td>
</tr>
<tr>
<td>21</td>
<td>4.86E-01</td>
<td>buck. (SAND); rolling with skin buckl.; M=1;N=1;slope=0.1978;FS=0.999</td>
</tr>
<tr>
<td>22</td>
<td>6.44E-03</td>
<td>buckling: simp-support of substring; M=1;FS=1.</td>
</tr>
<tr>
<td>23</td>
<td>1.41E+01</td>
<td>buckling: simp-support of substrings N=1;FS=1.</td>
</tr>
<tr>
<td>24</td>
<td>-4.18E-02</td>
<td>buckling: simp-support altsoln4 intermajorpatch; FS=0.999</td>
</tr>
<tr>
<td>25</td>
<td>3.18E-01</td>
<td>buckling: simp-support altsoln5 skin+edgsubroll; FS=0.999</td>
</tr>
<tr>
<td>26</td>
<td>1.21E-01</td>
<td>buck. (SAND); rolling with smear substr; M=1;N=2;slope=20.;FS=0.999</td>
</tr>
<tr>
<td>27</td>
<td>1.16E-02</td>
<td>buckling: simp-support altsoln6 inter-subring; FS=0.999</td>
</tr>
<tr>
<td>28</td>
<td>6.04E+00</td>
<td>buck. (SAND); rolling with smear substr; M=39;N=1;slope=0.01;FS=0.999</td>
</tr>
<tr>
<td>29</td>
<td>7.09E-01</td>
<td>buck. (SAND); rolling only of substring; M=18;N=0;slope=0.;FS=1.6</td>
</tr>
<tr>
<td>30</td>
<td>9.28E+00</td>
<td>buck. (SAND); rolling only of substrings; M=0;N=3;slope=0.;FS=1.6</td>
</tr>
<tr>
<td>31</td>
<td>6.33E+01</td>
<td>(Max.allowable ave.axial strain)/(ave.axial strain)-1;FS=1.</td>
</tr>
<tr>
<td>32</td>
<td>2.33E+00</td>
<td>0.3333 *(Stringer spacing, b)/(Stringer base width, b2)-1;FS=1.</td>
</tr>
<tr>
<td>33</td>
<td>1.01E+00</td>
<td>1.10.V(6)^1-V(7)^1-1</td>
</tr>
<tr>
<td>34</td>
<td>-2.38E-07</td>
<td>1.10.V(9)^1-V(10)^1-1</td>
</tr>
<tr>
<td>35</td>
<td>1.20E+00</td>
<td>1.V(3)^1+20.V(12)^1-1</td>
</tr>
<tr>
<td>36</td>
<td>-1.79E-07</td>
<td>1.V(16)^1+20.V(18)^1-1</td>
</tr>
</tbody>
</table>
Table 10 Abridged and edited version of the output file, testax4p.out2 from STAGS for a "patch" model containing three axial bays and nine circumferential bays between major stiffeners

<table>
<thead>
<tr>
<th>NO.</th>
<th>Eigenvalue</th>
<th>Load set A</th>
<th>@DOF</th>
<th>Types of buckling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.773792E-01</td>
<td>9.773792E-01</td>
<td>27287</td>
<td>1st mode 4, 13, 17 (See Fig. 3)</td>
</tr>
<tr>
<td>2</td>
<td>9.816915E-01</td>
<td>9.816915E-01</td>
<td>17321</td>
<td>2nd mode 4, 13, 17</td>
</tr>
<tr>
<td>3</td>
<td>1.012336E+00</td>
<td>1.012336E+00</td>
<td>4731</td>
<td>3rd mode 1, 2, 3, 4, 13, 17</td>
</tr>
<tr>
<td>4</td>
<td>1.017679E+00</td>
<td>1.017679E+00</td>
<td>5335</td>
<td>4th mode 1, 2, 3, 4, 13, 17, 24</td>
</tr>
<tr>
<td>5</td>
<td>1.024645E+00</td>
<td>1.024645E+00</td>
<td>6877</td>
<td>5th mode 1, 2, 3, 4, 13, 17, 24</td>
</tr>
<tr>
<td>6</td>
<td>1.025765E+00</td>
<td>1.025765E+00</td>
<td>114463</td>
<td>6th mode 1, 2, 3, 17, 24</td>
</tr>
<tr>
<td>7</td>
<td>1.028083E+00</td>
<td>1.028083E+00</td>
<td>27275</td>
<td>7th mode 1, 2, 3, 17, 24</td>
</tr>
<tr>
<td>8</td>
<td>1.029080E+00</td>
<td>1.029080E+00</td>
<td>4605</td>
<td>8th mode 1, 2, 3, 17, 24</td>
</tr>
</tbody>
</table>

Table 11 Abridged and edited version of the output file, testax4p.out2 from STAGS for a model of the complete cylindrical shell with all stiffeners smeared and with use of the 480 finite element

<table>
<thead>
<tr>
<th>NO.</th>
<th>Critical load factor</th>
<th>Critical load factor</th>
<th>@DOF</th>
<th>Types of buckling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.288339E+00</td>
<td>1.288339E+00</td>
<td>12879</td>
<td>n=3 circ.waves, Fig. 9</td>
</tr>
<tr>
<td>2</td>
<td>1.288339E+00</td>
<td>1.288339E+00</td>
<td>12663</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.371375E+00</td>
<td>1.371375E+00</td>
<td>18375</td>
<td>n=0 circ.waves, Figs.10, 11</td>
</tr>
<tr>
<td>4</td>
<td>1.371375E+00</td>
<td>1.371375E+00</td>
<td>18333</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.382606E+00</td>
<td>1.382606E+00</td>
<td>12735</td>
<td>n=2 circ.waves</td>
</tr>
<tr>
<td>6</td>
<td>1.382625E+00</td>
<td>1.382625E+00</td>
<td>12543</td>
<td>not converged</td>
</tr>
</tbody>
</table>
Table 12 Margins for the optimized imperfect shell with substiffeners. Stiffener spacings are suitable for an analysis with STAGS (Case name = testax4)

<table>
<thead>
<tr>
<th>Mar. No.</th>
<th>Margin Value</th>
<th>Margin Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.51E-01</td>
<td>Local buckling from discrete model-1., M=5, axial halfwaves; FS=0.999</td>
</tr>
<tr>
<td>2</td>
<td>1.59E-01</td>
<td>Long-axial-wave bending-torsion buckling; M=2, FS=0.999</td>
</tr>
<tr>
<td>3</td>
<td>2.41E-01</td>
<td>(m=2 lateral-torsional buckling load factor)(FS)-1; FS=0.999</td>
</tr>
<tr>
<td>4</td>
<td>-2.96E-02</td>
<td>Ring sidesway buck., discrete model, n=7, circ. halfwaves; FS=0.999</td>
</tr>
<tr>
<td>5</td>
<td>8.23E-02</td>
<td>Hi-n Ring flang buckl., discrete model, n=52, circ. halfwaves; FS=0.999</td>
</tr>
<tr>
<td>6</td>
<td>5.02E+00</td>
<td>eff. stress: matl=1, SKN, Iseg=1, at: n=1, layer=1, z=0.1914; MID.; FS=1.</td>
</tr>
<tr>
<td>7</td>
<td>6.93E+00</td>
<td>matl=2; substiffener effective stress STRCON MID.; FS=1.</td>
</tr>
<tr>
<td>8</td>
<td>1.61E+00</td>
<td>buckling margin stringer Iseg.3. Local halfwaves=8; MID.; FS=1.</td>
</tr>
<tr>
<td>9</td>
<td>5.19E-02</td>
<td>buckling margin stringer Iseg.4. Local halfwaves=8; MID.; FS=1.</td>
</tr>
<tr>
<td>10</td>
<td>6.43E-01</td>
<td>buckling stringer Isegs.3+4 together. M=8; C=0; MID.; FS=1.</td>
</tr>
<tr>
<td>11</td>
<td>2.04E-01</td>
<td>buckling stringer Iseg 4 as beam on foundation. M=190; MID.; FS=3.</td>
</tr>
<tr>
<td>12</td>
<td>2.81E+00</td>
<td>buckling margin ring Iseg.3. Local halfwaves=1; MID.; FS=1.</td>
</tr>
<tr>
<td>13</td>
<td>-2.37E-02</td>
<td>buckling ring Iseg 4 as beam on foundation. M=105; MID.; FS=3.</td>
</tr>
<tr>
<td>14</td>
<td>8.89E-02</td>
<td>buck.(SAND); simp-support smearsubst.; (0.95*altsol); FS=0.999</td>
</tr>
<tr>
<td>15</td>
<td>2.27E-03</td>
<td>buck.(SAND); simp-support inter-ring; (1.00*altsol); FS=0.999</td>
</tr>
<tr>
<td>16</td>
<td>-1.35E-02</td>
<td>buck.(SAND); simp-support general buck; M=1; N=2; slope=25; FS=0.999</td>
</tr>
<tr>
<td>17</td>
<td>4.01E-02</td>
<td>buck.(SAND); simp-support general buck; (0.85*altsol); FS=0.999</td>
</tr>
<tr>
<td>18</td>
<td>6.67E+00</td>
<td>buck.(SAND); rolling with smear rings; M=64; N=1; slope=0.01; FS=0.999</td>
</tr>
<tr>
<td>19</td>
<td>1.58E-02</td>
<td>buck.(SAND); rolling only of stringers; M=12; N=0; slope=0; FS=1.6</td>
</tr>
<tr>
<td>20</td>
<td>1.16E-00</td>
<td>buck.(SAND); hiwave roll. of stringers; M=75; N=0; slope=0; FS=1.2</td>
</tr>
<tr>
<td>21</td>
<td>1.62E+00</td>
<td>buck.(SAND); STRINGERS: web buckling; M=8; N=1; slope=0; FS=1.</td>
</tr>
<tr>
<td>22</td>
<td>2.98E+00</td>
<td>buck.(SAND); RINGS: web buckling; M=1; N=1; slope=0.2017; FS=1.</td>
</tr>
<tr>
<td>23</td>
<td>1.56E+00</td>
<td>buck.(SAND); rolling with skin buckl.; M=1; N=1; slope=0.11; FS=0.999</td>
</tr>
<tr>
<td>24</td>
<td>-4.82E-03</td>
<td>buckling: simp-support of substring. M=1; FS=1.</td>
</tr>
<tr>
<td>25</td>
<td>3.62E+00</td>
<td>buckling: simp-support of substrings N=1; FS=1.</td>
</tr>
<tr>
<td>26</td>
<td>-9.47E-03</td>
<td>buckling: simp-support altsoln4 intermajorpatch; FS=0.999</td>
</tr>
<tr>
<td>27</td>
<td>1.34E+00</td>
<td>buckling: simp-support altsoln5 skin+edgsubroll; FS=0.999</td>
</tr>
<tr>
<td>28</td>
<td>4.58E-01</td>
<td>buck.(SAND); rolling with smear substr; M=1; N=2; slope=16.67; FS=0.999</td>
</tr>
<tr>
<td>29</td>
<td>3.92E-01</td>
<td>buckling: simp-support altsoln6 inter-subring ; FS=0.999</td>
</tr>
<tr>
<td>30</td>
<td>8.81E+00</td>
<td>buck.(SAND); rolling with smear substr; M=39; N=1; slope=0.02; FS=0.999</td>
</tr>
<tr>
<td>31</td>
<td>8.08E-01</td>
<td>buck.(SAND); rolling only of substring; M=29; N=0; slope=0; FS=1.6</td>
</tr>
<tr>
<td>32</td>
<td>8.13E-01</td>
<td>buck.(SAND); hiwave roll. of substring; M=31; N=0; slope=0; FS=1.6</td>
</tr>
<tr>
<td>33</td>
<td>1.06E-01</td>
<td>buck.(SAND); rolling only of substrings; M=0; N=3; slope=0; FS=1.6</td>
</tr>
<tr>
<td>34</td>
<td>8.04E+01</td>
<td>(Max. allowable ave. axial strain)/(ave. axial strain) -1; FS=1.</td>
</tr>
<tr>
<td>35</td>
<td>2.33E+00</td>
<td>0.3333 *(Stringer spacing, b)/(Stringer base width, b2)-1; FS=1.</td>
</tr>
<tr>
<td>36</td>
<td>7.04E-01</td>
<td>1.+10.V(6)^1-1.V(7)^1-1</td>
</tr>
<tr>
<td>37</td>
<td>0.00E+00</td>
<td>1.+10.V(9)^1-1.V(10)^1-1</td>
</tr>
<tr>
<td>38</td>
<td>1.04E+00</td>
<td>1.-V(3)^1+20.V(12)^1-1</td>
</tr>
<tr>
<td>39</td>
<td>9.25E-01</td>
<td>1.-V(16)^1+20.V(18)^1-1</td>
</tr>
</tbody>
</table>
Table 13 Margins for the optimized imperfect shell with substiffeners. Stiffener spacings are suitable for an analysis
with STAGS. The design is the same as that for Table 12 but the amplitude of the initial imperfection has been set
equal to zero.

<table>
<thead>
<tr>
<th>Mar. No.</th>
<th>Margin Value</th>
<th>Margin Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.31E-01</td>
<td>Local buckling from discrete model-1.,M=5 axial halfwaves;FS=0.99</td>
</tr>
<tr>
<td>2</td>
<td>2.21E-01</td>
<td>Long-axial-wave bending-torsion buckling; M=2 ;FS=0.999</td>
</tr>
<tr>
<td>3</td>
<td>3.14E-01</td>
<td>(m=2 lateral-torsional buckling load factor)(FS)-1;FS=0.999</td>
</tr>
<tr>
<td>4</td>
<td>5.34E-01</td>
<td>Inter-ring buckling, discrete model, n=8 circ.halfwaves;FS=0.999</td>
</tr>
<tr>
<td>5</td>
<td>5.63E+00</td>
<td>eff.stress:matl=1,SKN,Iseg=2,at:n=1,layer=1,z=-0.1914.;MID.;FS=1.</td>
</tr>
<tr>
<td>6</td>
<td>7.11E+00</td>
<td>matl=2 ; substiffener effective stressSTRCON MID.;FS=1.</td>
</tr>
<tr>
<td>7</td>
<td>1.72E+00</td>
<td>buckling margin stringer Iseg.3. Local halfwaves=8 .MID.;FS=1.</td>
</tr>
<tr>
<td>8</td>
<td>1.35E-01</td>
<td>buckling margin stringer Iseg.4. Local halfwaves=8 .MID.;FS=1.</td>
</tr>
<tr>
<td>9</td>
<td>7.26E-01</td>
<td>buckling margin stringers.3+4 together.M=8 ;C=0.;MID.;FS=1.4</td>
</tr>
<tr>
<td>10</td>
<td>2.99E-01</td>
<td>buckling stringer Iseg 4 as beam on foundation. M=190;MID.;FS=3.</td>
</tr>
<tr>
<td>11</td>
<td>2.54E+01</td>
<td>buckling ring Iseg 4 as beam on foundation. M=105;MID.;FS=3.</td>
</tr>
<tr>
<td>12</td>
<td>2.71E-01</td>
<td>buck.(SAND);simp-support smearsubstf; (0.95*altsol);FS=0.999</td>
</tr>
<tr>
<td>13</td>
<td>7.45E-02</td>
<td>buck.(SAND);simp-support inter-ring; (1.00*altsol);FS=0.999</td>
</tr>
<tr>
<td>14</td>
<td>1.96E-01</td>
<td>buck.(SAND);simp-support general buck;M=1;N=2;slope=25.;FS=0.999</td>
</tr>
<tr>
<td>15</td>
<td>4.78E-01</td>
<td>buck.(SAND);simp-support general buck;(0.85*altsol);FS=0.999</td>
</tr>
<tr>
<td>16</td>
<td>6.90E+00</td>
<td>buck.(SAND);rolling with smear rings; M=64;N=1;slope=0.01;FS=0.999</td>
</tr>
<tr>
<td>17</td>
<td>7.94E-02</td>
<td>buck.(SAND);rolling only of stringers;M=12;N=0;slope=0;FS=1.6</td>
</tr>
<tr>
<td>18</td>
<td>1.29E+00</td>
<td>buck.(SAND);hiwave roll. of stringers;M=75;N=0;slope=0;FS=1.2</td>
</tr>
<tr>
<td>19</td>
<td>1.71E+00</td>
<td>buck.(SAND); STRINGERS: web buckling;M=8;N=1;slope=0;FS=1.</td>
</tr>
<tr>
<td>20</td>
<td>7.05E+01</td>
<td>buck.(SAND); RINGS: web buckling;M=1;N=1;slope=0;FS=1.</td>
</tr>
<tr>
<td>21</td>
<td>2.99E+00</td>
<td>buck.(SAND);rolling with skin buckl.; M=1;N=1;slope=0.1756;FS=0.999</td>
</tr>
<tr>
<td>22</td>
<td>3.87E-02</td>
<td>buckling:simp-support of substring,M=1;FS=1.</td>
</tr>
<tr>
<td>23</td>
<td>1.82E+01</td>
<td>buckling:simp-support of subrings N=1;FS=1.</td>
</tr>
<tr>
<td>24</td>
<td>1.94E-01</td>
<td>buckling:simp-support altsoln4 intermajorpatch; FS=0.999</td>
</tr>
<tr>
<td>25</td>
<td>2.69E+00</td>
<td>buckling:simp-support altsoln5 skin+edgsubroll; FS=0.999</td>
</tr>
<tr>
<td>26</td>
<td>6.03E-01</td>
<td>buck.(SAND);rolling with smear substr;M=1;N=1;slope=14.29;FS=0.999</td>
</tr>
<tr>
<td>27</td>
<td>5.63E-01</td>
<td>buckling:simp-support altsoln6 inter-subring ; FS=0.999</td>
</tr>
<tr>
<td>28</td>
<td>1.02E+01</td>
<td>buck.(SAND);rolling with smear subrng;M=43;N=1;slope=0.02;FS=0.999</td>
</tr>
<tr>
<td>29</td>
<td>7.72E-01</td>
<td>buck.(SAND);rolling only of subring;M=29;N=0;slope=0.;FS=1.6</td>
</tr>
<tr>
<td>30</td>
<td>7.77E-01</td>
<td>buck.(SAND);hiwave roll. of substring;M=31;N=0;slope=0.;FS=1.6</td>
</tr>
<tr>
<td>31</td>
<td>1.16E+01</td>
<td>buck.(SAND);rolling only of subrings; M=0;N=3;slope=0.;FS=1.6</td>
</tr>
<tr>
<td>32</td>
<td>8.04E+01</td>
<td>(Max.allowable ave.axial strain)/(ave.axial strain) -1;FS=1.</td>
</tr>
<tr>
<td>33</td>
<td>2.33E-01</td>
<td>0.3333 *(Stringer spacing, b)/(Stringer base width, b2)-1;FS=1.</td>
</tr>
<tr>
<td>34</td>
<td>7.04E-01</td>
<td>1.+10.V(6)^1-V(7)^1-1</td>
</tr>
<tr>
<td>35</td>
<td>0.00E+00</td>
<td>1.+10.V(9)^1-V(10)^1-1</td>
</tr>
<tr>
<td>36</td>
<td>1.04E+00</td>
<td>1.-V(3)^1+20.V(12)^1-1</td>
</tr>
<tr>
<td>37</td>
<td>9.25E-01</td>
<td>1.-V(16)^1+20.V(18)^1-1</td>
</tr>
</tbody>
</table>
Table 14 Margins for Load case 1, Subcase 1 for the perfect optimized externally T-stiffened cylindrical shell without substiffeners for the optimum design suitable for analysis by STAGS (case name = testax3)

<table>
<thead>
<tr>
<th>Mar. No.</th>
<th>Margin Value</th>
<th>Margin Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.12E-01</td>
<td>Local buckling from discrete model-1., M=1 axial halfwaves; FS=0.99</td>
</tr>
<tr>
<td>2</td>
<td>2.37E-01</td>
<td>Bending-torsion buckling; M=1; FS=0.999</td>
</tr>
<tr>
<td>3</td>
<td>5.73E+00</td>
<td>eff.stress: matl=1, STR, Dseg=5, node=11, layer=1, z=0.2449; MID.; FS=1.</td>
</tr>
<tr>
<td>4</td>
<td>3.07E-01</td>
<td>(m=1 lateral-torsional buckling load factor)/(FS)-1; FS=0.999</td>
</tr>
<tr>
<td>5</td>
<td>1.57E-01</td>
<td>Inter-ring buckling, discrete model, n=32 circ. halfwaves; FS=0.999</td>
</tr>
<tr>
<td>6</td>
<td>5.73E+00</td>
<td>eff.stress: matl=1, SKN, Iseg=1, at:n=1, layer=1, z=0.2449; MID.; FS=1.</td>
</tr>
<tr>
<td>7</td>
<td>1.27E+00</td>
<td>buckling margin stringer Iseg.3 + Local halfwaves=8, MID.; FS=1.</td>
</tr>
<tr>
<td>8</td>
<td>4.52E-02</td>
<td>buckling margin stringer Iseg.4. Local halfwaves=8. MID.; FS=1.</td>
</tr>
<tr>
<td>9</td>
<td>2.65E-01</td>
<td>buckling stringer Iseg.3 +4 together, M=7; C=0; MID.; FS=1.4</td>
</tr>
<tr>
<td>10</td>
<td>1.48E-01</td>
<td>buckling stringer Iseg 4 as beam on foundation, M=292; MID.; FS=3.</td>
</tr>
<tr>
<td>11</td>
<td>3.53E-01</td>
<td>buck. (SAND); simp-support local buck.; (0.95*altsol); FS=0.999</td>
</tr>
<tr>
<td>12</td>
<td>2.58E-03</td>
<td>buck. (SAND); simp-support inter-ring; (1.00*altsol); FS=0.999</td>
</tr>
<tr>
<td>13</td>
<td>-3.53E-02</td>
<td>buck. (SAND); simp-support general buck; M=8; N=0; slope=0.335; FS=0.999</td>
</tr>
<tr>
<td>14</td>
<td>1.52E-01</td>
<td>buck. (SAND); simp-support general buck; (0.85*altsol); FS=0.999</td>
</tr>
<tr>
<td>15</td>
<td>1.28E+01</td>
<td>buck. (SAND); rolling with smear rings; M=152; N=1; slope=0.01; FS=0.999</td>
</tr>
<tr>
<td>16</td>
<td>5.13E-02</td>
<td>buck. (SAND); rolling only of stringers; M=18; N=0; slope=0; FS=1.6</td>
</tr>
<tr>
<td>17</td>
<td>4.74E-01</td>
<td>buck. (SAND); hiwave roll. of stringers; M=123; N=0; slope=0; FS=1.2</td>
</tr>
<tr>
<td>18</td>
<td>5.32E+01</td>
<td>buck. (SAND); rolling only axisym. rings; M=0; N=0; slope=0; FS=1.6</td>
</tr>
<tr>
<td>19</td>
<td>1.27E+00</td>
<td>buck. (SAND); STRINGERS; web buckling; M=8; N=1; slope=0; FS=1.</td>
</tr>
<tr>
<td>20</td>
<td>7.73E+03</td>
<td>buck. (SAND); RINGS: web buckling; M=1; N=8; slope=0; FS=1.</td>
</tr>
<tr>
<td>21</td>
<td>7.37E+01</td>
<td>(Max. allowable ave. axial strain)/(ave. axial strain) -1; FS=1.</td>
</tr>
<tr>
<td>22</td>
<td>2.33E+00</td>
<td>0.3333*(Stringer spacing, b)/(Stringer base width, b2)-1; FS=1.</td>
</tr>
<tr>
<td>23</td>
<td>9.27E-01</td>
<td>1.-V(3)^1+20.V(6)^1-1</td>
</tr>
<tr>
<td>24</td>
<td>-5.96E-08</td>
<td>1.-V(10)^1+20.V(12)^1-1</td>
</tr>
</tbody>
</table>
Table 15 Margins for Load case 1, Subcase 1 for the imperfect optimized externally T-stiffened cylindrical shell without substiffeners for the optimum design suitable for analysis by STAGS (case name = testax3)

<table>
<thead>
<tr>
<th>Mar. No.</th>
<th>Margin Value</th>
<th>Margin Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.73E-01</td>
<td>Local buckling from discrete model-1, M=1 axial halfwaves; FS=0.99</td>
</tr>
<tr>
<td>2</td>
<td>3.75E-01</td>
<td>Bending-torsion buckling; M=1; FS=0.999</td>
</tr>
<tr>
<td>3</td>
<td>6.72E+00</td>
<td>Eff. stress: matl=1, STR, Dseg=5, node=11, layer=1, z=0.2812; MID.; FS=1.</td>
</tr>
<tr>
<td>4</td>
<td>3.54E-01</td>
<td>(m=1 lateral-torsional buckling load factor)/(FS)-1; FS=0.999</td>
</tr>
<tr>
<td>5</td>
<td>4.74E-01</td>
<td>Ring flang buckling, discrete model, n=51, circ. halfwaves; FS=0.999</td>
</tr>
<tr>
<td>6</td>
<td>5.10E-02</td>
<td>Lo-n Ring sidesway, discrete model, n=8, circ. halfwaves; FS=0.999</td>
</tr>
<tr>
<td>7</td>
<td>6.39E+00</td>
<td>Eff. stress: matl=1, RNG, Iseg=3, at:TIP, layer=1, z=0.3626; MID.; FS=1.</td>
</tr>
<tr>
<td>8</td>
<td>1.09E+00</td>
<td>Buckling margin stringer Iseg.3. Local halfwaves=7; MID.; FS=1.</td>
</tr>
<tr>
<td>9</td>
<td>7.63E-03</td>
<td>Buckling margin stringer Iseg.4. Local halfwaves=7; MID.; FS=1.</td>
</tr>
<tr>
<td>10</td>
<td>2.06E-01</td>
<td>Buckling stringer Iseg.3+4 together, M=7; C=0.; MID.; FS=1.4</td>
</tr>
<tr>
<td>11</td>
<td>1.80E-01</td>
<td>Buckling stringer Iseg 4 as beam on foundation, M=221; MID.; FS=3.</td>
</tr>
<tr>
<td>12</td>
<td>3.00E+00</td>
<td>Buckling margin ring Iseg.3. Local halfwaves=1; MID.; FS=1.</td>
</tr>
<tr>
<td>13</td>
<td>6.61E-02</td>
<td>Bucking ring Iseg 4 as beam on foundation, M=114; MID.; FS=3.</td>
</tr>
<tr>
<td>14</td>
<td>8.69E-01</td>
<td>Buck.(SAND); simp-support local buck.; (0.95*alsol); FS=0.999</td>
</tr>
<tr>
<td>15</td>
<td>1.03E-01</td>
<td>Buck.(SAND); simp-support inter-ring; (1.00*alsol); FS=0.999</td>
</tr>
<tr>
<td>16</td>
<td>3.15E-02</td>
<td>Buck.(SAND); simp-support general buck; M=1; N=3; slope=3.4427; FS=0.999</td>
</tr>
<tr>
<td>17</td>
<td>3.86E-03</td>
<td>Buck.(SAND); simp-support general buck; (0.85*alsol); FS=0.999</td>
</tr>
<tr>
<td>18</td>
<td>1.75E+01</td>
<td>Buck.(SAND); rolling with smear rings; M=110; N=1; slope=0.01; FS=0.999</td>
</tr>
<tr>
<td>19</td>
<td>-4.77E-03</td>
<td>Buck.(SAND); rolling only of stringers; M=12; N=0; slope=0; FS=1.6</td>
</tr>
<tr>
<td>20</td>
<td>4.47E-01</td>
<td>Buck.(SAND); hiwave roll. of stringers; M=92; N=0; slope=0; FS=1.2</td>
</tr>
<tr>
<td>21</td>
<td>1.03E+00</td>
<td>Buck.(SAND); STRINGERS: web buckling; M=7; N=1; slope=0; FS=1.</td>
</tr>
<tr>
<td>22</td>
<td>3.27E+00</td>
<td>Buck.(SAND); RINGS: web buckling; M=1; N=1; slope=0.1864; FS=1.</td>
</tr>
<tr>
<td>23</td>
<td>9.45E+01</td>
<td>(Max. allowable ave. axial strain)/(ave. axial strain) -1; FS=1.</td>
</tr>
<tr>
<td>24</td>
<td>2.33E+00</td>
<td>0.3333 * (Stringer spacing, b)/(Stringer base width, b2) -1; FS=1.</td>
</tr>
<tr>
<td>25</td>
<td>7.04E-01</td>
<td>1.-V(3)(^{1})+20.V(6)(^{1})-1</td>
</tr>
<tr>
<td>26</td>
<td>8.18E-01</td>
<td>1.-V(10)^{1}+20.V(12)^{1}-1</td>
</tr>
</tbody>
</table>
Table 16 Margins for Load case 2, Subcase 1 for the imperfect optimized externally T-stiffened cylindrical shell without substiffeners for the optimum design suitable for analysis by STAGS (case name = testax3)

<table>
<thead>
<tr>
<th>Mar. No.</th>
<th>Margin Value</th>
<th>Margin Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.59E-02</td>
<td>Local buckling from discrete model-1, M=1 axial halfwaves; FS=0.999</td>
</tr>
<tr>
<td>2</td>
<td>2.77E-02</td>
<td>Bending-torsion buckling; M=1; FS=0.999</td>
</tr>
<tr>
<td>3</td>
<td>6.85E+00</td>
<td>eff.stress: matl=1, SKN, Dseg=2, node=6, layer=1, z=0.2812; MID.; FS=1</td>
</tr>
<tr>
<td>4</td>
<td>8.51E-02</td>
<td>(m=1 lateral-torsional buckling load factor)/(FS)-1; FS=0.999</td>
</tr>
<tr>
<td>5</td>
<td>5.46E-02</td>
<td>Inter-ring buckling, discrete model, n=37, circ. halfwaves; FS=0.999</td>
</tr>
<tr>
<td>6</td>
<td>6.39E+00</td>
<td>eff.stress: matl=1, RNG, Lseg=3, at: TIP, layer=1, z=0.3626; MID.; FS=1</td>
</tr>
<tr>
<td>7</td>
<td>1.56E+00</td>
<td>buckling margin stringer Lseg.3. Local halfwaves=7; MID.; FS=1</td>
</tr>
<tr>
<td>8</td>
<td>3.71E-01</td>
<td>buckling margin stringer Lseg.4. Local halfwaves=7; MID.; FS=1</td>
</tr>
<tr>
<td>9</td>
<td>5.53E-01</td>
<td>buckling stringer Lseg.3+4 together, M=7; C=0; MID.; FS=1.4</td>
</tr>
<tr>
<td>10</td>
<td>6.06E-01</td>
<td>buckling stringer Lseg 4 as beam on foundation, M=221; MID.; FS=3</td>
</tr>
<tr>
<td>11</td>
<td>3.00E+00</td>
<td>buckling margin ring Lseg.3. Local halfwaves=1; MID.; FS=1</td>
</tr>
<tr>
<td>12</td>
<td>6.61E-02</td>
<td>buckling ring Lseg 4 as beam on foundation, M=114; MID.; FS=3</td>
</tr>
<tr>
<td>13</td>
<td>4.09E-02</td>
<td>buck.(SAND); simp-support local buck.; (0.95*altsol); FS=0.999</td>
</tr>
<tr>
<td>14</td>
<td>2.69E-02</td>
<td>buck.(SAND); simp-support inter-ring; (1.00*altsol); FS=0.999</td>
</tr>
<tr>
<td>15</td>
<td>3.15E-02</td>
<td>buck.(SAND); simp-support general buck; M=1; N=3; slope=3.443; FS=0.999</td>
</tr>
<tr>
<td>16</td>
<td>7.52E-02</td>
<td>buck.(SAND); simp-support general buck; (0.85*altsol); FS=0.999</td>
</tr>
<tr>
<td>17</td>
<td>7.39E-01</td>
<td>buck.(SAND); rolling with smear string; M=1; N=14; slope=33.33; FS=0.999</td>
</tr>
<tr>
<td>18</td>
<td>1.68E+01</td>
<td>buck.(SAND); rolling with smear rings; M=112; N=1; slope=0.01; FS=0.999</td>
</tr>
<tr>
<td>19</td>
<td>3.10E-01</td>
<td>buck.(SAND); rolling only of stringers; M=12; N=0; slope=0; FS=1.6</td>
</tr>
<tr>
<td>20</td>
<td>9.10E-01</td>
<td>buck.(SAND); hiwave roll. of stringers; M=92; N=0; slope=0; FS=1.2</td>
</tr>
<tr>
<td>21</td>
<td>9.09E-02</td>
<td>buck.(SAND); rolling only of rings; M=0; N=8; slope=0; FS=1.6</td>
</tr>
<tr>
<td>22</td>
<td>6.24E-01</td>
<td>buck.(SAND); hiwave roll. of rings; M=0; N=45; slope=0; FS=1.2</td>
</tr>
<tr>
<td>23</td>
<td>1.32E+00</td>
<td>buck.(SAND); STRINGERS: web buckling; M=7; N=1; slope=0; FS=1</td>
</tr>
<tr>
<td>24</td>
<td>3.27E+00</td>
<td>buck.(SAND); RINGS: web buckling; M=1; N=1; slope=0.1864; FS=1</td>
</tr>
<tr>
<td>25</td>
<td>9.45E+01</td>
<td>(Max. allowable ave. axial strain)/(ave. axial strain) -1; FS=1</td>
</tr>
</tbody>
</table>
Fig. 1 STAGS model interring testax4p.allshells.1x3bays, mode 1, Pcr = .98903

Fig. 2 Weight during 1st execution of SUPEROPT for case=testax4p
Fig. 3 STAGS model, three nine bays.testax4p.allshells.fasteners, mode 1, Pcr = .97738

Fig. 4 STAGS model, three nine bay.testax4p.substiffbeams.majorstiffshells.410, mode 1, Pcr = 1.0259
Fig. 5 STAGS model, threexninebay.testax4p.substiffsmearred.majorstiffshells.480, mode 1, Pcr = .98903

Fig. 6 STAGS model, entireshell.testax4p.substiffsmearred.majorstiffshells.480, mode 1, Pcr = 1.0222
Fig. 7 STAGS model, entireshell.testax4p.substifsmearred.majorstiffshells.480, mode 19, $Pcr = 1.0511$

Fig. 8 STAGS model, fourth ring, entireshell.testax4p.substifsmearred.majorstiffshells.480
Fig. 9 STAGS model, entireshell.testax4p.allstiffsmeared.480, mode 1, $P_c = 1.2883$

Fig. 10 STAGS model, entireshell.testax4p.allstiffsmeared.480, mode 3, $P_c = 1.3714$
Fig. 11. End view of model in Fig. 10

Fig. 12 STAGS model, interring.testax4p.allshells.1x3bays.fasteners.480, mode 4, Pcr = 1.0278
Fig. 13 STAGS model, interring.testax4p.allshells.1x3bays.fasteners.480 mode 16, Pcr = 1.1668

Fig. 14 STAGS model, interring.testax4p.allshells.1x3bays.fasteners.480 mode 34, Pcr = 1.3113
Fig. 15 STAGS model, entireshell.testax4.substiffsmeared.majorstiffshells.480, mode 1, \( P_{cr} = 1.4468 \)

Fig. 16 STAGS model, entireshell.testax4.allstiffsmeared.480, mode 1, \( P_{cr} = 1.8058 \)
Fig. 17 STAGS model, threexninebays.testax4.allshells.fasteners.480, mode 2 $P_c r = 1.2557$

Fig. 18 STAGS model, interring.testax4.allshells.1x3bays.fasteners.480, mode 1, $P_c r = 1.2757$
Fig. 19 STAGS model, interring.testax4.allshells.1x3bays.fasteners.480, mode 3, Pcr = 1.3099

Fig. 20 PANDA2 models, optimized perfect shells with and without substiffeners

Fig. 20 PANDA2 models, optimized perfect shells with and without substiffeners
Fig 21 STAGS model, threexninebays.testax3.allshells.fasteners.480, mode 1, $Pcr = 1.0042$

Fig 22, STAGS model, threexninebays.testax3.allshells.fasteners.480.perfect, mode 1, $Pcr = 1.0042$
Fig. 23 STAGS model, testax3.perfect.allshells.480, mode 25, $P_c = 1.0606$

Fig. 24 STAGS model, testax3.perfect.allshells.480, mode 1, $P_c = 1.0512$
Experimental results on the behavior of four torsion boxes, each comprising of two stringer stiffened cylindrical graphite-epoxy composite panels that have been subjected to torsion, axial loading and their combinations are reported. The buckling and post buckling behavior of these torsion boxes demonstrated consistent results. Prior to performing the buckling tests, the initial geometric imperfections of the boxes were scanned and recorded. The tests were complemented by finite element calculations, which were performed for each box. These detailed calculations have also assisted in identifying critical regions of the boxes and the boxes were reinforced accordingly to avoid their premature failure. The tests indicated that: the torsion carrying capacity is laminate lay-up dependent; axial compression results were in very good agreement with previous tests performed with single identical panels; and that the boxes have a very high post-buckling carrying capacity.

Nomenclature

- $CCW$ = counter clockwise direction of the applied torque
- $CW$ = clockwise direction of the applied torque
- $E_{11}$ = Young's modulus in the principal direction
- $E_{22}$ = Young's modulus in the minor direction
- $G_{12}$ = shear modulus
- $L$ = total length
- $L_{ad}$ = arc length
- $L_n$ = nominal length
- $P_{const}$ = constant axial compression
- $P_{cr}$ = critical axial compression
- $R$ = panel radius
- $T_{const}$ = constant torque
- $T_{cr}$ = critical torque
- $\nu_{12}$ = major Poisson's ratio

I. Introduction

Loading of single curved panels, which represent a non-symmetric structure, in buckling tests posses a tough
problem, particularly when they represent a segment of a structure, e.g. fuselage and conclusions from the tests have to be drawn for the full structure. Therefore, though being much more complicated in testing, it is more appropriate to test symmetric closed type structures, which consist of two or more identical panels. This approach has been adopted in the present test program.

Experimental and theoretical investigations on buckling and post-buckling behavior of composite-stiffened-curved panels and shells are quite scarce (all of which are concerned with aerospace applications) and are barely documented in the open literature. Among these are the analytical and experimental studies carried out at the Aircraft Division of the Northrop Corporation, Hawthorne, California, by Agarwal\(^1\); at the NASA Langley Research Center by Knight and Starnes\(^2\); the joint programs of NASA Langley Research Center, Lockheed Engineering and Sciences Company and Boeing Commercial Airplane group and the Douglas Aircraft Company in California and the ALENIA Company in Italy which were reported by McGowan et al.\(^3\) and by Bucci and Mercuria\(^4\); the studies conducted by Israel Aircraft Industries together with the Aerospace Structures Laboratory, Technion, Israel that are discussed in Chapter 14 of (Ref. 5) and the other studies cited in this reference; and the recent studies performed within the framework of the POSICOSS consortium funded by the 5th EU initiative program, that were reported in (Refs. 6-14).

The present study presents the results of tests on four torsion boxes under various combinations of axial and shear loads, the local buckling of their skins; their behavior in post-buckling under combined loading and their collapse under torsion. These tests have also been conducted within the framework of the POSICOSS consortium. The tests aimed at demonstrating the safe operation of post-buckled composite cylindrical stiffened panels, as well as providing a data base for the development of "fast tools" for the design of this type of structures.

II. Specimens and Test Set-up

Within the framework of the POSICOSS effort, Israel Aircraft Industries (IAI) has designed and manufactured 12 Hexcel IM7 (12K)/8552(33%) graphite-epoxy stringer stiffened composite panels, using a co-curing process. The nominal radius of each panel was \(R=938\) mm and its total length \(L=720\) mm (which included two end supports having the height of 30 mm, each). The nominal test length was \(L_{\text{t}}=680\) mm and the panel arc-length was \(L_{\text{arc}}=680\) mm. The skin lay-up was quasi-isotropic \((0^\circ,\pm45^\circ,90^\circ)\_S\). Each layer had a nominal thickness of 0.125 mm. Eight of these panels were used to form 4 torsion boxes, with co-cured stringers. Each box consisted of two curved stringer-stiffened curved panels that were connected together by two flat non-stiffened aluminum side plates.

Two of the boxes comprised of panels with blade type stringers (see Fig. 1a), one box had short flange "J" type stringers (see Fig. 1b) and the 4th box had long flange "J" type stringers (see Fig. 1c). The dimensions and properties of the panels are given in Table 1.

![Figure 1 Dimensions, geometry and lay-ups of panels: (a) BOX 1 and BOX 2, (b) short flange stringer ,BOX 3, (c) long flange stringer , BOX 4](image-url)
Each panel was stiffened by 5 stringers, except for the panel with the long flange "J" type stringers which had only 4 stringers. Since each pair of panels was tested as a part of a closed box, it is assumed that by applying a torque to the box, the two panels were subjected to "identical" shear. Various tests were performed with each box before reaching its collapse under torsion, including combined axial compression and torsion loadings. For each box, the first buckling load was observed in the skin, for axial compression only, torsion only and combinations of axial compression and torsion, while the collapse test was normally performed under torsion only.

The four torsion boxes were tested at the laboratory of Politecnico di Milano employing their controlled position and loading equipment [6] (see Fig. 2).

The way the shear stresses were introduced into the torsion boxes is schematically depicted in Fig. 3. Four aluminum blocks were bolted to the upper and lower heavy loading plates of the loading machine. The blocks were closely tightened against the aluminum loading end pieces of the boxes. Thus, when rotating the lower loading plate of the machine, the loading blocks bolted to it reacted against the lower box end pieces and thus introduced torsion into the lower end of the box. At the same time the aluminum loading blocks, which were bolted to the fixed upper machine loading plate, reacted against the upper box end pieces and prevented the upper end of the box from rotating. Thus the box was exposed to a couple that introduced a torque into it and consequently uniform shear stresses into the curved panels.

Prior to performing the buckling tests, a comprehensive failure analysis of the torsion boxes was conducted, indicating high local stresses at the corners of each panel. Those corners were subsequently reinforced locally, outside and inside, by bonded aluminum patches (see Fig. 4).

During the tests, the values of axial displacement, rotation, axial compression load and torque of the box were measured by LVDT’s and a load cell.

Eighty strain gages were bonded back to back, both on the skin and on the stringers of each panel. The strain gages map and the LVDT’s locations are shown in Fig. 5, while Fig. 6 depicts a photo of the panel with the bonded strain gages.

<table>
<thead>
<tr>
<th>Stringer type</th>
<th>Blade</th>
<th>Small flange &quot;J&quot;</th>
<th>Large flange &quot;J&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specimens</td>
<td>BOX1, BOX2</td>
<td>BOX3</td>
<td>BOX4</td>
</tr>
<tr>
<td>Total panel length</td>
<td>720mm</td>
<td>720mm</td>
<td>720mm</td>
</tr>
<tr>
<td>Free panel length</td>
<td>660mm</td>
<td>660mm</td>
<td>660mm</td>
</tr>
<tr>
<td>Radius</td>
<td>938mm</td>
<td>938mm</td>
<td>938mm</td>
</tr>
<tr>
<td>Arc length</td>
<td>680mm</td>
<td>680mm</td>
<td>680mm</td>
</tr>
<tr>
<td>Number of stringers</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Stringer distance</td>
<td>136mm</td>
<td>136mm</td>
<td>174mm</td>
</tr>
<tr>
<td>Laminate lay-up of skin</td>
<td>[0,45,−45,90]s</td>
<td>[0,45,−45,90]s</td>
<td>[0,45,−45,90]s</td>
</tr>
<tr>
<td>Laminate lay-up of stringer</td>
<td>[45,−45,0]s, 3</td>
<td>[45,−45,0]s, 3</td>
<td>[45,−45,0]s, 3</td>
</tr>
<tr>
<td>Ply thickness</td>
<td>0.125mm</td>
<td>0.125mm</td>
<td>0.125mm</td>
</tr>
<tr>
<td>Type of stringer</td>
<td>blade</td>
<td>J-stringer</td>
<td>J-stringer</td>
</tr>
<tr>
<td>Stringer height</td>
<td>20mm</td>
<td>20.5mm</td>
<td>20.5mm</td>
</tr>
<tr>
<td>Stringer feet width</td>
<td>60mm</td>
<td>60mm</td>
<td>60mm</td>
</tr>
<tr>
<td>Stringer flange width</td>
<td>10mm</td>
<td>20mm</td>
<td></td>
</tr>
<tr>
<td>$E_{11}$</td>
<td>147300 N/mm$^2$</td>
<td>147300 N/mm$^2$</td>
<td>147300 N/mm$^2$</td>
</tr>
<tr>
<td>$E_{22}$</td>
<td>11800 N/mm$^2$</td>
<td>11800 N/mm$^2$</td>
<td>11800 N/mm$^2$</td>
</tr>
<tr>
<td>$G_{12}$</td>
<td>6000 N/mm$^2$</td>
<td>6000 N/mm$^2$</td>
<td>6000 N/mm$^2$</td>
</tr>
<tr>
<td>$\nu_{12}$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>
Figure 2- The loading equipment at the laboratory of Politecnico di Milano

Figure 3- Schematic drawing of the torsion box, indicating the way torsion is transferred into the curved stringer stiffened panels
Figure 4- Panel A of Box-3 in the set up for measurement of initial geometric imperfections. Note the four aluminum reinforcements at the corners of the panel.

Figure 5– Typical strain gages and LVDT's locations: a. external view, b. internal view
III. Results

Tables 2-5 summarize the experimentally observed buckling loads of the four torsion boxes. Typical results experienced in the tests are presented next. The experimental and numerical interaction curves obtained for the first buckling loads of BOX 1-BOX 4 (skin buckling) are presented in Figs. 7a-d. One should note the asymmetry of the numerical interaction curve calculated using the MSC NASTRAN finite element code, even for the blade type stringer stiffened panels. This asymmetry was barely experienced during the tests on the torsion boxes having blade type stringers, BOX 1 and BOX 2. It was more noticeable in the tests with BOX 3, with the smaller "J" stiffeners (see Fig. 7c) and quite pronounced in the tests of BOX 4 with large J stringers (see Fig. 7d).

Typical measurements of the strain gages are given in Fig. 8. It presents the results experienced by three pairs of strain gages (for reference see Fig. 5) of panel A BOX 1: gages 25 and 26 on the skin closer to the lower edge of the panel, gages 29 and 30 on the skin near the upper end of the panel and gages 63 and 64 located at the middle of the fifth blade type stringer. The results (see Table 2) are presented for axial compression only (Test 1), clockwise torsion only (Test 3) and combined axial compression and counter clockwise torsion (Test 6) in Figs 8a-c, respectively. For comparison, the counterpart strain gages readings of panel B BOX-1 are also presented in Figs. 8d-f at the same combinations of loading. Note that to make a correct comparison for the case of torsion only (Test 3), the readings of strain gages 7-8, 11-12, 69-80 of panel B were compared with their counterpart strain gages 25-26, 29-30 and 63-64 (see Fig. 5), respectively. As one can see, the readings of the strain gages on both panels, A and B of BOX 1 seem very similar, thus indicating that introduction of the loads into both panels was equal and balanced.

Moiré fringes, as shown in Fig. 9, were used to detect and identify the buckling and post-buckling patterns of each panel. Figs. 9a-h present the behavior and the associated changes in deformation patterns that was observed with increase in load.

Fig. 10 presents the typical collapse mode that was observed for panel A of Box 1.

Readings of the twist angle vs. the applied torsion that was observed in the collapse test of BOX 1 are presented in Fig. 11.
The experimental results were compared with predictions obtained by the finite element analyses performed using the ABAQUS code. Fig. 12 shows the moment as a function of the circumferential displacement (representing the twist angle), obtained by the ABAQUS code. The mode shapes at various critical points were also calculated. The numerical first skin buckling torque for BOX 1 and BOX 2 was evaluated at 13.2 kNm. It is in good agreement with the experimental ones, measured at 12.5 kNm and 14 kNm, respectively (see Tables 2 & 3). Collapse for this type of boxes was numerically obtained at 50 kNm, which is comparable with the experimental value experienced at 47.4 kNm for BOX 1 (see Table 2).

To increase the accuracy of the numerical predictions, the refined F.E. model of Fig. 13 was used. This model was employed for the numerical predictions of Figs. 7a-d. It is simulating the connections and the stiffening of the side flat aluminum panels as can be seen in Fig. 14.

To simulate the connections and the stiffening of the side flat aluminum panels (see Fig. 14), four rows of nodes (three rows of elements) at the bottom part of the composite panels were clamped, whereas four rows of nodes at the upper part of the panel (three rows of elements) were connected together to form a rigid body with a reference node at the center of the box (see Fig. 13). The axial force and the torsion moment were applied at this reference node. The side flat aluminum panels were 3.3 mm thick and were connected with the composite panels 7 mm beneath the rigid body, so that no direct axial force was introduced into them during loading (see detail I and view A of Fig. 13). All of the elements of the model were “CQUAD4” shell type elements. For BOX 1 and BOX 2 11096 elements were used, while for BOX 3 and BOX 4 11816 elements and 10872 elements were employed, respectively. In general, the FE predictions yielded by this model that were applied in the present test program were found to be in good correlation with the experimental observed results for all of the loading combinations.

<table>
<thead>
<tr>
<th>Test No.</th>
<th>Initial P const. (kN)</th>
<th>Initial T const. (kN)</th>
<th>Panel A Pcr(kN) or Tcr (kNm)</th>
<th>Panel B Pcr(kN) or Tcr (kNm)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>P&lt;sub&gt;c&lt;/sub&gt;=240.6</td>
<td>P&lt;sub&gt;c&lt;/sub&gt;=268</td>
<td>Pure axial compression test</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>0</td>
<td>-</td>
<td>T&lt;sub&gt;c&lt;/sub&gt;=12.5 (P&lt;sub&gt;const&lt;/sub&gt;=10.5)</td>
<td>CCW* “pure” torsion test</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>0</td>
<td>-</td>
<td>T&lt;sub&gt;c&lt;/sub&gt;=13.0 (P&lt;sub&gt;const&lt;/sub&gt;=13.3)</td>
<td>CW** “pure” torsion test</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>9 (CCW)</td>
<td>P&lt;sub&gt;c&lt;/sub&gt;=54.5 (T&lt;sub&gt;const&lt;/sub&gt;=9)</td>
<td>P&lt;sub&gt;c&lt;/sub&gt;=34 (T&lt;sub&gt;const&lt;/sub&gt;=9)</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>6 (CCW)</td>
<td>-</td>
<td>P&lt;sub&gt;c&lt;/sub&gt;=85 (T&lt;sub&gt;const&lt;/sub&gt;=6)</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>3 (CCW)</td>
<td>-</td>
<td>P&lt;sub&gt;c&lt;/sub&gt;=190 (T&lt;sub&gt;const&lt;/sub&gt;=3)</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>7</td>
<td>85</td>
<td>0</td>
<td>-</td>
<td>T&lt;sub&gt;c&lt;/sub&gt;=5.2 (P&lt;sub&gt;const&lt;/sub&gt;=85)</td>
<td>Constant axial compression, buckling under torsion (CCW)</td>
</tr>
<tr>
<td>8</td>
<td>34</td>
<td>0</td>
<td>-</td>
<td>T&lt;sub&gt;c&lt;/sub&gt;=7.6 (P&lt;sub&gt;const&lt;/sub&gt;=34)</td>
<td>Constant axial compression, buckling under torsion (CCW)</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>0</td>
<td>T&lt;sub&gt;c&lt;/sub&gt;=47.4 (P&lt;sub&gt;const&lt;/sub&gt;=18.5)</td>
<td>T&lt;sub&gt;c&lt;/sub&gt;=47.4 (P&lt;sub&gt;const&lt;/sub&gt;=18.5)</td>
<td>Collapse under torsion (CCW) with a small axial compression</td>
</tr>
</tbody>
</table>

*CCW –Counter clockwise; **CW – Clockwise
### Table 3- Experimental Buckling Loads – BOX 2

<table>
<thead>
<tr>
<th>Test No.</th>
<th>Initial P const. (kN)</th>
<th>Initial Tconst. (kNm)</th>
<th>Panel A Pcr(kN) or Tcr (kNm)</th>
<th>Panel B Pcr(kN) or Tcr (kNm)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$P_{cr} = 231.0$</td>
<td>-</td>
<td>Pure axial compression test</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>0</td>
<td>$T_{cr} = 14.0$ (P$_{const} = 16.2$)</td>
<td>$T_{cr} = 18.0$ (P$_{const} = 18.0$)</td>
<td>CCW &quot;pure&quot; torsion test</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>0</td>
<td>-</td>
<td>$T_{cr} = 18.0$ (P$_{const} = 18.0$)</td>
<td>CW &quot;pure&quot; torsion test</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>0</td>
<td>$T_{cr} = 12.0$ (P$_{const} = 60$)</td>
<td>$T_{cr} = 12.0$ (P$_{const} = 60$)</td>
<td>Constant axial compression, buckling under torsion (CCW)</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>0</td>
<td>$T_{cr} = 7.4$ (P$_{const} = 120$)</td>
<td>$T_{cr} = 7.4$ (P$_{const} = 120$)</td>
<td>Constant axial compression, buckling under torsion (CCW)</td>
</tr>
<tr>
<td>6</td>
<td>180</td>
<td>0</td>
<td>$T_{cr} = 4.0$ (P$_{const} = 180$)</td>
<td>-</td>
<td>Constant axial compression, buckling under torsion (CCW)</td>
</tr>
<tr>
<td>7</td>
<td>180</td>
<td>0</td>
<td>$T_{cr} = 48.0$ (P$_{const} = 182$)</td>
<td>$T_{cr} = 48.0$ (P$_{const} = 182$)</td>
<td>Collapse under torsion (CCW) with a large axial compression</td>
</tr>
</tbody>
</table>

### Table 4- Experimental Buckling Loads – BOX 3

<table>
<thead>
<tr>
<th>Test No.</th>
<th>Initial P const. (kN)</th>
<th>Initial Tconst. (kNm)</th>
<th>Panel A Pcr(kN) or Tcr (kNm)</th>
<th>Panel B Pcr(kN) or Tcr (kNm)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>0</td>
<td>$T_{cr} = 12.8$ (P$_{const} = 13.5$)</td>
<td>-</td>
<td>CCW &quot;pure&quot; torsion test</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>0</td>
<td>$T_{cr} = 15.0$ (P$_{const} = 16.2$)</td>
<td>$T_{cr} = 20.0$ (P$_{const} = 16.3$)</td>
<td>CW &quot;pure&quot; torsion test</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>$P_{cr} = 150.0$</td>
<td>$P_{cr} = 200$</td>
<td>Pure axial compression test</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4 (CCW)</td>
<td>$P_{cr} = 87.0$ (T$_{const} = 4$)</td>
<td>-</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>7.5 (CCW)</td>
<td>$P_{cr} = 65.0$ (T$_{const} = 7.5$)</td>
<td>$P_{cr} = 68.0$ (T$_{const} = 7.5$)</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>11 (CCW)</td>
<td>$P_{cr} = 50.6$ (T$_{const} = 7.5$)</td>
<td>$P_{cr} = 50.6$ (T$_{const} = 7.5$)</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>0</td>
<td>$T_{cr} = 51.2$ (P$_{const} = 21.3$)</td>
<td>$T_{cr} = 51.2$ (P$_{const} = 21.3$)</td>
<td>Collapse under torsion (CCW) with a small axial compression</td>
</tr>
</tbody>
</table>
Table 5- Experimental Buckling Loads – BOX 4

<table>
<thead>
<tr>
<th>Test No.</th>
<th>Initial $P_{\text{const.}}$ (kN)</th>
<th>Initial $T_{\text{const.}}$ (kNm)</th>
<th>Panel A $P_{\text{cr}}$(kN) or $T_{\text{cr}}$ (kNm)</th>
<th>Panel B $P_{\text{cr}}$(kN) or $T_{\text{cr}}$ (kNm)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$P_{\text{cr}}$=115.0</td>
<td>$P_{\text{cr}}$=115.0</td>
<td>Pure axial compression test</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0</td>
<td>$T_{\text{cr}}$=8.0</td>
<td>$T_{\text{cr}}$=8.0</td>
<td>CCW &quot;pure&quot; torsion test</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>0</td>
<td>$T_{\text{cr}}$=22.0</td>
<td>$T_{\text{cr}}$=16.0</td>
<td>CW &quot;pure&quot; torsion test</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4 (CCW)</td>
<td>$P_{\text{cr}}$=70.0</td>
<td>$P_{\text{cr}}$=50.0</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>2 (CCW)</td>
<td>$P_{\text{cr}}$=80.0</td>
<td>$P_{\text{cr}}$=74.0</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>6 (CCW)</td>
<td>$P_{\text{cr}}$=50.0</td>
<td>$P_{\text{cr}}$=60.0</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>7</td>
<td>60</td>
<td>0</td>
<td>$T_{\text{cr}}$=5.4</td>
<td>$T_{\text{cr}}$=3.0</td>
<td>Constant axial compression, buckling under torsion (CCW)</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>8 (CW)</td>
<td>$P_{\text{cr}}$=130.0</td>
<td>$P_{\text{cr}}$=121.0</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>12 (CW)</td>
<td>$P_{\text{cr}}$=126.0</td>
<td>$P_{\text{cr}}$=70.0</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>4 (CW)</td>
<td>$P_{\text{cr}}$=120.0</td>
<td>$P_{\text{cr}}$=130.0</td>
<td>Constant torsion, buckling under axial compression</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>0</td>
<td>$T_{\text{cr}}$=69.0</td>
<td>$T_{\text{cr}}$=69.0</td>
<td>Collapse under torsion (CCW) with a small axial compression</td>
</tr>
</tbody>
</table>

Figure 7– Typical experimental and numerical interaction curves: (a) BOX 1, (b) BOX 2, (c) BOX 3, (d) BOX 4
Figure 8- Typical strain gages measurements for axial compression and torsion:

a. Test 1, b. Test 3, c. Test 6– panel A BOX 1; d. Test 1, e. Test 3, f. Test 6– panel B BOX 1
Figure 9- Typical post-buckling patterns in Test 11 of BOX 4, constant axial compression 10 kN and increasing torque: a-d panel A at 24, 28, 32 and 36 kN-m, f-h panel B at 24, 28, 32 and 36 kN-m, respectively.
Figure 10- Typical collapse pattern – BOX 1

Figure 11- Torque vs. rotation angle – BOX 1
Figure 12- ABAQUS results: torque vs. circumferential displacement and associated mode shapes at various critical points – BOX 1 and BOX 2
Figure 13- Refined finite element model

Figure 14- Details of the stiffening and the connections of the side flat aluminum plate
IV. Conclusions

The behavior of four torsion boxes, each comprising of two stringer stiffened cylindrical graphite-epoxy composite panels that have been subjected to torsion, axial loading and their combinations, have been investigated both experimentally and numerically.

The buckling and post buckling behavior of these torsion boxes demonstrated consistent results.

Detailed finite element calculations have assisted in identifying critical regions of the boxes and the boxes were reinforced accordingly to avoid their premature failure.

The tests indicated that the torsion carrying capacity is laminate lay-up dependent , axial compression results were in very good agreement with previous tests performed with single identical panels and that the boxes have a very high post-buckling load carrying capacity.

Comparisons of the experimentally experienced buckling loads with those predicted numerically by finite element analyses were found to be in good agreement.
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1. Introduction

**Historical notes**

This paper is about shells with cracks and their behavior under load. It presents an overview of methods and modeling features by which residual strength issues concerning shell structures damaged by through cracks can be analyzed.

The methods that we want to discuss are imbedded in the STAGS, the finite element code that for so many years was supported (and used) by the structures group at NASA Langley under the leadership of Dr. James Starnes. Jim Starnes and his co-workers contributed enormously to its development over a period of many years, in particular, the crack analysis package. This review is therefore dedicated to his involvement in the creation of this set of methods.

Jim Starnes interest in the STAGS program (Structural Analysis of General Shells) began early, that is in the years that the first versions of it appeared under the leadership of the late Bo Almroth, at the Lockheed Missiles and Space Co., Palo Alto in 1971. At first the development was exclusively focused on the analysis of shell buckling problems. Indeed, for many years STAGS was considered “the shell stability” code amongst the solid mechanics computer codes then in existence.

At about 1986, STAGS had undergone several stages of evolution the most important of which was the transition from finite difference schemes to finite elements for the modeling part. It must have been about this time that the development of STAGS as an analysis tool took a turn into broader direction.

The first analysis carried out with STAGS that involved a shell with cracks appeared in. It took place at the NLR where the C1 version of the code was used to verify the (then) growing suspicion that the available methods of those days overestimated the crack tip intensity factors for (long) through cracks in pressurized cylindrical shells considerably.

Although this initial investigation was primitive and based on a great deal of improvisation, the results were convincing and they led to a number of important conclusions of which we mention here two. First of all, it was shown that - for problems of this kind - it was imperative that the analysis be embedded in a full geometrical nonlinear setting in order to get reliable results. Secondly, the STAGS code as it stood was not really equipped to deal with crack problems routinely and needed badly some extensions to facilitate analysis. The latter conclusion ultimately led to a co-operation between the NLR (later Delft University, the Netherlands) and the developers of STAGS at the (then) Lockheed Missiles and Space Co. in Palo Alto in the ensuing years.

At first this joint effort was aimed at the development of methods that could determine the crack tip stress intensity factors routinely and accurately for through cracks that were present in build up shell structures. The development also addressed several modeling issues that arose in this particular branch of analysis.

*The National Aerospace Laboratory, Amsterdam, The Netherlands*
One of the very first additions concerned the implementation of the contour integral method for Mode I stress intensity factors for cracks in shells\textsuperscript{5}. This feature was later replaced by a much simpler approach that extracted the K-factors from the determination of the energy release rate during crack extension\textsuperscript{6}.

The energy release rate method is based on the concept of releasing the crack tip master and slave nodes whereby during decoupling process the energy that is freed is computed by integration. This integration method makes it possible to distinguish between the various modes of cracking, thus enabling the user to obtain five independent stress intensity factors. In spite of its simplicity, the accuracy of the method turned out to be quite satisfactory as long as the mesh of the discretization of the domain in which the crack resided was chosen sufficiently dense\textsuperscript{6,7}.

Once its usefulness was verified, the release method immediately led to another feature that enabled the user to conduct crack growth simulation. Because master and slave nodes along a string of double nodes could be released sequentially, a mechanism for a growing crack was established that was simple, but nevertheless very useful in many practical applications.

In this period of development some incidents in the world of aviation – in particular the extraordinary Aloha accident in 24 April 1988 - prompted the US government to start an investigation into the early detection and prevention of potentially dangerous structural problems in the existing (aging) fleet of airliners; in particular, problems that could be attributed to fatigue. As is well known, the structures group of NASA under Jim’s Starnes guidance got involved in this activity in a major way\textsuperscript{9-14}. We also observe that the STAGS code played an important role in these investigations and that during this period more and more additional capabilities were added to the code.

Indeed, Jim’s interest, encouragement and support for our attempts to improve the code at that time became much more focused. What we particularly remember and value about his involvement is the un-relented confidence he showed in our abilities to further the code in a direction we all considered to be useful and important. It is safe to say that without his support and encouragement the features described in the sequel would not have been in the code today.

**Contents of the paper**

The aim of the present discussion is to give an overview of STAGS capabilities with respect to the problem of the evaluation of the residual strength of cracked shells under various loading conditions. We will describe the code’s potential, and its limitations in this particular area of analysis.

The organization of the paper is as follows. First a short overview is given of the typical mechanical aspects of the behavior of a through crack in a pressurized shell. After that the various features for the modeling and solution phase are described. The paper is closed by a discussion of residual strength calculations involving two cylindrical shell models that contain one and two longitudinal cracks.
2. Basic Conceptual Aspects of the Cracked Cylinder Problem

*The bulge effect*

The stress distribution in a thin-walled infinitely long cylindrical shell under internal pressure is given by:

\[
\sigma_x = \frac{pR}{2t}; \quad \sigma_y = \frac{pR}{t}
\]  

(1)

In this formula \(p\) is the internal pressure, \(R\) is the radius of the shell and \(t\) its thickness.

In this first approximation of the actual situation in a fuselage shell, the largest of the two principal stresses, - the hoop stress \(\sigma_y\) - is twice as large as the axial stress \(\sigma_x\). In the case the shell is reinforced with stiffeners as it is done in airplane fuselages, the stress distribution is no longer uniform and the peak values of the stress components \(\sigma_x\) and \(\sigma_y\) are reduced as compared to the situation in the un-stiffened case (at the same value of the pressure \(p\)). But for the hoop stress \(\sigma_y\) this reduction is only marginal; the order of magnitude of it is about 12\%, except in the neighborhood of the bulkheads of the shell where the reduction can be larger. Thus if the loading of the shell is restricted to internal pressure, the hoop stress remains – approximately - the principal and maximal stress component in the shell. It is this stress state that causes cracks in a fuselage loaded by internal pressure to grow longitudinally rather than tangentially (Figure 1).

![Figure 1 Fuselage crack](image)

It is well known that cracks in curved thin walled shells under internal pressure not only open up in the plane tangential to the shell at the crack but also bulge out; i.e., they show a deformation accompanied by normal (outward) displacements of the crack faces (Figure 2). At first sight, one may be tempted to conclude that - because the direction of this load agrees with the outward bulging displacements - it is the internal pressure that causes the bulging deformation. It turns out however, that this supposition is not correct. A metal sheet pulled around a cylindrical mandrill containing a crack will also show a bulging of the crack faces as can easily be demonstrated by experiment. The cause of the bulging must therefore be explained by the curvature of the shell...
in the plane that cuts the shell perpendicularly to the crack. It is the redistribution of the internal stress field in the neighborhood of the crack that must satisfy the zero hoop stress condition along the crack faces that causes this “out of the plane” deformation.

As compared to an identical crack in an a flat plate of the same thickness loaded in such a way that the state of stress (1) holds in the far field, the crack tip stress intensity of the crack in the cylindrical panel is larger. This holds particularly for the mode I stress intensity factor $K_I$ defined by:

$$K_I : \sigma_y = K_I \frac{1}{\sqrt{r}} \Phi_y(r, \varphi) + O(\sqrt{r})$$

(2)

where $r, \varphi$ are the coordinates of a polar coordinate system with origin at the crack tip, and $\Phi$ depicts the distribution of the hoop stress $\sigma_y$ in the immediate neighborhood of the crack tip. The amplification can be expressed by the ratio:

$$\beta = \frac{K_{I\text{cyl}}}{K_{I\text{plate}}} > 1$$

(3)

The factor $\beta$ is called the bulge factor. In the case (1) discussed here this factor is always larger than zero.

**Geometrical nonlinear effect**

In elasticity it was probably Folias\(^{15}\) who first obtained the solution of the stress intensity factor $K_I$ for a longitudinal crack in an infinitely long cylinder under internal pressure. This solution was obtained within the framework of linear elastic shell theory. As it turned out, it can be relied upon only for relatively small cracks. For larger cracks, a geometrically nonlinear effect comes into play that substantially reduces the bulge effect with respect to the value obtained by linear theory. Please note that by large cracks, we mean - without claiming rigor - that the characteristic parameter $\alpha$ satisfies the inequality $\alpha > 2$, where $\alpha$ is defined by\(^{15}\).

$$\alpha = \frac{2\sqrt{12(1-\nu^2)}}{a} \sqrt{\frac{a^2}{Rt}}$$

(4)

In this expression, $2a$ is the crack length, $t$ and $R$ are the thickness and radius of the shell respectively - as before - while it is further supposed that $R \gg t$.

It is noted that this particular effect is due to the same type of mechanism that can cause thin walled panels to buckle if they are loaded in compression. But, in contrast to the buckling problem, for the crack problem featured in this example, the nonlinear mechanism works as a *stiffening effect*.

When the crack opens under increasing load (figure 2), the emerging bulge requires the fibers along the crack faces to elongate and this stretching is met with considerable resistance. In other
words the more the crack opens the more resistance it generates against this deformation. This stiffening effect is proportional to the square of the displacement in normal direction and thus increases super-linearly with the amplitude of the bulge.

Under the conditions sketched here, the difference between the linear theory and the geometric non-linear theory can be of the order of magnitude (2-4) in the sense that the linear theory over estimates the linear theory substantially. This explains why - for thin shells - geometrically linear theory is not sufficient to describe the conditions at the crack tip adequately.

**Plasticity at the crack tip**
In ductile materials a plastic zone develops around the crack tip when the loading is applied. This plastic zone grows under increasing load and moves when the crack advances (Figure 3).

The yielding process thus absorbs part of the energy that is supplied to the structure by the external load. Similarly, when the crack advances, the energy release that is available to create the new fracture surface in the growth process is partly absorbed by the yielding of initially elastic material immediately ahead of the crack. This energy absorption and the accompanying accumulation of plastic strains is the reason why ductile materials can exhibit stable crack growth under increasing load.

### 3. Modeling Features

**The shell model**
The shell elements that are available in STAGS are all based on small strain - large displacement/rotation theory, a theory that was finalized in [16, 17]. They are capable to model a large class of engineering structures including structures that suffer from small scale (strain) yielding. The basic restriction that may influence the results of the crack models adversely in the present case is the condition that the state of stress in the shell is approximately two-dimensional. More precisely, the theory assumes that a plane state of stress exists throughout the shell, which is an
assumption that is clearly violated in the immediate surrounding of a crack tip. In what way this restriction can be overcome in STAGS is discussed later.

**Stiffeners**

Stiffeners can be modeled in various ways in the code but the best way is by means of the same shell elements that are used for the fuselage shell. In many applications this is the only way to guarantee sufficient accuracy. This fact is related to the circumstance that stiffeners in aircraft structures are usually very slender and made of extrusions with wall thicknesses comparable to - or smaller than - that of the fuselage skin.

![Stiffeners](image.png)

**Figure 3 Plasticity effect**

**The Plasticity Model**

The STAGS code is equipped with the fraction model that was originally proposed by Besseling. In this model, the state of stress of a material point of the body under investigation can be subdivided in components (called fractions), each of which possesses its own yield function and flow rule. The fractions all undergo the same strain; this is the state of strain of the material point under consideration. In the STAGS code, the individual fractions are treated as elastic-perfectly plastic whereby each fraction has its own yield stress and corresponding strain.

The number of fractions is open to choice of the user. It determines the accuracy of the discrete analog of the experimentally determined stress strain curve of the material in question (see also figure 6). The discrete form of the stress strain curve determines the parameters that govern the behavior of each fraction and, in fact, the behavior of the integrated model. One of the attractive features of Besseling model is its capability to represent cyclic loading and unloading.

To integrate the plastic stress for the computation of the nodal force residuals, STAGS uses the well-known radial return method. A comprehensive description of this method and its implemen-
tation can be found in\textsuperscript{19} (although in STAGS this method has been applied with some minor adaptations).

\textbf{The Crack model}

The cracks discussed here are defined along predetermined paths drawn along the shell reference surface. In the un-deformed state, the fracture surfaces of these cracks (only through cracks are considered) are cut by the normals to the reference surface along the fracture path. The curves that define the cracks in this way always coincide with parts of the mesh distribution in the sense that they pass through a string of twin nodes belonging to two sets of elements that reside on either side of the string. The mechanism by which the crack advances consists of releasing the slave node from its master at the crack tip into the direction of growth.

The cracks therefore, cannot be chosen independently of the mesh and, what was already mentioned, they must grow along the paths initially determined by the discretization scheme. The simulation of a crack growing process whereby the crack will seek its progress on the basis of an autonomous criterion, i.e. a criterion that determines the size and direction of the crack tip advance, is outside the scope of the present capabilities.\footnote{There are two ways to address the problem of a self-seeking crack growth simulation. One makes use of a remeshing scheme after each step of the growth process the other uses special elements that makes it possible for a crack to grow through the element across element boundaries. These refinements are complicated however and come at a price.}

Notwithstanding this restriction, we claim that the crack growth models along predetermined paths are very useful in many engineering applications, in particular, in residual strength calculations. The reason for this is that even in this constrained set of possibilities it is still possible to enact simulations that reveal great deal of the potential danger or - absence thereof - of the damaged structure under investigation.

\section*{4. Solution Methods}

\textit{Crack tip stress intensity parameters}

Although the simulations do not necessarily depend on the crack tip parameters that are called stress-intensity factors, STAGS compute these factors routinely at any step of the crack advancing process. For the shell model, five independent intensity parameters are identified\textsuperscript{6}. They are associated with two in-plane modes of deformation, one transverse shearing mode and two bending modes. The standard way these intensity factors are computed is by computing the energy release during crack advance, a method that has been proved to be dependable and very easy to apply.

\textit{Crack growth simulation}

The initial crack at the start of the computations is defined along a string of master and slave nodes that represents at the same time the boundary between two sets of elements. By decoupling the master and slave nodes along a certain stretch of this string the through crack in the shell model is created. Growth of the crack is accomplished by successively releasing the master and slave nodes at the crack tip and beyond. The instant at which the release is carried out depends on the crack growth criterion applied. At present only the “crack opening angle”(CTOA) crite-
The path following procedure for the residual strength problem

In principle, the cracked structure under load can display three distinct forms of behavior (see Figure 4, where this behavior is sketched in the crack-length versus load domain). Phase I: Initially, the structure deforms but the crack does not change its length (no growth situation) when the load is applied. Phase II: The crack grows under variation of the load but stably, i.e., whenever the load variation is arrested the crack remains stationary in length and the same can be said about the overall deformation of the damaged structure. Phase III: The load (and with it the deformation and crack length) reaches a value \((\lambda_c, \mu_c)\) beyond which the crack becomes unstable; i.e., the growth of the crack becomes uncontrollable under fixed load and an explosive extension of the crack occurs. This corresponds to a jump in the structures state of deformation to IV. The last process (III) may or may not end in destruction of the structure. If crack arrest occurs after the transient process (ending at branch IV, figure 4) the structure may again be loaded in a stable, quasi-static fashion. Continued loading is then again of the type I or II (we mean here that IV is equivalent to I or II because these branches are all stable).

Figure 4 Types of behavior

The solution procedure in STAGS selected for this problem computes the stable branches (I and II) of the equilibrium states of the damaged structure until collapse occurs. Once the crack becomes unstable, this process is automatically followed by the computation of an approximation of the transient jump III (by successive load relaxation) until the crack becomes stable again). It is noted that there is an alternative procedure available that enables the user to compute the unstable equilibrium states (for descending values of the load) beyond the unstable limit point \((\lambda_c, \mu_c)\) but this strategy was not used here because it is presently only applicable to a single crack.
5. Examples and Conclusion

Cylindrical fuselage panel
In earlier reports we presented results of residual strength calculations for a center cracked plate for which extensive test data were available. In this paper we will discuss an example problem that has a more direct bearing with the problem of a longitudinal crack in a fuselage. It concerns a computational model the concept of which is borrowed from the model discussed in 3, 4.

Consider a cylindrical shell, infinitely long, equipped by equidistant ring stiffeners, which is damaged by cracks periodically distributed over the domain of the shell. The distribution of the cracks is fixed by the following stipulation. The cracks are longitudinal and their positions are symmetrically positioned with respect to the middle of the bays. The arrangement above is repeated evenly, \( n = 16 \) times over the circumference of the shell.

In this model, the presence of the ring stiffeners is approximated by enforcing the kinematical condition that at their locations \( x = \pm k \times 1/2L \), the normal displacement \( w = 0 \). (This condition is far too severe in comparison with the actual situation in stiffened fuselage but good enough for this model). The loading of the shell is internal pressure with the nominal value taken from what appears to be the standard in airliners at cruising altitude.

The periodic model defined above allows us to focus on a segment of the shell pictured in figure 5; which has a length of \( L/2 = 24 \) inch and covers a sector along the circumference of \( \varphi = 22.50^\circ \). The boundary conditions are dictated by the various symmetry conditions that then apply. The loading is introduced in such a way that if there were no stiffeners and no cracks, the state of stress conforms to that of the state of stress in the infinitely long cylinder in compression, i.e., that what is given by equation (1). Although the precision of the description given here is not particularly important for the demonstration we want to present, it is included here to provide insight to the background of the given formulation.

With this model we attempt to simulate the behavior of longitudinal cracks in a shell segment that could be taken from a bay of a typical fuselage shell, a bay that is bordered by two ring stiffeners and two stringers. We believe that this model presents the most important mechanical aspects of the centrally cracked bay panel in a stiffened shell.

Specification of the model
The dimensions, physical properties and loading of the panel are given by:

<table>
<thead>
<tr>
<th>Geometry</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bay length ( L ) (only half of it is taken in our model)</td>
<td>24. inch</td>
<td></td>
</tr>
<tr>
<td>Arc-length sector ( \varphi L )</td>
<td>28.67 inch</td>
<td></td>
</tr>
<tr>
<td>Radius ( R )</td>
<td>73. inch</td>
<td></td>
</tr>
<tr>
<td>Wall-thickness</td>
<td>0.04 inch</td>
<td></td>
</tr>
</tbody>
</table>
**Material properties**

Notation: $E$ is modulus of Elasticity, $\nu$ is Poisson’s ration, $\rho$ is weight density, $\varepsilon(i)$, $\sigma(i)$; $i = 1, 2, ..., 5$ are points in the (uni-axial) stress strain diagram of the material representing the discrete form of the actual stress strain relation of the material (Besseling-model input, Figure 6).

$E = 10.351967\times10^6$ psi, $\nu = 0.3$, $\rho = 2.59\times10^{-5}$ lbs/inch$^3$ (material initially isotropic).

$\varepsilon(i)$, $\sigma(i) = (0.00483, 50000.0), (0.015, 56600.0), (0.04, 62400.0), (0.1, 68200.0), (0.16, 71100.0)$.

**Internal pressure $p$**

$p = 8.35$ psi (nominal value at cruise altitude)

![Figure 5 Part of the cylindrical shell modeled](image)

**Crack-lengths and location**

Two cases are considered. In case I there is one longitudinal crack along $y = 0$ symmetrically placed with respect to $x = 0$, with initial length $2a = 8$ inch. In case II there are three cracks, all three along $y = 0$, one central crack of length $2a = 8$ inch and two cracks symmetrically placed with respect to $x = 0$ that are of length $2a_2 = 2.125$ inch. The centers of the two smaller cracks are located at $x = \pm 6.5625$ inch.
As mentioned we intend to simulate an experiment where a cylindrical panel is tested under conditions similar to those experienced by a cylindrical panel in a fuselage. In this scenario it is assumed that the cracks present in the test articles are artificially created before the actual test program is launched. The (residual strength) tests are then carried out by slowly increasing the load until the total length of the growing crack(s) reach a preset value. At this point the loading process is reversed until the unloaded state is reached.

**CTOA condition**
The critical opening angle in these examples is: 4.5°.

**Results**
The basic results for the two cases are represented in Figures 7 and 8. Use is here made of the load versus central crack-bulge-opening displacement; the normal displacement at the node x = 0, y = 0 location. This diagram adequately represents the successive events that occur during the loading cycle (except that it is not possible to see here which crack tip advances at a particular step).

In case I, the (central) crack gradually propagates in small steps at distinct but increasing values of the load. The result suggests that the damaged panel exhibits considerable resistance requiring an overload of $\lambda = 2.41$ to reach the final crack length of $a_f = 8.625$ inch. An image of the hoop stress distribution at that point is given in Figure 9.
In case II, the initial response is like that in the previous case. The central crack starts to grow at about the same load level as in the previous case while the smaller crack first remains stationary. Crack advance continues in steps as before until at \( \lambda = 1.04 \) this process becomes unstable. What then follows, the merging of the two cracks, corresponds to a change (a jump) in configuration between two equilibrium states that in reality occurs in a transient way, but is here computed with the pseudo static load relaxation method mentioned earlier.

Figure 7 Residual strength; Case I: One crack

Figure 8 Residual strength; Case II: Two cracks
Crack arrest marks the end of the jump at which point the total length of the merged crack is $a = 7.875$. At this point the load can further be increased. Crack growth then continues in a stable fashion but the final crack length of $a_f = 8.625$ inch is reached at much lower load intensity than in Case I. The hoop stress distribution in the final state (Crack length $a_f = 8.625$) of this case is displayed in Figure 10.

**Discussion**

The simulations presented here contain several elements that are to some extent speculative. Although it is true, that in a previous comparison of crack growth simulations on a centrally cracked plate a satisfactory agreement between computation and experiment could be obtained, this does not automatically mean that for the present test case a similar result can be expected. For example, the assumption that the transient jump that occurs when the two cracks finally merge can be computed by a pseudo static method is clearly heuristic. Moreover, there exists some uncertainty about the accuracy by which the moving plastic zone around the crack tip is calculated and the influence the error has on the resulting residual strength diagram.

From the results reported in, we know that the shell model used here, overestimates the residual strength somewhat due to the principal characteristic of shell elements that maintains a plane stress condition throughout the model (including the surface surrounding the crack). Of course, it is possible to remove this restriction by using volume elements as a refinement in the crack zone as was demonstrated in, but we do not pursue this refinement here because it does not add much extra value to the qualitative aspects of the present demonstration.

According to the computations presented here the panel in the second case shows a reduced resilience against overload as one could and would expect intuitively. Why is the load at the crack length $a_f = 8.625$ lower in case II as compared to Case II? We believe that the answer must be sought in

![Figure 9 Case I at crack length $a_f$](image)
the difference between the size of the plastic zone around the crack tips (accumulated in the final step) which is much larger in case I than in case II (Note also the permanent deformation at the end of the loading cycles in both cases, Figures 7, 8). It shows the importance of the role that plasticity plays residual strength problems of this type.

Final remarks
In this report we did not describe in what manner - during the crack growth computations - the algorithm deals with the case of multiple cracks, in particular, the situation that one or more cracks become unstable at the same time, because a clarifying discussion of this particular aspect would take too much space and go beyond the scope of this paper.

Another issue that we left out of the discussion is the alternative of the computational strategy to compute the unstable jumps in crack growth by a transient method. This possibility belongs definitely to the STAGS capabilities. It is our intention to cover this topic at another occasion.
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In order to further validate analytical methodologies, a series of tests were performed at the National Aerospace Laboratory in Amsterdam, the Netherlands. Tests were conducted on metallic curved stiffened panels representative of four general structural configurations on the Gulfstream V business jet fuselage. A total of eight panels, two of each configuration, were tested in compression. The panels had both axial and circumferential stiffeners. The axial stiffeners in the test panels were open or closed hat sections, and the circumferential stiffeners were ‘C’ channels resting on top of the axial stiffeners and connected to the skin with angle shear ties. Finite element analyses were performed for each of the four panel configurations using the STAGS finite element code. The purpose of this paper is to present the method and level of modeling fidelity necessary to accurately predict both the initial buckling and the ultimate failure load of the panels. All finite element analyses included geometric and material nonlinearities. Assumed initial imperfections were used to progress the finite element model past limit points encountered as each of the skin bays buckled. The finite element models predicted the onset of initial buckling with great accuracy. The accuracy of the models for predicting the ultimate failure of the panel varied depending on the mode of failure. Failure predictions were most accurate for panels that failed due to Euler column buckling of the stringers. The ultimate failure of panels experiencing local buckling of the stringers was less accurate. This paper will present the test results for each of the four panel configurations and discuss in detail the modeling approach necessary to obtain the most accurate failure prediction for each configuration.

Nomenclature

- $t_s$ = stringer thickness
- $d_f$ = frame doubler half-width
- $d_s$ = stringer doubler width
- $s_1,s_2,s_3$ = stringer geometry parameters

I. Introduction

The majority of all conventional aircraft structures are made using stiffened panel construction. For most aviation applications, there is an acceptable level of buckling that is allowed to occur at some point prior to ultimate load. Therefore, accurate analyses are required to analyze the stiffened panels in the postbuckling regime. Solutions for the postbuckling and failure analyses of curved panels have only recently been explored. In 1987 Arnold and Parekh (Ref. 1) presented results for the buckling, postbuckling, and failure of edge-stiffened composite shallow-curved panels subject to axial compression and shear loading. Failure modes included stiffener disbonding and panel crippling due to exceeding fiber strain allowables. In 1992 Minnetyan, Rivers, and Murthy (Ref. 2) predicted ply damage leading to failure of stiffened composite shells subject to axial loads, shear, and internal pressure. Collier, Yarrington, and Van West (Ref. 3) presented a postbuckling analysis for grid-stiffened curved panels subject to axial loads, shear, and bending moments using the Hypersizer optimization code. Several failure modes were analyzed such as stiffener local buckling and crippling, web buckling, and exceedence of maximum strain allowables. Similar optimization results were presented by Lamberti, Venkataraman, Haftka, and Johnson (Ref. 4) using the PANDA2 code to optimize the propellant tank of a reusable launch vehicle. Several configurations were considered including metallic and composite materials, honeycomb sandwich construction, stringer-ring configurations, orthogrid and isogrid-stiffened, and corrugated panels. Given the continued use of metallic...
structures in the aerospace industry, more research is necessary in the area of postbuckled behavior and ultimate failure of stiffened metallic structure.

The purpose of the current paper is to examine the level of modeling fidelity necessary not only to predict the buckling load of a metallic stiffened panel, but also to accurately predict the ultimate failure load of the panel. A series of compression tests were conducted on metallic curved stiffened panels representative of four general structural configurations on the Gulfstream V business jet fuselage. Results of the panel tests and the model fidelity necessary to accurately capture the ultimate failure modes of the panels will be presented.

II. Panel Geometry

The general panel configuration is shown in Figure 1. All of the panels have four frames and five hat-section stringers. They have an overall length of 43 inches, an arclength of 38 inches (46 degrees), and a radius of 47 inches. The frame spacing is 12 inches and the stringer spacing is 7.55 inches.

![Figure 1. General panel configuration.](image)

The frames and stringers are riveted together at each frame/stringer intersection. The rivets have a diameter of 0.125 in. and are spaced 0.625 in. apart. On each side of the panel there is an .032-inch-thick 2024-T3 skin doubler extending from the edge of the panel underneath the first stringer in the axial direction and underneath the first frame in the circumferential direction. The doubler stops at the inside edge of the stringer or frame shear tie. The height of the two outside stringers is reduced by the thickness of the doubler. Gussets are located at each frame/stringer intersection along the axial edges of the panel giving a total of eight gussets.

The four panel configurations, numbered 614, 615, 616, and 617, differ in their skin and stiffener material thicknesses, skin-doubler configuration, and orientation and attachment of the hat-section stringers. Panel 614 has a skin thickness of .04 inches, includes a doubler under the frames only, and has open hat stringers. Panel 615 has a skin thickness of .04 inches, has a waffle doubler that lies beneath the frames and stringers, and has open hat stringers. Panel 616 has a skin thickness of .04 inches, includes a doubler over the entire skin, and has open hat stringers.
stringers. Panel 617 has a skin thickness of .063 inches, does not have a doubler on the skin except at the panel edges, has inverted hat stringers, and has gussets at each frame/stringer intersection for a total of 20 gussets. A summary of the four panel configurations is shown in Table 1.

### Table 1. Panel Configuration Definition.

<table>
<thead>
<tr>
<th>Test Panel Configuration</th>
<th>614</th>
<th>615</th>
<th>616</th>
<th>617</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin thickness (in.)</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.063</td>
</tr>
<tr>
<td>Stringer thickness (in.)</td>
<td>0.025</td>
<td>0.025</td>
<td>0.063</td>
<td>0.025</td>
</tr>
<tr>
<td>Stringer orientation</td>
<td>open hat</td>
<td>open hat</td>
<td>open hat</td>
<td>inverted hat</td>
</tr>
<tr>
<td>Doubler location</td>
<td>under frames</td>
<td>under frames and stringers</td>
<td>over entire skin</td>
<td>none</td>
</tr>
<tr>
<td>Gussets</td>
<td>edges only</td>
<td>edges only</td>
<td>edges only</td>
<td>all frame/stringer intersections</td>
</tr>
</tbody>
</table>

The frame geometry, as shown in Figure 2, is the same for each panel. The frame consists of a channel connected to the panel skin by an angle shear tie. The values of the geometric properties for the frames, stringers, and doublers are shown in Figure 2 for each panel configuration and tabulated in Table 2. The doubler widths are also given in Table 2. For the case where the width of the doubler is equal to the frame or stringer spacing, the doubler is over the entire skin. For each panel, the skin and doublers are made from 2024-T3 clad aluminum. The stringers, frames, and shear ties connecting the frame to the skin are made from 7075-T62 clad aluminum. The cross-section of the hat stiffeners is defined using five parameters: s1, s2, s3, s4, and ts. The doubler widths for the frames and stringers are defined by df and ds, respectively. All values are given in Table 2.

![Frames on all panels](image1)

Open hat stringers on 614, 615, and 616 panels

![Inverted hat stringers on 617 panel](image2)

Frames on all panels

Figure 2. Frame and stringer geometries for the panels.
### Table 2. Frame and stringer property values.

<table>
<thead>
<tr>
<th>Panel</th>
<th>df*</th>
<th>ds†</th>
<th>s1</th>
<th>s2</th>
<th>s3</th>
<th>s4</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>614</td>
<td>1.0</td>
<td>0.0</td>
<td>.689</td>
<td>.52</td>
<td>.58</td>
<td>.188</td>
<td>.025</td>
</tr>
<tr>
<td>615</td>
<td>1.0</td>
<td>2.0</td>
<td>.657</td>
<td>.52</td>
<td>.58</td>
<td>.188</td>
<td>.025</td>
</tr>
<tr>
<td>616</td>
<td>6.0</td>
<td>7.55</td>
<td>.657</td>
<td>.51</td>
<td>.67</td>
<td>0.0</td>
<td>.063</td>
</tr>
<tr>
<td>617</td>
<td>0.0</td>
<td>0.0</td>
<td>.689</td>
<td>.52</td>
<td>.58</td>
<td>.188</td>
<td>.025</td>
</tr>
</tbody>
</table>

* value of 6.0 indicates doubler over entire panel
† value of 7.55 indicates doubler over entire panel

### III. Experimental Procedure and Results

The top and bottom edges of the test panels were molded in resin and then milled flat and parallel to each other to provide even load introduction. The panels were supported along the straight edges with a clamping device to create near simply supported boundary conditions. To prevent the simple support clamping device from carrying axial load, teflon tape was bonded on the test panel at the location where the clamping device contacted the panel thus creating a sliding connection. Each of the four frames were supported at their right and left edges to prevent frame translation without restraining frame rotation using a rod attached to the end of the frame with a clevis and pin arrangement. The test set up is shown in Figure 3.

Figure 3. Compression Test Fixture.
A summary of the test buckling and failure loads and failure modes is shown in Table 3. For comparison purposes the cross-sectional area of a single stringer bay midway between two frames is also shown in Table 3.

**Table 3. Test panel failure summary.**

<table>
<thead>
<tr>
<th>Panel #</th>
<th>Single bay cross-sectional area</th>
<th>Buckling load, lb.</th>
<th>Failure load, lb.</th>
<th>Failure mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>614-1</td>
<td>0.3826</td>
<td>8318</td>
<td>28821</td>
<td>stringer crippling, inter-rivet buckling</td>
</tr>
<tr>
<td>614-2</td>
<td></td>
<td>7868</td>
<td>28551</td>
<td></td>
</tr>
<tr>
<td>615-1</td>
<td>0.4450</td>
<td>13039</td>
<td>29787</td>
<td>stringer crippling</td>
</tr>
<tr>
<td>615-2</td>
<td></td>
<td>12365</td>
<td>29563</td>
<td></td>
</tr>
<tr>
<td>616-1</td>
<td>0.7090</td>
<td>31473</td>
<td>78684</td>
<td>Euler column buckling</td>
</tr>
<tr>
<td>616-2</td>
<td></td>
<td>39342</td>
<td>82730</td>
<td></td>
</tr>
<tr>
<td>617-1</td>
<td>0.5563</td>
<td>27427</td>
<td>55640</td>
<td>Euler column buckling, stringer crippling</td>
</tr>
<tr>
<td>617-2</td>
<td></td>
<td>28326</td>
<td>54764</td>
<td></td>
</tr>
</tbody>
</table>

In general the failure load increases as the cross-sectional area increases. The two panel configurations having the smallest cross-sectional area and lightweight open hat stringers (614 and 615) failed due to stringer crippling. The crippled stringers are visible in Figure 4 for the 614-2 panel, and the crippled stringers and sharp skin buckles are visible in Figure 5 for the 615-1 test panel. The panel with the largest cross-sectional area and the heavyweight stringers (616) failed due to Euler column buckling as shown for the failed 616-1 panel in Figure 6. The 617 panel that has lightweight open hat stringers experienced both stringer crippling and Euler column failures. Both failure modes are shown in center section of the failed 617-1 panel in Figure 7.

**Figure 4. Interior view of failed section of panel 614-2.**
Figure 5. Interior view of failed section of panel 615-1.

Figure 6. Interior view of failed section of panel 616-1.
All of the panels had significant postbuckling strength, and none experienced any rivet failures or fastener pullout. Although the 615 panels that include a waffle doubler have a cross-sectional area 16% greater than the 614 panels, they did not exhibit a significant increase in failure load. The waffle doubler does however support the skin bay and delays the onset of buckling in the panel. For one panel of each configuration, the end-deflection is plotted against the applied load in Figure 8.
IV. Finite Element Results

Finite element analyses of the four test panel configurations are performed using STAGS (Ref. 5), a nonlinear finite element program for the analysis of general shell-type structures. The same level or refinement was originally used for all four configurations. All skin, stringer, and frame connections are assumed to be bonded. The frames, shear clips, stringers, and gussets are modeled explicitly, and constraints are used to connect these components to one another and to the skin. All models include geometric and material nonlinearity (elasto-plastic response permitted). A higher level of refinement is added to the 614 and 615 panels in order to capture the stringer crippling failures. Smaller study models are created for all four panel configurations to assess the effect of the riveted versus bonded stringer/skin connections on the ultimate failure of the panel. These smaller study models also have a higher level of refinement in addition to modeling the rivet connections as point constraints. Based on the study models, a factor is applied to the ultimate failure load of the panels obtained from the full scale finite element models. These failure loads are compared to the test panel failure loads.

A. Panel 614

The original model of the 614 panel configuration is shown in Figure 9(a). This model consists of 11,840 STAGS E410 4-node, C1 quadrilateral shell elements, 1,424 STAGS 210 Beam elements, 19,274 nodes, and 93,888 active degrees of freedom. The frame caps and stringer lips (dimension s4, Fig.2) are modeled as beams. This model grossly overpredicts the failure mode due to the fact that the failure mode predicted by the model is Euler column buckling instead of stringer crippling as was seen in the test. Therefore, a second model is made of the 614 panel that includes a higher mesh refinement and more detail in the stringer cross-section as shown in Figure 9(b). This model consists of 20,340 STAGS E410 4-node, C1 quadrilateral shell elements, 664 STAGS 210 Beam elements, 34,414 nodes, and 163,848 active degrees of freedom. In this model, the stringer lips are modeled with shell elements.

A linear buckling analysis is performed using the model in Figure 9(b). The linear finite element analysis predicts a first buckling load of 13,506 lbs corresponding to a skin buckling mode. The predicted buckling load is considerably higher than the lowest test panel skin buckling loads of 7868 lbs and 8318 lbs. However, skin buckling in other bays of the test panels continues up to 19,783 lbs. This indicates the presence of significant geometric imperfections in some of the panel skin bays.

A nonlinear analysis of the 614 panel configuration is conducted including both geometric nonlinearity and material nonlinearity. Initial geometric imperfections in the skin and stringers derived from eigenmodes calculated
at varying nonlinear equilibrium states are included in the model to help push the model past limit points associated with local buckling modes. The highest load value achieved with the nonlinear analysis is 43,471 lbs. The deformed shape of the panel from the elasto-plastic failure analyses is shown in Figure 10. Both local stringer crippling and Euler column type buckling as seen in the test panel (Fig. 4) are visible.

![Figure 10. Deformed shape of 614 panel configuration at failure.](image)

The maximum load obtained by the finite element model is 51 percent higher than the highest test panel failure load of 28,821 lbs. To assess the reduction in failure load for a riveted panel of this configuration versus a bonded panel of the same construction, two smaller models are created with and without riveted skin/stringer connections. The failed single bay models are shown in Figure 11. The reduction in failure load predicted by the single-bay models is 20 percent. Applying this reduction factor to the full panel model gives an estimated failure load of 34,777 lbs or 21 percent higher than the test panel failure load.
a) Bonded stiffener failure

b) Riveted stiffener failure

Figure 11. Single bay model failures for 614 panel configuration.

B. Panel 615

The 615 panel fails due to stringer crippling, therefore a higher fidelity model similar to the 614 panel configuration shown in Figure 9(b) is necessary to model the 615 configuration. The 614 panel model is modified to include the doublers under the stringers. The 615 panel configuration model consists of 20,340 STAGS E410 4-node, C1 quadrilateral shell elements, 664 STAGS 210 Beam elements, 32,446 nodes, and 167,484 active degrees of freedom.

A linear buckling analysis is performed and predicts a first buckling load of 16,211 lbs corresponding to a skin buckling mode. The predicted buckling load is higher than the lowest test panel skin buckling loads of 13,039 lbs and 12,365 lbs. However, skin buckling in other bays of the test panels continues up to 15,737 lbs. As with the 614 panels this indicates the presence of geometric imperfections in some of the panel skin bays.
A nonlinear analysis of the 615 panel configuration is conducted including both geometric nonlinearity and material nonlinearity. Initial geometric imperfections derived from eigenmodes calculated at varying nonlinear equilibrium states are included in the model to help push the model past limit points associated with local buckling modes. The highest load value achieved with the nonlinear analysis is 45,621 lb. The deformed shape of the panel from the elasto-plastic failure analyses is shown in Figure 12. The stringer crippling failures as seen in the test panel (Fig. 5) are visible.

![Deformed shape of 615 panel configuration at failure.](image)

**Figure 12. Deformed shape of 615 panel configuration at failure.**

The maximum load obtained by the finite element model is 53 percent higher than the highest test panel failure load of 29,787 lbs. To assess the reduction in failure load for a riveted panel of this configuration versus a bonded panel of the same construction, two smaller models are created with and without riveted skin/stringer connections. The failed single bay models are shown in Figure 13. The reduction in failure load predicted by the single-bay models is 16 percent. Applying this reduction factor to the full panel model gives an estimated failure load of 38,321 lbs or 29 percent higher than the test panel failure load.
C. Panel 616

The original less-refined panel model similar to Figure 9(a) is used for the 616 panel configuration. This model consists of 11,820 STAGS E410 4-node, C1 quadrilateral shell elements, 584 STAGS 210 Beam elements, 19,274 nodes, and 93,888 active degrees of freedom.

A linear buckling analysis is performed and predicts a first buckling load of 45,314 lbs corresponding to a skin buckling mode. The predicted buckling load is higher than the lowest test panel skin buckling loads of 31473 lbs and 39342 lbs. However, skin buckling in other bays of the test panels continues past 48,000 lbs. As with the 614 panels this indicates the presence of geometric imperfections in some of the panel skin bays.

A nonlinear analysis of the 616 panel configuration is conducted including both geometric nonlinearity and material nonlinearity. Initial geometric imperfections in the skin panels derived from eigenmodes calculated at varying nonlinear equilibrium states are included in the model to help push the model past limit points associated with local buckling modes. The highest load value achieved with the nonlinear analysis is 95,188. The deformed
shape of the panel from the elasto-plastic failure analyses is shown in Figure 14. The Euler column failures as seen in the test panel (Fig. 6) are visible in the center section of the model.

**Figure 14. Deformed shape of 616 panel configuration at failure.**

The maximum load obtained by the finite element model is 15 percent higher than the highest test panel failure load of 82,730 lbs. To assess the reduction in failure load for a riveted panel of this configuration versus a bonded panel of the same construction, the two smaller models are created with and without riveted skin/stringer connections. The failed single bay models are shown in Figure 15. The reduction in failure load predicted by the single-bay models is 9 percent. Applying this reduction factor to the full panel model gives an estimated failure load of 86,621 lbs or 5 percent higher than the test panel failure load.
D. Panel 617

The model of the 617 panel configuration is shown in Figure 15. The model consists of 10,404 STAGS E410 4-node, C1 quadrilateral shell elements, 1,424 STAGS 210 Beam elements, 17,934 nodes, and 86,568 active degrees of freedom.
First a linear buckling analysis is performed using the model in Figure 15. The linear finite element analysis predicts a buckling load of 29,530 lbs corresponding to a skin buckling mode. This buckling load is slightly higher than the test panel skin buckling loads of 27,427 lbs and 28,326 lbs.

Secondly a nonlinear analysis of the 617 panel configuration is conducted including both geometric nonlinearity and material nonlinearity. Initial geometric imperfections in the skin panels derived from eigenmodes calculated at varying nonlinear equilibrium states are included in the model to help push the model past limit points associated with local buckling modes. The highest load value achieved with the nonlinear analysis is 59,046 lbs. The deformed shape of the panel from the elasto-plastic failure analyses is shown in Figure 16. Euler column type buckling as seen in the test panel is visible in the outside stringers of the center section of the panel.
The maximum load obtained by the finite element model is 6.5 percent higher than the highest test panel failure load of 55,460 lbs. To assess the reduction in failure load for a riveted panel of this configuration versus a bonded panel of the same construction, two smaller models are created with and without riveted skin/stringer connections. The failed single bay models are shown in Figure 17. The reduction in failure load predicted by the single-bay models is 13 percent. Applying this reduction factor to the full panel model gives an estimated failure load of 51,370 lbs or 7.4 percent lower than the test panel failure.
V. Summary

A summary of the finite element and experimental results is presented in Table 4. The initial buckling of the panels is driven by the skin thickness and stringer doubler width. The 614 and 615 panel configurations which have an .04 in. skin thickness and no doubler and a 2 in. wide doubler, respectively, have the lowest initial buckling loads. The 616 panel configuration which has a doubler over the entire .04 in. skin has the highest buckling load, and the 617 panel configuration that does not have a doubler but has a 0.063 in. skin has initial buckling loads close to the 616 panel configuration. Finite element initial buckling predictions are from a linear eigenvalue analysis that assumes a perfect shell structure. Imperfection measurements of the skin panels indicate that for the .04 skin panels (614, 615, and 616 configurations) the imperfection magnitude is greater than the skin thickness along the arclength of the panels. For the panel with the thicker skin (617), the skin imperfections along the arclength of the panel are less than the skin thickness. For this reason, the initial buckling predictions for the 617 panel are more accurate than for the other panel configurations. However for each panel, buckling of subsequent bays does occur in the range of the predicted buckling load.

Figure 17. Single bay model failures for 617 panel configuration.
Table 4. Experimental and Analytical Buckling and Failure Loads.

<table>
<thead>
<tr>
<th>Panel Configuration</th>
<th>Buckling Load, lbs</th>
<th>Failure Load, lbs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FEM Test % diff</td>
<td>FEM Factored FEM Test % diff</td>
</tr>
<tr>
<td>614</td>
<td>13506 8318 -62 7868 -72</td>
<td>43471 34777 28821 -21</td>
</tr>
<tr>
<td>615</td>
<td>16726 13039 -28 12365 -35</td>
<td>45621 38321 29787 -29 29563 -30</td>
</tr>
<tr>
<td>616</td>
<td>45314 31473 -44 39342 -15</td>
<td>95188 86621 78684 -10 82730 -5</td>
</tr>
<tr>
<td>617</td>
<td>29530 27427 -8 28326 -4</td>
<td>59046 51370 55640 8 54764 6</td>
</tr>
</tbody>
</table>

The ultimate failure of the panels is driven by the stiffness of the stringers. The 614 and 615 panel configurations both have .025 in. thick open-hat stringers that fail due to stringer crippling. The 616 panel configuration has an .063 in. thick open-hat stringer, and the 617 panel configuration has an .025 in. closed-hat stringer. Both the 616 and 617 panel configurations experience Euler column failures of the stringers. Therefore, the original less-refined finite element models for these two configurations predict failure with reasonable accuracy when the effect of the riveted connection is taken into consideration. In addition only skin imperfections are included in the 616 and 617 panel analyses. Because the 614 and 615 panel configurations fail due to local stringer crippling, more refinement is needed in the finite element models. A higher mesh density, a greater cross-section fidelity, and the inclusion of stringer imperfections are all necessary to predict the failure of the 614 and 615 panels. Failure predictions for these two panel configurations are the least accurate most likely due to imperfections in the stringers that were not measured before testing.
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The results of an analytical and experimental investigation of the failure of composite I-stiffener panels with extension-shear coupling are presented. This tailored concept, when used in the cover skins of a tiltrotor aircraft wing has the potential for increasing the aeroelastic stability margins and improving the aircraft productivity. The extension-shear coupling is achieved by using unbalanced ±45° plies in the skin. The failure analysis of two tailored panel configurations that have the center stringer and adjacent skin severed is presented. Finite element analysis of the damaged panels was conducted using STAGS (STructural Analysis of General Shells) general purpose finite element program that includes a progressive failure capability for laminated composite structures that is based on point-stress analysis, traditional failure criteria, and ply discounting for material degradation. The progressive failure predicted the path of the failure and maximum load capability. There is less than 12 percent difference between the predicted failure load and experimental failure load. There is a good match of the panel stiffness and strength between the progressive failure analysis and the experimental results. The results indicate that the tailored concept would be feasible to use in the wing skin of a tiltrotor aircraft.

I. Introduction

One of the principal design challenges for high-speed tiltrotor transport aircraft is achieving acceptable proprotor aeroelastic stability margins, which can restrict the operating airspeed of the tiltrotor aircraft in the high-speed airplane mode. The primary mechanism responsible for the proprotor stability problems is discussed by Popelka, et al1 and will be briefly reviewed here. Historically, the most critical modes affecting the proprotor stability are the symmetric wing beamwise bending (SWB) mode and the symmetric wing chordwise (SWC) bending mode. For these modes, the proprotor can create destabilizing in-plane hub forces, which can overcome the structural and aerodynamic damping of the wing at high speed and resulting in instability. The in-plane shear forces are generated by the proprotor in response to the pylon pitch angle perturbation and pitch rate. The wing SWB mode, SWC mode and symmetric wing torsion (SWT) mode dictate the pylon pitch rate and pitch angle. Proprotor stability can be influenced by changing the frequency placement of the wing modes and by modifying the mode shapes to alter the pylon dynamic response and reduce the destabilizing in-plane hub forces.

In a typical tiltrotor wing design, the rotor pylon pitches up as the wing bends upward in the SWB mode. To increase the stability boundary it is necessary to minimize the pylon pitch motion (θ) in the fundamental wing mode to increase the proprotor stability by reducing the rotor destabilizing forces as shown in Fig. 1. For a conventional tiltrotor composite wing design with structurally balanced skin laminates, the wing provides no structural pitch/bending coupling to resist the nose up pitch due to pylon mass offsets. Unbalanced composite skins, on the other hand, can create nose down structural twist as the wing bends upward to offset the pitch up tendency from the pylon mass offsets. The net effect is reduced pitch/bending (θ/z) coupling and improved stability. The preceding discussion applies to the SWB mode only.

The effects of structural tailoring can be simply shown by considering the cantilever boxbeam shown as the model in Fig. 2. The direction of the -45° plies are shown on Fig. 2. The forward and aft spar web is a balanced ±45° laminate. The upward bending from the pylon produces a compression load in the upper skin and a tension load in the lower skin as shown in Fig. 2. The compression load in the upper skin produces an in-plane deflection in the forward direction. The tension load in the lower skin produces an in-plane deflection in aft direction. These in-
plane defflections in the skins combine to produce a couple that results in a nose down pitch as shown in the
deformed model in Fig. 2.

The feasibility of a composite tailored wing for a high-speed civil tiltrotor transport aircraft has been addressed
by Popelka, et al, using current analytical methods to design a tailored composite wing for a tiltrotor transport
aircraft. Parametric studies indicate that the overall stability gains from composite tailoring can be limited because
of conflicting structural design requirements imposed by the two critical modes of instability, SWB and SWC, and
the necessity to balance the stability boundaries for both modes. The SWC mode stability can be improved by
increasing the chordwise bending stiffness of the wing. The final tailored transport wing configuration from
Reference [3] was a three-stringer configuration with a 70/30 blend ratio of -45°/+45° plies for the skin laminate
along with stringer cap and spar cap tailoring to improve the SWC mode.

A 1/5-scale wing model was designed to have the same elastic characteristics as the full-scale tailored wing and
was tested in a semi-span aeroelastic model to demonstrate that composite tailoring techniques can be used to
improve proprotor stability. A direct comparison between the baseline and tailored composite wing stability
boundaries indicates an increase over baseline of approximately 30 knots in the scaled model or 58 knots in the full-
scale design. For a full-scale design, the 58 knot increase in the stability boundary represents a significant
improvement.

Recent work has assessed the detailed structural response of tailored panels with and without damage.
Specifically, this work addressed: a) development of a test method for testing elastically coupled specimens and b)
demonstration of the coupled response of the full-scale wing panel subcomponents with and without impact and
discrete source damage. The analytical and experimental results of the study are presented in Reference [4] and
illustrate the predictive capability for stiffened, anisotropic panels.

The present paper will summarize the failure analysis of the two panels configurations reported in Reference [4]
that have discrete source damage. Specifically, this research addresses: a) utilization of a progressive failure
analysis method, and b) comparison of the predicted failure mode with the actual test results. A method of recording
the full field displacements at timed intervals during the testing is utilized and will be verified using standard
measurement techniques. The analytical and experimental results of the study are presented and compared to
illustrate the predictive capability for stiffened, anisotropic panels.

II. Test Specimens and Test Method

The panels to be evaluated were designed by Bell Helicopter, Textron, using the results of the study by Popelka,
et al and are shown in Fig. 3a. A cross-section of the stiffener and skin is shown in Fig. 3b. The skin is 21 plies
increasing to 47 plies under the I-stiffener using Grade 190 IM6-3501-6 carbon-epoxy tape material. The skin
orientation is [45/90/-45/45/-45/0]s where 67% of the 45° plies are oriented at the negative angle. The ply
orientation for the reinforced area under the stiffener is [45/90/-45/45/a/0/-45/a/0/-45/45/0/45/-45/a/0/a/-
45/a/0/a/45/45/45/a/0/45/a]. Where “a” identifies a 0.008-inch-thick layer of FM300 adhesive. The I-
stiffener is fabricated from back-to-back C-channels which have the following layup: [45/90/45/0/45/45/0/45/0/45]
. The cap of the I-stiffener has a layup of [0/45/0/45/0/45/0/45/0/45]. The material for the stiffener
and cap is Grade 95 IM6-3501-6 carbon-epoxy material. The stringer spacing is 7.5 inches, which gives an overall
panel width of approximately 19 inches.

Four 4-foot-long panels, as shown in Fig. 3a, were manufactured at two different times. These panels were cut
into 23-inch-long test specimens, potted and ground flat and parallel for testing. Panels TP-1 through TP-4 were
manufactured from the first fabrication run and panels TP-5 through TP-8 were manufacture from the second
manufacturing run. Panels TP-4 and TP-7 were selected to have discrete damage by machining a slot through the
center stiffener and adjacent skin. The slot extends from the center of each skin panel and is 0.38-inch-wide in the
center of the specimen tapering to 0.18-inch-wide at the ends with a tip radius of 0.09-inch. These panels will be
identified as Horizontal cut panels. Panel TP-5 also had the center stiffener cut similar to the Horizontal cut panels
except the cut was rotated 15° from the horizontal and will be identified as an Inclined cut panel. Photographs of the
test specimens are shown in Fig.4.

All specimen tests were performed at room temperature, with no prior environmental conditioning. The
specimens were placed between the platens of a 600 kip or 1200 kip hydraulic test machine and loaded at 5 kips/min
in compression until failure. The load, strain, out-of-plane and head displacements were recorded with a computer-
controlled data acquisition system for each test. The VIC-3D system is also computer controlled for acquiring the
images and load at timed intervals.
III. Instrumentation

Three measurement techniques were utilized to determine the response of these panels:

**Strain gages** – Common off the shelf strain gages were used on the panels. Both the panel configurations contained the same number of gages. Five axial gages (numbers 1, 2, 3, 13 and 14) were located on the stringer caps – one gage was located on each stringer at the quarter point of the panel length and one gage was located on the outside stringers at the panel midpoint. One rosette gage was located on each skin panel centerline and at the quarter point length, on the stringer side. Three axial gages (numbers 4, 5 and 6) were located on the skin side at the quarter point length opposite the axial gages on the stringer caps. One strip gage with 10 gages was located at each end of the slot. The strip gage was located horizontally, on the stringer side, on each panel configuration. Most of the strain gages can be seen in Fig. 4.

**Displacement transducers** – Two Linear Variable Displacement Transducers (LVDT) were located between the test machine platens to measure the panel end shortening. Six LVDT’s were utilized to measure the out-of-plane displacements at panel centerline. Four LVDT’s were located on the stringers and two LVDT’s were located at the skin panel centerline.

**Three-dimensional Video Correlation System (VIC-3D)** - This system is a full-field-displacement measurement technique [5] that utilizes a camera-based stereo-vision system. VIC-3D is a non-intrusive system that uses a contrasting speckle pattern (e.g., black and white paint) applied to the specimen to provide dense features that can accurately be tracked between different cameras and during deformation. Images of the changing pattern on the test specimen surface are recorded on a computer with the stereo-vision system at user specified time intervals. It is also possible to take data in a local area, e.g., in the vicinity of a notch, with a second camera based system while taking data on a global area. This will give higher resolution to the displacements in the local area of interest.

The strain gages were located on the back side of the damaged panels to allow approximately 60 percent of the skin surface free for the application of a 0.004-inch-thick white vinyl contact paper that has been printed with a random black spackle pattern. A 4.0-inch by 4.0-inch area was selected at one tip of the slot for the local area of interest. The first step in panel preparation was to prepare an area larger than the selected local area with white paint and black spackle. Then the vinyl paper was applied to the global area of interest on the panel. Finally the vinyl paper was removed from the local area of interest.

To determine the geometry of the test specimen just prior to testing, an image of the unloaded specimen is taken as the reference. The specimen shape is determined by the analysis software from the image, and a best fit plane is fit to the image data using 8,000 to 10,000 data points. The best-fit plane is then used as the x-y plane of a new coordinate system, and the data can be plotted as a three-dimensional color-coded contour plot, which permits visual identification of defects.

The VIC-3D analysis software converts the image data taken during a test to the full field u, v, and w displacements. Since the displacements are known, the strains can also be computed. The results can be displayed as displacement or strain contours in 2D or 3-D projections on the deformed or reference surface. Two-dimensional contour plots can also be developed. Options exist that allow extraction of displacement and/or strain results at a point in the image or along a line on the image. Selecting a line on the surface will give the profile of the panel cross-section or all displacements and strains at a pre-selected load. The line location is approximated by selecting two points on the screen. At the present it is not possible to select this line location or any point in direct relation to the specimen reference frame. Selecting a point on the screen is the only method.

For test specimens that have a curvature in a single direction, this software has an option for conversion to a cylindrical coordinate system.

IV. Analysis

Finite element analysis of the panels was conducted using STAGS nonlinear analysis code\(^6\) to determine the test specimen response. STAGS (STructural Analysis of General Shells) is a general-purpose finite element analysis code for the analysis of shell structures of arbitrary shape and complexity. The STAGS finite element code has unique capabilities related to postbuckling analysis, crack bulging, and damage progression for metallic and laminated composite structures. STAGS also includes a progressive failure capability for laminated composite structures that is based on a point-stress analysis, traditional failure criteria, and ply discounting for material degradation. For the analysis of these panels the maximum strain failure criteria was used at the ply level. Details of the analysis of each panel configuration are given in the following sections.

---

\(^6\)VIC-3D system supplied by Correlated Solutions, Inc., W. Columbia, SC
A. **Horizontal cut panel**

The STAGS finite element model for the Horizontal cut panels is shown in Fig. 5. The model contains 12,771 quad elements (element 410 in the STAGS element library) and 12,494 nodes. A progressive failure analysis of the Horizontal cut panel was performed with the STAGS finite element model by applying an incremental axial displacement to load the specimen to simulate the loading in a test machine. The material properties used in the analysis are typical IM6/3501 carbon-epoxy properties and are shown in Table 1. The material property values shown in Table 1 are typical vendor supplied data and the property distributions were unknown. It was necessary to estimate some of the properties not available in the literature. The predicted initial failure occurred at a load of \( N_y = 4.84 \) kips/in. The initial failure, shown in Fig. 6, started at each end of the machined slot and started to turn to the right in the top detail and to the left in the bottom detail. The elements that failed indicate that 30 percent to 80 percent of the plies have failed. Increasing the axial displacement until a maximum load was achieved resulted in the predicted failure load for the specimen to be \( N_y = 7.87 \) kips/in. The progression of failure to the maximum load is shown in Fig. 7. The predicted failure progressed from the initial failure down across the skin at a 35° angle to the panel centerline and stops at the edge of the skin. More than 60% of the plies have failed in the elements that indicated failure. The predicted failure progressed up at a 35° angle to the centerline and has turned into the transition to the stringer cap and web. The predicted in-plane \((v)\) and out-of-plane displacements \((w)\) at the maximum load are shown in Fig. 8. The out-of-plane displacements (Fig. 8) predict a skewed pattern resulting from the anisotropic properties of the skin. An increased area of out-of-plane displacement is predicted at the skin failure area. The slot in the central stringer and skin combined with the skin fractures eliminate most of the in-plane coupling. By increasing the axial displacement, the resulting load carrying capacity of the specimen is reduced and the failure line can be predicted. After approximately 100 displacements steps, the failure progresses across one stringer as shown in Fig. 9 and the load carrying capacity is reduced to \( N_y = 5.78 \) kips/in. As indicated in Fig. 9, the stringer is predicted to be completely severed. Increasing the displacement steps completes the failure line across the entire panel as shown in Fig. 10 and the load capacity has fallen to \( N_y = 2.74 \) kips/in. The predicted panel end shortening and transverse in-plane displacement as a function of load are shown in Fig. 11. A least squares best fit to the axial displacement between 0 and 5 kips/in of load is also shown as a dashed line in Fig. 11. The slope of the line is 111.92 kips/in/in. At an applied load of 4.84 kips/in, the predicted in-plane displacement is 15.8 percent of the axial displacement. The axial displacement curve is linear until over 5 kips/in (past the initial failure) and then slightly nonlinear to failure. The remainder of the curve reflects the load reduction indicated previously as different elements of the panel fail.

B. **Inclined cut panel**

The STAGS finite element model of the specimen with the inclined cut is shown in Figure 12. This model contains 12,702 quad elements and 12,429 nodes. A progressive failure analysis of the Inclined cut panel was performed with the STAGS finite element model by applying an incremental axial displacement to load the specimen to simulate the loading in a test machine. The material properties used in the analysis are typical IM6/3501 carbon-epoxy properties and are shown in Table 1. The predicted initial failure occurred at \( N_y = 3.8 \) kips/in as shown in Fig. 13 and started at each end of the slot. The failed element at the bottom of the slot as shown in Fig. 13 indicated approximately 25 percent of the plies had failed while the failed element at the top of the slot indicated approximately 40 percent of the plies had failed. Increasing the axial displacement until a maximum load was achieved resulted in the predicted failure load for the specimen to be \( N_y = 8.53 \) kips/in. The failure progressed down and to the left at a 50° angle from the panel centerline with increasing load as shown in Fig. 14. The failure progressed into the edge of the transition area on the lower side of Fig. 14 while only a few elements indicate damage on the upper side of the slot. Information shown in Figures 14 and 15 are at a load of \( N_y = 8.43 \) kips/in which is on the unload phase after the maximum load has been achieved. The out-of-plane displacements shown in Fig. 15a predicts a positive ‘w’ displacement at the top end of the slot while a negative out-of-plane displacement is predicted along the lower part of the slot but not at the tip of the slot. The skin failure can be seen in the in-plane displacements (Fig. 15b). The load continues to drop as the displacement of the test machine platens is increased. The failure progresses to the edge of the panel as shown in Fig. 16. At this point only the skin has failed. The stringer cap and web has not failed. A very few additional elements indicated failure at the top of the slot. Increasing the axial displacement for approximately 20 steps the load is maintained at approximately \( N_y = 5.7 \) kips/in. Then the loads increased as the axial displacement increases resulting in more elements failing and the lower stringer failing in the web and started to fail in the cap. The predicted axial strains in the skin for \( N_y = 6.31 \) kips/in are shown in Fig. 17. Strain in the bottom of the panel as shown in Fig. 17 is nearly zero. The fracture area is indicated by the strain in excess of 3 percent. Most of the strain is in the top of the panel where the stringer is still
intact. The small strain concentration in the skin on the bottom of the panel is over the stringer that is not completely failed. The load reverses again with increasing the axial displacements. A few more elements fail at the upper end of the slot. Failures are occurring at other locations such as along the web and flange intersection. The predicted panel end shortening and transverse in-plane displacement as a function of load are shown in Fig. 18. A least squares best fit to the axial displacement between 0 and 5 kips/in. of load and has a slope of 111.2 kips/in/in. The axial displacement curve is linear until over 5 kips/in (past the initial failure) and then slightly nonlinear to failure. The remainder of the curve reflects the load reduction indicated previously.

V. Test Results and Discussion

Each panel configuration will be discussed individually in the following section

C. Horizontal cut panels

The profile of both Horizontal cut panels was determined using the VIC-3D system and most of the surface of panels TP-4 and TP-7 varying ±0.010-inches from the theoretical plane with local areas near the edges varying up to 0.06-inch from the theoretical plane. The Horizontal cut panels were loaded in compression until failure. The average failure load for the two Horizontal cut panels (TP-4 & TP-7) is 7.65 kips/in. Panel TP-4 failed at 7.80 kips/in. while panel TP-7 failed at 7.51 kips/in. This average failure load of 7.65 kips is 97 percent of the predicted failure load of 7.87 kips/in. The average residual strength of the Horizontal cut panels is 37 percent of the average strength of undamaged panels. A plot of the Horizontal cut panels axial end shortening as a function of load is shown in Figure 19 as solid lines with a filled circle (TP-4) or a filled triangle (TP-7). The transverse in-plane displacements are also shown in Fig. 19 as dashed lines and the same symbols as previously noted. The predicted end displacements are also shown in Fig. 19 as lines (solid or dashed) with a filled square symbol. The average percent of axial displacement. Specimen TP-4 does not show any in-plane displacement until 5.5 kips/in.

An obvious advantage of the VIC-3D system is the recording of events at timed intervals throughout the test is that phenomena that occur temporarily have a good chance of being recorded. An intermediate result from the VIC-3D system is shown in Fig. 20 for panel TP-7 where the global view indicates that the panel is bulging in the middle as determined by the concentric out-of-plane contours around the slot. These Horizontal cut panels also had a second VIC-3D system recording the response at a local area as defined at the left end of the slot as shown in Fig. 20. This local area, shown in Fig. 20, indicated a delamination was in progress at the corner of the slot for panel TP-7. The delamination shown is for a load of $N_y = 5.1$ kips/in. and is near the end of the slot. The appearance of the delamination started at approximately $N_y = 4.6$ kips/in. and continued to grow until $N_y = 5.61$ kips/in. The delamination could have started at a lower load but would be missed due to a strip of image data on all edges that is lost in the analysis process. There could also have been a delamination on the right end of the slot as it was not be monitored with a local set of cameras. Up to a load of $N_y = 5.61$ kips/in the delamination was only visible in the local area images. At $N_y = 5.76$ kips/in the delamination grew in size and was visible in the global view image on the L/H side of the slot as shown in Fig. 21a and the delamination/damage does not appear on the R/H side of the slot until $N_y = 5.82$ kips/in. as shown in Fig. 21b. Increasing the axial displacement until failure the damage progresses up and to the left and down and to the right as shown in Fig. 22, which is the last image frame before failure. The damage progressed to the edge of the skin, adjacent to the thickness transition to the stiffener padup as shown in Fig. 22. This damage/delamination growth compares well with the predicted damage growth shown in Fig. 7 where the damage grew to the stiffeners at reaching the maximum load. Panel TP-4 did not exhibit the local delamination as was seen in panel TP-7. Panel TP-4 appeared to fail in the skin from the corner of the slot to the edge of the skin as shown Fig. 23. The first appearance of any out-of-plane displacement in the local images is shown in Fig. 23a. At the same time the out-of-plane displacements appeared in the global image as shown in Fig. 23b indicating failure from the end of the slot to the edge of the skin. Panel TP-4 reacts the same as TP-7 and the progressive failure analysis predictions that of the skin failing to the stiffeners as the load increases to the maximum load. Increasing the load resulted in the damage to grow into the padup area of the stringer on the right hand side as shown in Fig. 24.

As indicated previously in this paper, strain can be computed from the $u$, $v$, and $w$ displacements determined from the VIC-3D images. The axial strain ($\varepsilon_{yy}$) profile for the panel TP-4 image area, which covers approximately 60% of the skin surface is shown in Fig. 25a for an applied load of $N_y = 5.6$ kips/in. which is the load just prior to
initial failure. This load was selected to have a flat surface to compute the strain in lieu of a load after initial failure where the surface is not flat due to the outer layers delaminating and buckling away from the surface. A non-flat surface would not allow a good strain computation. The anisotropic skin appears to have an effect on the shape of the strain contours at the end of the slot. Two points located at 0.38-inches and 1.0-inches from the left end of the slot have been selected to determine the strain as a function of load. The strain, at these selected points, has been extracted from the VIC-3D images and is shown in Fig. 25b. Strains from gages 28 and 34 which are on the opposite side to the selected points on panel TP-4 are also shown in Fig. 25b. The VIC-3D strain, shown in Fig. 25b, from the point at 0.38-inches from the slot would not be reliable above the load of $N_s = 5.6$ kips/in due to the delamination and buckling from the initial failure. The strain at the point at 1.0-inch from the slot would be more reliable since this location is on the edge of the buckled lamina. There is a good correlation between the strains up to a load of 5.6 kips/in. Strain results from panel TP-7 are shown in Fig. 26 which is plotted to the same scale as Fig. 25. Comparing the Fig. 25 and Fig. 26 indicates that the response of panel TP-7 is similar to the response of panel TP-4. The predicted axial strains ($\epsilon_{yy}$) contours for the Horizontal cut panels are shown in Fig. 27 for an applied load of 5.58 kips/in. Comparing Figures 27, 26 and 25 the following can observed: a) all figures have an area through the center of the panel of near zero axial strain, b) the shape of the strain distributions at the end of the slots are very similar, c) the magnitude of the strains along the side of the panels are similar.

A photograph of the stringer side of a failed Horizontal cut specimen is shown in Figure 28a. As indicated in the figure, the failure progressed from each end of the slot up or down across the skin. A view of the skin side of the specimen is shown in Figure 28b. This figure indicates how the failure progressed from the right end of the slot down at approximately a 35° angle until it intersected the stringer then turned and crossed perpendicular to the stringer. Likewise, failure started at the left end of the slot and progressed up at approximately 35° until it approached the stringer, the damage turned parallel to the stringer for a short distance, then turned and crossed perpendicular to the stringer. The progressive failure analysis noted earlier, predicted that the failures would be at 35° to the specimen centerline then turn and cross perpendicular to the stringer which is a very good match with the experimental results. Both of the Horizontal cut panels (TP-4 and TP-7) failed in a similar manner and indicates that the fabrication sequence did not contribute to the failure where the panels were manufactured at different times.

In summary, the results shown for the Horizontal cut panels indicate a very good correlation between the predicted failure mode and actual failure mode. The predicted failure load of 7.87 kips/in. was less than 3% higher than the average failure load of the two Horizontal cut specimens. The average panel stiffness is approximately 90% of the computed panel stiffness. This is a good strength and stiffness correlation since the exact properties of the material used in the panel was unknown.

**D. Inclined cut panel**

The profile of the Inclined cut panel (Fig. 4) indicates that the panel is curved across the panel width as shown in Fig. 29. The panel curvature varies up to 0.025-inches from being flat between the stringers and curves to 0.050-inches from the reference plane between the stringers and panel edges. There is no noticeable curvature in the lengthwise direction. The local area can be seen in Fig. 29 and is where a second VIC-3D system recorded the images of a small area at the end of the slot. The 0.004-inch step can be observed around the edge of the local area in Fig. 29. A defect of unknown origin, shown in Fig. 29, could be an air bubble trapped under the vinyl or a foreign object under the vinyl. The ripple in the contours as shown in Fig. 29 indicates the edge of the painted area under the vinyl for the local area images. The error (noise) in the results can be determined from the VIC-3D analysis and is less than 0.0003-inch for the Inclined cut panel. The panel was loaded in compression until failure occurred at 7.54 kips/in. The residual strength of the Inclined cut panel is 37 percent of the average strength of the undamaged panels. A plot of the axial end shortening as a function of the axial load is shown in Fig. 30 as a solid line with a filled circle symbol. The transverse in-plane displacements are also shown in Fig. 30 as dashed lines with a filled circle symbol. The panel end shortening shown in Fig. 30 is a uniform function of the load until 6.1 kips/in, where the slope of the curve changes due to a local failure. The initial specimen stiffness is 103.6 kips/in./in. The predicted panel end shortening and in-plane displacement is also shown in Fig. 30 as lines (solid and dashed) with a filled square symbol. The predicted panel end shortening is a linear function of the applied load until a load of 6.6 kips/in. The predicted stiffness of the panel is 111.2 kips/in.

An intermediate result from the VIC-3D system at $N_s = 6.32$ kips/in is shown in Fig. 31 and indicates that the panel is bulging as indicated by the concentric displacement contours around the slot. This out-of-plane deflections is different from the predicted displacement shown in Fig. 15 where one end of the slot deflects in one direction with the opposite slot end deflecting in the opposite direction. The local area image indicates a delamination at the corner of the slot. The delamination shown in Fig. 31 first appeared at $N_s = 5.32$ kips/in. and increased in size until $N_s = 6.32$ kips/in. Damage started to show up in both ends of the slot as shown in Fig. 32 after a very small perturbation.
in the load. Increasing the axial displacement resulted in the damage progressing to and into the stiffeners as shown in Fig. 33 which is the last image before panel failure. Comparing Fig. 33 with the predicted failure direction shown in Fig. 14 indicates the failure direction is the same, down to the right for one end of the slot.

The VIC-3D axial strain ($\varepsilon_{yy}$) profile for the Inclined cut panel is shown in Fig. 34a for $N_y = 6.03$ kips/in. Two points located at 0.38-inches and 1.0-inches from the left end of the slot have been selected to determine the strain as a function of load. The strains at these selected points has been extracted from the VIC-3D images and are shown in Fig. 34b. Strains from gages 28 and 34 which are on the opposite side to the selected points on the Inclined cut panel are also shown in Fig. 34b. There is good correlation between the strain gages and strain extracted from the VIC-3D images until the skin started of deflect out-of-plane or approximately 4.0 kips/in. The predicted axial strains ($\varepsilon_{yy}$) contours for the Inclined cut panel is shown in Fig. 35 for an applied load of 6.07 kips/in. The anisotropic skin appears to have an effect on the shape of the strain contours at the end of the slot. Comparing Figures 34 and 35 the following can observed: a) both figures have an area through the center of the panel of near zero axial strain, b) the shape of the strain distribution at the left end of the slot is similar while the right end of the slot is different, the magnitudes of the strain along the sides of the panel are similar.

A photograph of the failed Inclined cut panel is shown in Fig. 36. As indicated in Fig. 36a the failure in the skin progressed up from the L/H end of the slot at approximately a 50° angle and then turned to cross the stringer. Failure progresses in the skin from the right hand end of the slot at a 30° angle from the horizontal and then turned to cross the stringer. The progressive failure analysis predicted that failure would progress from the slot end at a 50° angle to the edge of the skin and turn to cross the stringer which matches the experimental results. Failure from the opposite slot end was not predicted by the analysis.

In summary, the results shown for the Inclined cut panel indicate a very good correlation between the predicted failure mode and the actual failure mode. The failure load of $N_y = 7.54$ kips/in is 88% of the predicted failure load of the inclined panel and the actual stiffness is 93% of the predicted panel stiffness. This is a good strength and stiffness correlation since the actual properties of the material used in the panel was unknown.

The Horizontal cut and Inclined cut panels response while under a compression load was recorded with strain gages, displacement transducers and 3D Vision Correlation System (VIC-3D) and there was good correlation between the three methods used in the investigation. The VIC-3D method has several advantages over contemporary strain gages and displacement transducers such as being noninvasive to structure, the equipment is not damaged when structural failure occurs, and preparation time is significantly reduced. One of the main advantages that VIC-3D has over other methods is the ability to detect different events during the loading phase while recording at the global level and not at local or micro level. This means that the need to know high strain locations on the panel before attaching strain gages or displacement transducers is eliminated. The VIC-3D system allowed the tracking of damage progression to the edge of the skin as the load increased which followed the same path as predicted by the STAGS analysis.

VI. Concluding Remarks

Progressive failure analysis has been applied to discrete damaged tailored extension-shear-coupled I-stiffened composite compression panels. The center stringer and adjacent skin on a 3-I stiffener extension-shear coupled panels was cut for the discrete damage. The panels were analyzed with STAGS finite element program using the progressive failure analysis option. The STAGS results compared very well with the experimental results in failure load, stiffness prediction and failure direction. STAGS over predicted the failure load by less than 12% and the panel stiffness by less than 10%. The STAGS analysis matched the experimental failure location and direction.

There was a good match of the panel stiffness and strength between the progressive failure analysis and the experimental results. The results indicate that the tailored concept would be feasible to use in the wing skin of a tiltrotor aircraft.
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<table>
<thead>
<tr>
<th>Table 1</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IM6-3501-6 tape material.</td>
</tr>
<tr>
<td>$E_1 \times 10^6$ psi.</td>
<td>210</td>
</tr>
<tr>
<td>$E_2 \times 10^6$ psi.</td>
<td>120</td>
</tr>
<tr>
<td>$E_3 \times 10^6$ psi.</td>
<td>120</td>
</tr>
<tr>
<td>$G_{12} \times 10^3$ psi.</td>
<td>8.7</td>
</tr>
<tr>
<td>$G_{13} \times 10^3$ psi.</td>
<td>8.7</td>
</tr>
<tr>
<td>$G_{23} \times 10^3$ psi.</td>
<td>2.58</td>
</tr>
<tr>
<td>$\mu_{12}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\mu_{13}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\mu_{23}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$X_c$, psi.</td>
<td>190,000.</td>
</tr>
<tr>
<td>$X_t$, psi.</td>
<td>232,750.</td>
</tr>
<tr>
<td>$Y_c$, psi.</td>
<td>28,700.</td>
</tr>
<tr>
<td>$Y_t$, psi.</td>
<td>14,700.</td>
</tr>
<tr>
<td>$S_{xyz}$, psi.</td>
<td>29,750.</td>
</tr>
<tr>
<td>$Z_c$, psi.</td>
<td>28,700.</td>
</tr>
<tr>
<td>$Z_t$, psi.</td>
<td>14,700.</td>
</tr>
<tr>
<td>$S_{yz}$, psi.</td>
<td>29,750.</td>
</tr>
<tr>
<td>$S_{xz}$, psi.</td>
<td>29,750.</td>
</tr>
</tbody>
</table>
Figure 1. Influence of structural tailoring on wing aeroelastic stability.

Figure 2. Simple boxbeam model.

Figure 3. Specimen configuration
Figure 4. *Horizontal cut* and *Inclined cut* test panels.

Figure 5. Finite element model of *Horizontal cut* panel.

Figure 6. Initial failure in *Horizontal cut* panel, $N_y = 4.84$ kips/in.
Figure 7. Predicted failure in *Horizontal cut* panel at maximum load, $N_y = 7.87$ kips/in.

Figure 8. Predicted in-plane and out-of-plane displacements in *Horizontal cut* panel at $N_y = 7.87$

Figure 9. Predicted failure path in *Horizontal cut* panel at $N_y = 5.78$ kips/in.
Figure 10. Predicted panel failure in *Horizontal cut* panel at $N_y = 2.74$ kips/in.

Figure 11. Predicted axial and transverse in-plane displacements in *Horizontal* cut panel as a function of load.

Figure 12. Finite element model of *Inclined cut* panel.
Figure 13. Predicted initial failure in the *Inclined cut* panel, $N_y = 3.8$ kips/in.

Figure 14. Predicted failure in *Inclined cut* panel $N_y = 8.43$ kips/in.

Figure 15. Predicted in-plane and out-of-plane displacements in *Inclined cut* panel, $N_y = 8.43$ kips/in.
Figure 16. Progression of failure in *Inclined* cut panel at $N_y = 5.69$ kips/in.

Figure 17. Predicted axial strains in the skin of *Inclined cut* panel at $N_y = 6.31$ kips/in.

Figure 18. Predicted axial and transverse in-plane displacements as a function of load for the *Inclined cut* panel.
Figure 19. Axial and transverse in-plane displacements as a function of applied load.

Figure 20. Measured delamination at end of slot in panel TP-7 at a load of Ny = 5.1 kips/in.

Figure 21. Measured delamination/damage at end of slot at loads shown.
Figure 22. Measured damage propagation in panel TP-7 prior to failure.

Figure 23. Local and global view of measured delamination on TP-4 at $N_y = 5.52$ kips/in.

Figure 24. Measured out-of-plane displacements of TP-4 at near failure.
Figure 25. Measured axial strains ($\varepsilon_{yy}$) on panel TP-4.

Figure 26. Measured axial strains ($\varepsilon_{yy}$) in the skin of panel TP-7.

Figure 27. Predicted axial strains in Horizontal cut panel at a load of $N_y = 5.59$ kips/in.
Figure 28. Failed Horizontal cut panel.

Figure 29. Profile of panel TP-5.

Figure 30. Axial and transverse in-plane displacements as a function of applied load.
Figure 31. Measured delamination at end of slot in Inclined cut panel at a load of $N_y = 6.32$ kips./in.

Figure 32. Measured initial failures of Inclined cut panel.

Figure 33. Measured out-of-plane displacements of Inclined cut panel at near failure.
Figure 34. Axial strains in *Inclined cut* panel as determined by VIC-3D and strain gages.

Figure 35. Predicted axial strains in *Inclined cut* panel at a load of 6.07 kips/in.

Figure 36. Failed *Inclined cut* panel.
Mechanical Behavior of Inplane-Loaded
Unsymmetrically Laminated Plates

Majed A. Majeed* and Michael W. Hyer†

This study focuses on the response of flat rectangular unsymmetric cross-ply laminates to a uniaxial inplane compressive edge displacement that for symmetric laminates are of sufficient magnitude to cause bifurcation buckling, postbuckling, and secondary buckling behavior. One objective of this study is to investigate whether or not the concept of bifurcation buckling is applicable to flat unsymmetric laminates. Past work by other researchers has suggested that such a concept is applicable for certain boundary conditions. The study also has as an objective the determination of the response of flat unsymmetric laminates if bifurcation buckling does not occur. The finite-element program ABAQUS is used to obtain results. Newton-Raphson and Riks static solution schemes for loading and unloading, as well as transient dynamic analyses when instability is an issue, are employed to understand laminate behavior. Two specific laminates, an eight-layer $[0_2/90_2]_S$ symmetric cross-ply laminate and a counterpart eight-layer $[0_4/90_4]_T$ anti-symmetric cross-ply laminate are studied. The symmetric laminate is included to provide a familiar baseline case for comparison. Of course the $[0_2/90_2]_S$ laminate exhibits symmetric bifurcation and postbuckling behavior. In addition, when all four edges are clamped and the tangential displacement on the loaded edges and the normal displacement on the unloaded edges are restrained, secondary buckling behavior occurs. For the $[0_4/90_4]_T$ laminate, bifurcation buckling behavior occurs when all four edges are clamped, and either the tangential displacements on the loaded edges and the normal displacements on the unloaded edges are restrained, or these displacements are unrestrained. If either of these inplane boundary conditions is not satisfied, then the all-clamped $[0_4/90_4]_T$ laminate exhibits what could be termed 'near-bifurcation' behavior. In all the cases, rather complex behavior occurs for levels of compressive edge displacement beyond bifurcation, including asymmetric postbuckling and secondary buckling behavior. For clamped loaded edges and simply-supported unloaded edges, bifurcation buckling behavior does not occur unless the tangential displacements on the loaded edges and the normal displacements on the unloaded edges are restrained. For this case, rather unusual asymmetric bifurcation and associated limit point behavior occur, as well as asymmetric postbuckling and secondary buckling. This is a very interesting boundary condition case and it is studied further for other unsymmetric cross-ply laminates by using a Rayleigh-Ritz-based solution to reveal the problem parameters responsible for the asymmetric response near bifurcation. The overall results of the study have led to an increased understanding of the role of laminate asymmetry and boundary conditions on the potential for bifurcation behavior, and on the response of the laminate for edge-displacements beyond the bifurcation level.

*Department of Mechanical Engineering, Kuwait University, P.O. Box 5969, Safat, Kuwait 13060
†Department of Engineering Science and Mechanics, Virginia Tech, Blacksburg, VA 24061
Copyright © 2005 M. A. Majeed and M. W. Hyer, printed by NASA with permission

289
I. Introduction

The existence of bending-stretching material coupling in unsymmetric laminates has often been cited as an interesting and unique characteristic of fiber-reinforced composite materials. However, rarely is a composite structure manufactured that takes advantage of this characteristic, if it can indeed be considered an advantage. Bending-stretching coupling effects and the associated thermally-induced bending moments within a cooled laminate due to the elevated-temperature cure of polymer-matrix fiber-reinforced composite materials are often considered a disadvantage. Cooling an unsymmetric laminate from the elevated curing temperature to a lower service temperature leads to thermal deformations that result in a laminate that is warped, to put it into a negative context, relative to the intended shape. Dano and Hyer\textsuperscript{1} found that unsymmetric laminates that are flat at their curing temperature may have one of several possible shapes after they are cooled to their service temperature. If multiple shapes exist, the cooled laminates can be made to snap from one shape to another by applying forces and moments.\textsuperscript{2,3,4} Analyses to study these characteristics involve geometric nonlinearities and stability considerations. One application where bending-stretching coupling and the associated thermally-induced bending moments have been used to advantage is in the area of pre-stressed piezoceramic actuators, where the thermally-induced residual curvatures result in larger actuated displacements than if the actuator had been manufactured to be flat.\textsuperscript{5,6} In general, however, it is not clear that residual curvatures are useful, but is clear that with currently-available composite materials, special manufacturing methods must be used to produce flat unsymmetric laminates. Bonding together two previously-cured flat symmetric laminates at room temperature is an example of such an approach.\textsuperscript{7,8} It is also clear that due to the presence of bending-stretching effects, which are represented by the well-known $B$ matrix in classical lamination theory, the analysis of unsymmetric laminates is more difficult and involved than the analysis of symmetric laminates. Even for a geometrically linear analysis, and not including residual thermally-induced deformations, the three governing differential equilibrium equations written in terms of the three components of displacement involve odd-powered derivatives of the displacements due to the presence of material bending-stretching coupling terms from the $B$ matrix. These odd-powered terms complicate any closed-form and semi-closed-form analysis. If the effects of bending-stretching coupling due to geometric nonlinearities are considered in addition, then the governing equations become even more complex. Obviously the use of finite elements eliminates these problems, but isolating and identifying important parameters becomes more difficult, and the presence of the initial thermally-induced deformations must be accounted for in the analyses, which can make even the finite-element approach involved. In summary, unsymmetric laminates suffer from unwanted thermally-induced deformations, and they are difficult to analyze. However, with the advances in material science, it will someday be possible to manufacture flat, or curved, unsymmetric laminates, or their counterpart in some other advanced material form, that maintain their initial shape during the manufacturing process, so unwanted residual deformations will not be an issue. Then the question becomes one of determining the value of bending-stretching material coupling, determining what can be accomplished with it that cannot be accomplished otherwise, or more fundamentally, just what are the response characteristics of, say, flat plates which exhibit bending-stretching material coupling. It is this latter question that is the motivation for the present paper.

Based on geometrically linear analyses, Leissa\textsuperscript{9} and Qatu and Leissa\textsuperscript{10} studied the response of initially flat unsymmetrically laminated plates subjected to in-plane loadings. Leissa\textsuperscript{9} formulated the conditions required for the plate to remain flat. Under these conditions, then, a flat unsymmetrically laminated plate could presumably experience bifurcation buckling, like a symmetrically laminated or isotropic plate. The prebuckling deformations of the plate would not involve out-of-plane displacements, so a classic flat-plate bifurcation buckling analyses would make sense. If the conditions were not satisfied, a bifurcation buckling analysis would not make sense and, in fact, would be in error. Qatu and Leissa\textsuperscript{10} cited a number of papers that were not correct because so-called buckling analyses had been conducted assuming the plate remained flat under inplane compression, when in fact, the particular plates did not. The focus of the present paper is a study of the response of initially, and perfectly, flat unsymmetrically laminated square cross-ply plates subjected to inplane compression. Leissa\textsuperscript{9} stated that if such a plate is clamped on all four edges, it will...
remain flat. For the case of unsymmetric cross-ply laminates, only the $B_{11}$ and $B_{22}$ terms of the $B$ matrix exist. These terms lead to bending moments within the plate when the laminate is compressed inplane, but the clamped boundaries produce the necessary moments to overcome the induced bending effects and the plate will remain flat. An important additional condition is that the inplane strains - i.e., using the nomenclature of classical lamination theory, $\epsilon_{xo}, \epsilon_{yo}$, and $\gamma_{xy}$ - must be spatially uniform. This uniformity can be difficult to achieve in the laboratory, as contacting a plate to compress it produces inplane forces on the loaded edges that could lead to non-uniform inplane strains. For clarity here, by a clamped edge is meant that the displacement and rotation are restrained to be zero. Of course at any edge two more boundary conditions must be specified that address inplane displacements or stress resultants. The specific objectives of this paper are to: (1) examine the predicted response of unsymmetrically laminated cross-ply plates which satisfy Leissa’s’ required conditions, but consider a geometrically nonlinear analysis, and (2) investigate the response of unsymmetrically laminate cross-ply plates when the inplane boundary conditions on the four edges are other than those which allow the inplane strains to be spatially uniform. The second objective is of value when considering experiments, as it is important to determine the influence of the lack of a uniform strain state on the potential for bifurcation buckling, in particular, and on the overall response in general. The first objective is important as the past work has considered only geometrically linear response, and inclusion of geometric nonlinearities provides for the opportunity to study the bifurcation and consider inplane loading levels greater than the bifurcation level.

The paper begins by describing the specific problem considered: the loading, geometry, nomenclature, and boundary conditions. The finite-element code ABAQUS\textsuperscript{11} is used to obtain a majority of the results, and the finite-element model is briefly described. Numerical results are then presented for one specific unsymmetric cross-ply laminate, namely a $[0_4/90_4]_T$ graphite-epoxy laminate, and several boundary conditions. The restriction to study only one specific unsymmetric cross-ply stacking sequence is imposed so attention can focus on the influence of boundary conditions, which turn out to be fairly significant. One specific set of boundary conditions leads to particularly interesting results, so the effect of these boundary conditions on other unsymmetric cross-ply laminates is considered. A Rayleigh-Ritz technique is used, to a limited extent, to compare with finite-element results for this particular boundary condition case, and to develop relations that provide insight into the problem. As a baseline for comparison, the responses of a symmetric $[0_2/90_2]_S$ laminates are presented.

II. Problem Studied and Finite Element Model

The specific problem being considered is illustrated on Figure 1. The analysis coordinate system, which is located at the geometric center of the plate, is illustrated in Figure 1(a). The plate has dimension $a$ in the $x$-direction, $b$ in the $y$-direction, and is of thickness $H$. Typical composites nomenclature is used, and the 1-, 2-, and 3-directions are principal material directions, with the $+1$-direction being oriented at an angle $\theta$ relative the $+x$ axis. The displacement of the plate’s geometric midsurface in the $x$, $y$, and $z$-direction, as represented by the nodal displacements in the finite-element analysis, are denoted as $u^o$, $v^o$, and $w^o$, respectively, whereas nodal rotations about these axes are denoted as $\phi_{x}^o$, $\phi_{y}^o$, and $\phi_{z}^o$, respectively. The boundary conditions considered are shown in Figure 1(b). Note that some of the boundary conditions have an either-or specification. As shown, the plate is compressed in the $x$-direction by a known displacement $\Delta$ at the edge at $x = +a/2$. This displacement is uniform along the edge. The load required to effect this edge displacement will be later identified as $P$. The edge at $x = -a/2$ has no displacement in the $x$-direction, so it reacts the load due to displacement $\Delta$. These two edges will be referred to as the loaded edges. The other two edges will be referred to as the unloaded edges. As can be seen, $w^o = 0$ on all four edges. On the loaded edges either the rotation about the $y$-axis, $\phi_y^o$, is additionally specified to be zero (a clamped edge) or the moment $M_x$ is specified to be zero (a simply-supported edge). Regarding the inplane boundary conditions on the loaded edges, the tangential displacement $v^o$ can be restrained ($v^o = 0$), as is most likely the case when the edges are clamped in any experiment, or $N_{xy}$ is specified to be zero (the edges are free to move tangentially). Specifications for the other degrees of freedom are shown and do not vary in this study. The
unloaded edges, \( y = +b/2 \) and \( y = -b/2 \), can be clamped or simply supported by specifying \( \phi_0 \) or \( M_y \) to be zero, respectively. Regarding the inplane conditions, the unloaded edges can be free to move normally due to Poisson expansion effects (\( N_y = 0 \)), or Poisson expansion effects can be resisted by restraining the normal displacement (\( v^o = 0 \)), the latter representing, perhaps, the effects of a surrounding stiffer structure, or an intentional restraint in an experiment to induce secondary buckling.\(^\text{12} \) Herein, the notation CC-CC will be used for the cases where all edges are clamped, and CC-SS will be used when the loaded edges are clamped and the unloaded edges are simply supported. Specification of the inplane conditions that accompany the clamped or simple-support conditions will be stated on a case-by-case basis, as described next.

The specific boundary condition cases studied are illustrated in Figure 2. The cases are arranged in ‘matrix’ form. The out-of-plane boundary conditions are constant within a column, and the inplane boundary conditions are constant within a row. As can be seen, the first column considers CC-CC eight-layer symmetric \([0_2/90_2]_S\) cross-ply plates and the other two columns, which are separated from the first column by a vertical line, consider unsymmetric \([0_4/90_4]_T\) cross-ply plates. Though the behavior of symmetric laminates is familiar to most, it is important to illustrate the influence of the inplane boundary conditions considered here on more familiar problems before the studying their influence on unsymmetric laminates.

The first case in the first column considers the situation where the \( v^o \)-displacement is unrestrained on all edges. There are a number of issues that make this case difficult to achieve in practice, but it is often the subject of theoretical studies and it does lead to a spatially uniform inplane strain field. The second case in the column considers restraints on the \( v^o \)-displacement on the loaded edges, while the third case considers restraints on the \( v^o \)-displacement on all four edges. The latter case also leads to a uniform strain field. In particular, the inplane strains are zero. The second case is considered so the effects of a nonuniform inplane strain field can be evaluated, and to serve as an intermediate step between the cases of \( v^o \)-displacement being free on all edges and the \( v^o \)-displacement being restrained on all edges, the first and third cases. Also, the first and second cases in the first column do not exhibit secondary buckling, while the third case does. The influence of inplane boundary conditions on secondary buckling are more clearly demonstrated by having the intermediate boundary condition case available to consider. Finally, it is this intermediate inplane boundary condition case that is most likely to be considered in the laboratory when the unloaded edges are simply-supported, as in the case with the unsymmetric laminate in the third column. Proceeding to the second column, it is seen the first, second, and third cases are analogs of the first, second, and third cases in the first column as far as the boundary conditions are concerned. However, four of the eight layers in the laminates have their fiber orientations changed to yield unsymmetric \([0_4/90_4]_T\) cross-ply plates. For the unsymmetric laminate, the intermediate boundary condition case will be quite interesting. The third column is the same as the second column, with the exception being that the unloaded edges are simply supported rather than clamped. In this column the consequences of relaxing the clamping effects on the unloaded edges are examined. As mentioned, the second case in the third column represents the boundary conditions that are often used in the laboratory when testing symmetric laminates. This point will be elaborated upon later when this case is discussed in detail.

The various cases in Figure 2 were modeled with S9R5 shell elements in ABAQUS. The elements degenerate to Kirchhoff-type elements when the element is thin, as is the case here, though material properties in a three-dimensional sense are required for input. Only square plates were considered (\( b = a \) in Figure 1) with 20 elements in both the \( x \)- and \( y \)-directions. Meshes with 40 elements in both directions were investigated, but displacement, bifurcation, and stability calculations for the 20 by 20 mesh practically coincided with the results for the 40 by 40 mesh. The responses are computed with a variety of techniques available in ABAQUS. These include starting, stopping, and restarting static analyses using the standard Newton-Raphson solution method, the Riks solution method, both loading and unloading the plate, and a dynamic approach. The dynamic approach was used when the message file from ABAQUS reported that at a particular value of \( \Delta \) the system stiffness matrix had negative eigenvalues. When this occurred, the plate configuration was considered statically unstable. A dynamic analysis was then started from this configuration, holding the value of \( \Delta \) fixed, for the purpose of finding a statically stable configuration. In theory, simply starting the dynamic analysis would have allowed the plate to move toward another stable equilibrium configuration.
However, this could have taken considerable amount of integration time, so instead, the plate was given a small disturbance in the form of a small-amplitude short-duration pressure load (i.e., a pressure pulse) perpendicular to the plate surface. A small amount of damping was artificially added to the material and the plate moved rapidly toward another statically stable equilibrium configuration. The plate oscillated around this configuration but the small amount of damping suppressed these oscillations to the point a static restart could be initiated. The analyses quickly converged to the new static equilibrium configuration. For completeness, the pressure pulse was applied in both the positive and negative $z$-directions, for different lengths of time, and for different pulse amplitudes, but it was always generally clear that the plate intended to move to a particular configuration. In this new configuration, both increasing and decreasing values of $\Delta$ were pursued using both Newton-Raphson and Riks solution schemes. The graphite-epoxy properties given in Table 1 were used to compute the results. The properties in Table 1 represent a medium-modulus graphite-epoxy material such as AS4/3501-6.

### III. NUMERICAL RESULTS

In the figures to follow, the response of the plate to inplane compressive edge displacement is characterized by way of plots of two relations. First, the relation between the out-of-plane deflection at the center of the plate $w^o(0,0)$ and the inplane compressive edge displacement $\Delta$ is illustrated. Both of these deformations are normalized by the plate thickness $H$, and insets in the figures illustrate the out-of-plane deflections of the entire plate. As all plates discussed herein have the same thickness, a comparison of deflection levels between the cases illustrated in different figures is possible. Second, the relation between the inplane load $P$ associated with the edge displacement and the normalized edge displacement - i.e., often referred to as the load-endshortening relationship - is illustrated. The load is normalized by $A_{11}H$, and again, since all cases considered in Figure 2 have the same value of $A_{11}$, a comparison of inplane load levels between cases is possible.

Before discussing the cases in Figure 2 in detail, it is useful provide a quick overview of the out-of-plane displacement characteristics for each case. Similarities, differences, and distinctive features become immediately apparent with this overview. Details will be considered in the expanded discussion to be presented shortly. The overview is illustrated in Figure 3. Plotted in each sub-figure in Figure 3 is the out-of-plane deflection at the center of the plate $w^o(0,0)$, on the vertical axis, as a function of the inplane compressive displacement $\Delta$, both normalized by $H$. These are miniaturizations of the figures to be discussed later. The sub-figures are arranged in the same order as in Figure 2, so the influence of the boundary conditions, particularly the inplane boundary conditions, is obvious. The branches of the relations that represent unstable configurations are identified by the use of dashed line types. A quick examination of Figure 3 shows that bifurcation buckling occurs for all three CC-CC symmetric cross-ply laminate cases, the first column, with secondary buckling occurring for the third case. Secondary buckling is evident in the third case by the vertical line near $\Delta/H = 0.06$ indicating the displacement in the center of the plate goes to zero as the plate snaps to a configuration with two-half waves in the loading direction. All three CC-CC unsymmetric $[0_4/90_4]_T$ cross-ply plates, the second column, appear to bifurcate, like the symmetric cases do, though as will be seen, the postbuckling behavior among the cases is considerably different, and is, in fact, asymmetric. A closer examination of the second case in the second column however, will reveal that the plate does not bifurcate. The first two CC-SS unsymmetric $[0_4/90_4]_T$ cross-ply plates, the third column, exhibit no bifurcation-then-postbuckling behavior, but rather exhibit out-of-plane deformations immediately upon loading. The third CC-SS case in that column exhibits bifurcation-then-postbuckling behavior. As will be seen, the bifurcation is asymmetric, unlike the bifurcations in the first and second columns, which are symmetric. These nine cases will now be discussed in more detail. (Again for clarity; by symmetric is meant that the negative out-of-plane displacement branch is a reflection about the horizontal axis of the positive out-of-plane displacement branch. If this reflection, or mirror image, symmetry does not exist, then the terminology asymmetric is used.)
A. CC-CC $[0_2/90_2]_S$ Symmetric Cross-Ply Cases (First Column in Figure 2)

The out-of-plane deflection and load relations for a $[0_2/90_2]_S$ symmetrically laminated plate clamped on all four edges but with the $v^o$ displacement free everywhere are illustrated Figures 4 and 5. Referring to Figure 4, as the plate is loaded from the no-load condition, toward point A, there is no out-of-plane deflection at the center of the plate. The plate remains flat. At point A, the relation bifurcates symmetrically into positive and negative branches that represent nonzero out-of-plane deflection. The zero deflection branch extends to the right of point A to point A'. The flat plate condition on branch $AA'$ is unstable. Branches $AB$ and $AB'$, which are symmetric, are stable. On these branches the plate deforms out of plane with a half-wave in both the $x$- and $y$-directions. Like an isotropic plate, symmetric bifurcation and stable postbuckling behavior are to be expected.

The load vs. edge displacement relation of Figure 5 shows that the inplane stiffness of the plate (i.e., the slope of the relation) drops sharply when the plate begins to deflect out of plane at bifurcation point A. The load vs. edge displacement relation is the same for negative out-of-plane deflections as it is for positive out-of-plane deflections, and, of course, the slope of the relation when the plate is flat and unstable (branch $AA'$) is the same as when it is flat and stable (branch $0A$). It should be pointed out that the arrows from the insets to a branch mean the insets are identified with a general region of a branch. Often two insets that depict equal but opposite out-of-plane deflection patterns are directed to the same general region of a branch. This essentially means that either of the deflection patterns is possible in the general region of the branch.

Referring to Figure 6, it is seen that when the $v^o$-displacement on the clamped loaded edges is restrained to be zero, but the clamped unloaded edges remain free to move in the $y$-direction, the qualitative character of the out-of-plane deflection vs. edge displacement remains unchanged relative to the previous case. The load vs. edge displacement relations in Figure 7 reflect this.

As the final case in the first column of Figure 2, Figures 8 and 9 illustrate the response of a $[0_2/90_2]_S$ symmetrically laminated plate clamped on all four edges and with the $v^o$-displacement restricted to be zero on all of these edges. With the $v^o$-displacement restricted on the unloaded edges, inplane deformations induced by the Poisson effect are restricted, and the plate is subjected to a state of biaxial compression. The response of the plate in this situation is quite different than in the previous two cases. Referring to Figure 8, as the plate is loaded from the no-load condition, the out-of-plane deflection relation bifurcates symmetrically at point A, as with the previous two cases. However, as the edge displacement is increased in the postbuckling range, the plate configuration becomes unstable again, as it did at bifurcation point A. The point of instability is identified as point $B$ or $B'$, depending on whether the positive or negative out-of-plane deflection branch is being considered. At points B and B' the plate snaps to either of two new configurations, each with two half-waves in the loading direction, and one half-wave perpendicular to the loading direction, as shown with the insets. The snapping event is a dynamic one, and was triggered in the analysis by giving the configuration at B the aforementioned small pressure pulse. The ensuing oscillations centered around the configuration of point $B'$, but subsided due to the artificially induced damping. With the two half-wave configuration, the out-of-plane deflection of the center of the plate is exactly zero, as denoted by points $B'$ and $B''$. The plate can snap into either of the two half-wave configurations. With increased edge displacement to point C (an arbitrary inplane displacement level), the plate remains in the two half-wave configuration, the out-of-plane deflections simply becoming deeper. Upon unloading from point C, the out-of-plane deflections decrease, but the two-half-wave configuration continues with decreased edge displacement to point D. At point D, the two-half-wave configuration becomes unstable, and the plate snaps to the configurations given by points D or $D'$, configurations very similar to those associated with points B and B'. With a further decrease in edge displacement to point A the plate returns to a flat configuration. The snap from the configuration at point B to that at point $B'$ (or points $B'$ and $B''$) is often referred to as secondary buckling.

The load vs. edge displacement relation is shown in Figure 9, and it is seen that a sudden drop in load accompanies the snap through from points B to $B'$ and $B''$ to $B'$. The load again increases as the edge
displacement increases to point C, but the slope of the relation is less than for postbuckling branch \( AB \) (or \( AB' \)) or prebuckling branch 0A, the decreased slope representing a loss of inplane stiffness due to the increased number of half-waves in the loading direction. Upon unloading to point \( D \), the load suddenly increases as the plate snaps back to having one half-wave in the loading direction, point \( D' \) or \( D' \). In a rather restricted range of edge displacement, four stable equilibrium configurations exist, two with a single half-wave in the loading direction, and two with two half-waves in the loading direction. Referring to Figure 8, this range is between \( 0.0565 \leq \Delta / H \leq 0.0575 \).

B. CC-CC \([0^\circ/90^\circ]_T\) Unsymmetric Cross-Ply Cases (Second Column in Figure 2)

The response of an unsymmetric \([0^\circ/90^\circ]_T\) laminate with the same three boundary condition cases discussed above for the symmetric laminate are now considered. All conditions are identical, except the laminate has the directions of four of the eight layers changed. Considering the case where all edges are clamped but the \( v^o\)-displacement is free on all edges, the out-of-plane deflection vs. edge displacement and load vs. edge displacement relations are illustrated in Figures 10 through 12, Figure 12 being an enlarged portion of the Figure 11. A quick comparison of the out-of-plane deflection vs. edge displacement relation for this case with that of the counterpart case for the symmetric laminate, Figure 4, shows there are differences. However, there is one important similarity. As the plate is loaded from the no-load condition, the plate remains flat, despite the fact that it is unsymmetrically laminated. The clamped boundaries supply whatever moments are necessary to overcome the moment induced within the plate due to the lack of symmetry of the laminate reflected in the \( B_{11} \) term. (For this laminate \( B_{22} = -B_{11} \).) With a continued increase in edge displacement, the relation bifurcates at point \( A \), deflecting out of plane in either the positive or negative direction past the bifurcation level of edge displacement. This is exactly what happens with the symmetric laminate of Figure 4. The positive and negative branches of the relation, branches \( AB \) and \( AB' \), however, are not mirror images of each other, as they were for the symmetric laminate case. Slightly larger edge displacements are possible on branch \( AB \) than on branch \( AB' \), as evidenced by the larger value of \( \Delta / H \) associated with point \( B \) than with point \( B' \). Also, for a given value of \( \Delta / H \), e.g., 0.02, the magnitude of the out-of-plane deflections are slightly greater for the positive branch. It should be noted that the edge displacement that causes bifurcation of this unsymmetric plate is about half the value to cause bifurcation of the counterpart symmetric plate. This is because the four \( 0^\circ \) layers are clustered together within the \([0^\circ/90^\circ]_T\) laminate, whereas within the \([0^\circ/90^\circ]_S\) laminate the four \( 0^\circ \) layers are spread out, resulting in a greater resistance to instability. When the edge displacement reaches point \( B \) on the positive branch, the plate becomes unstable and the configuration snaps to one of those associated with point \( B' \), configurations that can be approximated by two half-waves in the loading direction, as shown by the inset. However, and an important point, the out-of-plane deflection at the center of the plate is not zero, as it is with the symmetric laminate, rather it is slightly positive, so the half waves are not actually of equal length in the loading direction. This nonzero value of the out-of-plane deflection at the center of the plate is due to the influence of \( B_{11} \), despite the fact it had no influence along branch 0A. Either of two approximate half-wave configurations is possible, as shown by the insets. On the negative branch, when the edge displacement reaches point \( B \), the plate also becomes unstable and the configuration snaps to either of those of point \( B' \), which are similar to those of point \( B' \). With increased edge displacement to point \( C \), the configuration remains the same. With decreasing edge displacement from point \( C \), the relation retracts the path to point \( D \), a point of vertical tangency, or limit point. As the relation approaches point \( D \) from point \( C \), the two possible approximate two half-wave configurations continue. With a further decrease in edge displacement below point \( D \), the plate snaps to either point \( D' \) or to point \( D' \). There is a branch from point \( D \) to point \( B \), but the branch represents unstable configurations. Like the symmetric laminate, there is a range of \( \Delta / H \), specifically \( 0.017 \leq \Delta / H \leq 0.028 \), where there are multiple stable configurations. An applied force or moment could cause the plate to move from one of these configurations to another.

The load vs. edge displacement relation of Figure 11 is complicated by the lack of mirror image symmetry of the positive and negative out-of-plane deflection responses. For increasing edge displacements beyond
bifurcation point \( A \), as might be expected in light of Figure 10, the load vs. edge displacement relation for the positive branch is not the same as the load vs. edge displacement relation for the negative branch, as it was for the symmetric laminate. This is better seen in the enlargement of a specific region of the load vs. edge displacement relation illustrated in Figure 12, where the relations for the two branches are separated slightly. The stiffness on branch \( AB \) is slightly greater than the stiffness on branch \( AB \). A drop in load accompanies the transition from points \( B \) to \( B' \) and from points \( B \) to \( B' \), the inplane stiffness of plate decreasing after snap through. An increase in load and stiffness accompanies the transition from point \( D \) to either \( D' \) or \( D' \).

When the \( v^o \)-displacement on the clamped loaded edges of the unsymmetric \([0_4/90_4]_T\) laminated plate is restrained to be zero, the out-of-plane deflection and load vs. edge displacement relations illustrated in Figures 13 through 17 result. As seen in Figure 13, the out-of-plane deflection relation looks somewhat like the case for which there are no restraints on the \( v^o \)-displacements, Figure 10. However, there are some interesting differences. As the edge-displacement increases from zero, the plate remains almost flat, but it exhibits a small magnitude negative out-of-plane deformation slightly before point \( A \). Then, a noticeable negative out-of-plane deformation, consisting of one half-wave in both the \( x \)- and \( y \)-directions, builds, causing the noticeable out-of-plane deflection beyond point \( A \). The details of the out-of-plane deflection surrounding point \( A \) are shown Figure 14. There is no bifurcation or adjoining positive branch. However, with an increased edge displacement slightly greater than point \( A \), past point \( E' \), a positive out-of-plane deformation consisting of one half-wave in both directions, beginning at point \( E \), a limit point, is possible. Considering the negative branch, at point \( B \), in Figures 13, the single half-wave configuration with a negative out-of-plane deflection becomes unstable and the plate snaps to either of two approximate two half-wave configurations at point \( B' \). With increasing and then decreasing edge displacement toward and then away from point \( C \), a point of vertical tangency occurs at point \( D \). At point \( D \) the plate snaps to a single half-wave configuration at either \( D' \) or \( D' \). With a continued decrease in edge displacement from point \( D' \), the relation moves to point \( E \). As seen in Figure 14, with a decrease in edge displacement from point \( E \), the plate snaps from a one half-wave configuration with positive out-of-plane deflection to a one half-wave configuration with negative out-of-plane deflection given by point \( E' \). With a further decrease in edge displacement, the plate becomes flatter at point \( A \). For increases in edge displacement from point \( E \), a branch extends to points \( F \) and \( G \), but branch \( EFG \) represents unstable configurations. On the other hand, with increased edge displacement from point \( D' \), the plate becomes unstable at point \( B \) and snaps to either of two approximate two half-wave configurations at point \( B' \).

The relations between load and edge displacement in Figure 15 show changes in inplane stiffness and step changes in the load from points \( B \) and \( B \) to points \( B' \) and \( B' \), and from \( D \) to \( D' \) or \( D' \). There is also a step change between points \( E \) and \( E' \). These features can be better seen in the enlarge views of Figures 16 and 17. The lack of connection of the positive and negative single half-wave branches \( AE' \bar{D}' \bar{B} \) and \( ED'B \) at point \( A \) in Figure 13 aside, it can be seen from the load relation that these two branches have slightly different characteristics and are distinct.

The subtle change of restraining the \( v^o \)-displacement on the clamped loaded edges, while allowing the \( v^o \)-displacement to remain free on the clamped unloaded edges, had minimal effect on the symmetric laminate, as Figures 4-7 illustrate. For the unsymmetric laminate of the second column, however, this change in inplane boundary conditions prevented the plate from remaining flat and bifurcating. To further consider this issue, the predicted out-of-plane deflection vs. edge displacement relations for the previous case, the present case, and the next case to be discussed, i.e., the first, second, and third cases in the second column of Figure 2, are illustrated in Figure 18 using both a geometrically linear and geometrically nonlinear analyses and considering small edge displacement levels. As seen, when \( v^o \) is either free on all edges or restrained on all edges, both linear and nonlinear analyses predict the CC-CC \([0_4/90_4]_T\) laminate will remain perfectly flat upon loading. The case with \( v^o \) restrained on the clamped loaded edges but free on the clamped unloaded edges exhibits out-of-plane deflections. Since the linear analysis predicts out-of-plane deflections, the phenomenon is due to material coupling effects as opposed to geometrically nonlinear coupling effects, though geometrically nonlinear effects amplify the out-of-plane deflections. Considering the geometrically linear case, the first two equilibrium equations for the unsymmetric cross-ply laminate, i.e., summation of
forces in the $x$-direction and summation of forces in the $y$-direction, in terms of the midsurface strains and curvatures are

\[
A_{11} \frac{\partial \epsilon_x}{\partial x} + A_{12} \frac{\partial \epsilon_y}{\partial x} + A_{66} \frac{\partial \gamma_{xy}}{\partial x} + B_{11} \frac{\partial n_x}{\partial x} = 0
\]

(1)

\[
A_{12} \frac{\partial \epsilon_x}{\partial y} + A_{22} \frac{\partial \epsilon_y}{\partial y} + A_{66} \frac{\partial \gamma_{xy}}{\partial y} - B_{11} \frac{\partial n_y}{\partial y} = 0
\]

(2)

If any of the strains vary with either coordinate, then the curvature gradient term must be nonzero so the terms all sum to zero. Restraining $v^o$ to be zero along the line representing the clamped loaded edges, but allowing $v^o$ to be free elsewhere leads to gradients in $\epsilon_y^o$ and $\gamma_{xy}^o$. Curvature, and hence out-of-plane displacements, then develop.

Finally, if the $v^o$-displacements on both the loaded and unloaded clamped edges of an unsymmetric $[0_4/90_4]_T$ laminate are restrained to be zero, then the relations of Figures 19 through 22 result. Referring to Figure 19, as the edge displacement of the plate is increased from zero, the plate remains flat, then bifurcates to have positive and negative postbuckling branches that are not mirror images of each other. The half-wave configuration of the both the positive and negative branches becomes unstable at points $B$ or $B'$, respectively, the configurations transitioning to points $B'$ and $B'$, respectively, which can be either of two configurations with approximately two half-waves in the loading direction. With the configurations at $B'$ and $B'$, there are a slight negative out-of-plane deflections at the center of the plate, which is in contrast with the slight positive deflection that occurs with the two cases just discussed. With decreased edge displacement from point $C$, the out-of-plane deflection relation moves to limit point $D$, the details which are illustrated in Figure 20. From the insets in Figure 20, it can be seen that near point $D$ one half-wave actually encompasses up about two-thirds of the dimension of the plate in the loading direction, while the other half-wave encompasses up the remaining one-third, so the out-of-plane deflection at the center of the plate is substantial. At point $D$, the plate loses stability and its configuration snaps to either that of point $D'$ or that of point $D''$, configurations with one half-wave in the loading direction. Segment $DDB'$ represents unstable equilibrium configurations of the plate.

The load vs. edge displacement relation is illustrated in Figure 21, with details near limit point $D$ enlarged in Figure 22. In these figures it is possible to see that the character of branches $AB$ and $AB'$ are not identical, and that the inplane stiffness of the plate decreases when it snaps from points $B$ or $B$ to $B'$ or $B'$.

C. $[0_4/90_4]_T$ CC-SS Laminates (Third Column in Figure 2)

When the boundary conditions on the unloaded edges are relaxed from clamped to simply supported, the response of the unsymmetrically laminated plate changes considerably. The lack of ability to resist moments along those edges allows unsymmetric effects in the laminate to influence the response as soon as the compressive edge displacement is applied. The response of a $[0_4/90_4]_T$ laminate simply-supported along the unloaded edges, clamped along the loaded edges, and with no restraints on the $v^o$-displacement along any of the edges is illustrated in Figures 23 and 24. The conditions of the plate are identical to those of the plate described in Figures 10 through 12 (the first case in the second column) except for the lack of a moment reaction along the unloaded edges. The out-of-plane deflection vs. edge displacement relation shown in Figure 23 illustrates that the plate deflects out-of-plane in a configuration with a single half-wave in the both directions as the edge displacement is increased from zero. The out-of-plane deflections are small for low levels of edge displacement, but at point $A$ the out-of-plane deflections increase rapidly with increasing edge displacement. This rapid increase is due to geometric nonlinearities. For the range of edge displacement considered, only this configuration occurs. As seen in Figure 24, the load vs. edge displacement relation, the plate abruptly loses stiffness at point $A$, and continues to do so with increasing edge displacement due to the increased out-of-plane deflection.

Many laboratory experiments focused on compressive loading of flat plates are conducted by compressing one edge of the plate using the movable platen of a load frame and restricting the motion of the opposite
edge by virtue of the fixed platen. The unloaded edges are supported by knife edges that restrict out-of-plane
deflection by resisting the development of curvature, but allowing motion in the loading direction, motion
perpendicular to the loading direction, and rotation. As mentioned, because the edges of composite plates
broom and subsequently fail when subjected to compression, the fixtures designed to apply the compressive
displacement and support the opposite edge usually clamp the plate in the thickness direction. The
clamping action on those two edges generally restricts the $v^o$-displacement. The second case in the third
column simulates these conditions exactly, and therefore represents a realistic set of boundary conditions.
This case is identical to the first case in the third column except for the $v^o$-displacement restraint on the
clamped loaded edges. The response of the [0\( \phi \)/90\( \phi \)]$_r$ laminate with these more realistic boundary conditions
is shown in Figures 25 and 26. It is seen that relative to the first case in the third column, Figures 23
and 24, there are few differences, qualitatively or quantitatively. The plate simply deflects out of plate at
the initiation of edge compression, the deflection increasing more rapidly at point $A$.

If it is further assumed that the $v^o$-displacement along the unloaded edges is restrained to be zero (the
third case in the third column), asymmetric bifurcation is predicted to occur, as illustrated in Figure 27
and the enlargement in Figure 28. As the edge displacement is increased to point $A$ (see the expanded view
in Figure 28), the plate becomes unstable and the out-of-plane deflection can suddenly jump to point $A'$,
which represents a stable plate configuration with negative out-of-plane deflections and a single half-wave in
both directions. With increased edge displacement, as Figure 27 shows, the out-of-plane deflection vs. edge
displacement relation moves to point $B$. The relation then changes abruptly to follow branch $BC$. As this
branch is traversed, the plate configuration changes to one with two half-waves in the loading direction as
point $C$ is approached. If the edge displacement is decreased from a value corresponding point $C$ to a value
somewhat less than represented by point $A'$, the relation reaches a limit point at point $D$. The relation then
jumps to point $D'$, the plate returning to a flat configuration. Branch $AD$ represents unstable configurations.

Returning to point $A$, and referring to Figure 27 and the detail in Figure 28, it is seen that at point $A$ it
is possible that increasing edge displacement can be accompanied by a positive out-of-plane deflection at the
center of the plate, as represented by branch $AB$. Referring to the insets, it is seen that the configuration
on this branch has a single half-wave in both directions. This configuration becomes unstable when the
edge displacement reaches the value corresponding to point $B$ on Figure 27. At point $B$ the plate suddenly
changes configuration to that of point $B'$ on branch $DAB$. In going from point $B$ to point $B'$, the plate
snaps from having all-positive out-of-plane deflections to having all-negative out-of-plane deflections.

The load vs. edge displacement relation in Figure 29, and the expanded view in Figure 30, reveal a drop
in load when the plate configuration changes from that at point $A$ to that at point $A'$, and with a change of
configuration from that at point $B$ to that at point $B'$. The asymmetry in the out-of-plane deflection vs. edge
displacement relation, wherein the deflections on the positive branch $AB$ are less than the deflections on the
negative branch $DAB$, is reflected in the lower load and stiffness for branch $DAB$. The stiffness is even
less on branch $BC$, a reflection of the two half-wave configuration.

D. Rayleigh-Ritz Solution For Other Laminates

The asymmetric bifurcation of the last case discussed has the potential for interesting plate behavior in the
laboratory. As the edge displacement is increased from zero, it is not possible to have a smooth transition
from the flat configuration to a configuration with a negative out-of-plane deflection. Referring to Figure 28,
the plate must snap, or jump, from the flat configuration of point $A$ to the non-flat configuration of point $A'$.
To further study this case, a simple five-term Rayleigh-Ritz solution to the problem was developed based on
the total potential energy. The solution was based on the assumptions of classical lamination theory and the
von Kármán approximations to the geometrically nonlinear strain-displacement relations. The first variation
of the total potential energy is given by

\[
\delta \Pi = \int_{-b/2}^{+b/2} \int_{-a/2}^{+a/2} \left\{ N_x \left( \frac{\partial \delta u^o}{\partial x} + \beta_x^o \delta \beta_x^o \right) + N_y \left( \frac{\partial \delta v^o}{\partial y} + \beta_y^o \delta \beta_y^o \right) \\
+ N_{xy} \left( \frac{\partial \delta u^o}{\partial y} + \frac{\partial \delta v^o}{\partial x} + \beta_x^o \delta \beta_y^o + \beta_y^o \delta \beta_x^o \right) \\
+ M_x \frac{\partial \delta \beta_x^o}{\partial x} + M_y \frac{\partial \delta \beta_y^o}{\partial y} + M_{xy} \left( \frac{\partial \delta \beta_x^o}{\partial x} + \frac{\partial \delta \beta_y^o}{\partial y} \right) \right\} \, dx \, dy
\]

(3)

where \( N_x, N_y, \) and \( N_{xy} \) and \( M_x, M_y, \) and \( M_{xy} \) are the force and moment resultants, respectively, which are related to the midplane strains and curvatures through the well-known ABD constitutive relations given by

\[
\begin{align*}
\left\{ N_x, N_y, N_{xy} \right\} &= \left[ A_{11} A_{12} A_{16} B_{11} B_{12} B_{16} \right] \left\{ e_x^o, e_y^o, \gamma_{xy}^o \right\} \\
\left\{ M_x, M_y, M_{xy} \right\} &= \left[ B_{11} B_{12} B_{16} D_{11} D_{12} D_{16} \right] \left\{ k_x^o, k_y^o, k_{xy}^o \right\}
\end{align*}
\]

(4)

The strains-displacement relations are

\[
\begin{align*}
\epsilon_x^o &= \frac{\partial u^o}{\partial x} + \frac{1}{2} \beta_x^o \\
\epsilon_y^o &= \frac{\partial v^o}{\partial y} + \frac{1}{2} \beta_y^o \\
\gamma_{xy}^o &= \frac{\partial u^o}{\partial y} + \frac{\partial v^o}{\partial x} + \beta_x^o \beta_y^o
\end{align*}
\]

(5)

where \( \beta_x^o \) and \( \beta_y^o \) are cross-sectional rotations defined as

\[
\beta_x^o = -\frac{\partial w^o}{\partial x} \quad \text{and} \quad \beta_y^o = -\frac{\partial w^o}{\partial y}
\]

(6)

and the curvatures are given by

\[
\begin{align*}
\kappa_x^o &= \frac{\partial \beta_x^o}{\partial x} = -\frac{\partial^2 w^o}{\partial x^2} \\
\kappa_y^o &= \frac{\partial \beta_y^o}{\partial y} = -\frac{\partial^2 w^o}{\partial y^2} \\
\kappa_{xy}^o &= \frac{\partial \beta_x^o}{\partial y} + \frac{\partial \beta_y^o}{\partial x} = -2 \frac{\partial^2 w^o}{\partial x \partial y}
\end{align*}
\]

(7)

For the Rayleigh-Ritz formulation two functional forms for the assumed displacement field are considered. One form is based on reduced polynomials and is given by

\[
u^o(x,y) = \frac{\Delta}{a} x + a_{11} \left[ \left( \frac{x}{a} \right)^2 - 3 \left( \frac{x}{a} \right)^3 + 2 \left( \frac{x}{a} \right)^4 \right] \left[ \left( \frac{y}{b} \right)^2 - \left( \frac{y}{b} \right)^4 \right] + a_{12} \left[ \left( \frac{x}{a} \right)^2 - 3 \left( \frac{x}{a} \right)^3 + 2 \left( \frac{x}{a} \right)^4 \right] \left[ \left( \frac{y}{b} \right)^2 - \left( \frac{y}{b} \right)^4 \right]^2
\]
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Note that when $B_{ij} = 0$, i.e., the laminate is symmetric, the slope at the bifurcation point is infinite, as is the case for symmetric bifurcation. The point of vertical tangency, i.e., the limit point, is given by $dc_{11}/d\Delta = \infty$, which translates to $d\Delta/dc_{11} = 0$. The value of $w^o(0,0)$ associated with the point of vertical tangency, $w^o_v$, can be solved for in closed-form by solving for $c_{11}$ from the numerator of Equation (11) set to zero, namely,

$$c_{11} = -B_{11} \frac{f_2(A_{ij})}{2f_1(A_{ij})}$$
and using this value in Equations (8) and (9). Note again, when $B_{11} = 0$, from equation (13) $c_{11} = 0$, which is interpreted to mean that the point of vertical tangency is associated with $c_{11} = 0$. This is certainly the case. It is clear from Equations (11) through (13) that the value of $w_p^o$ and the slope $dc_{11}/d\Delta$ are directly related to $B_{11}$.

The out-of-plane deflection vs. edge displacement relations near the bifurcation point for six eight-layer unsymmetric cross-ply laminates, including the $[0/90_4]_T$ case, are illustrated in Figures 31 and 32 using both the five-term reduced polynomial Rayleigh-Ritz solution, as an example, and the ABAQUS calculations. These six laminates represent the six unique double-layer unsymmetric laminates that can be constructed from eight layers. (There is actually another set of six, but they differ only in the sign of $B_{11}$, and therefore the sign of the out-of-plane deflection.) There are differences between the ABAQUS and Rayleigh-Ritz relations, but the five-term Rayleigh-Ritz approach captures the important features. Stability analyses were not carried out with the Rayleigh-Ritz solutions. Table 2 provides a comparison of these calculated values of $w_p^o$ using ABAQUS and the two Rayleigh-Ritz solutions. These are arranged in order of increasing value of $|w_p^o|$. Though the predicted trends of increasing value of $|w_p^o|$ as a function of the stacking sequence for both Rayleigh-Ritz solutions follows the trend predicted by ABAQUS, the maximum deviation for the trigonometric solution is about 14% relative to the ABAQUS prediction (for the $[0_2/0_2/0_2/90_2]_T$ laminate), while the maximum deviation for the reduced polynomial solution is about twice that (for the $[90_2/0_2/90_2/0_2]_T$ and $[0_2/0_2/90_2/0_2]_T$ laminates). Considering the number of degrees of freedom in the ABAQUS solution, the comparisons are good and reinforce the fact that these boundary conditions result in asymmetric bifurcation behavior. While in many such problems the asymmetric bifurcation behavior is due to geometric asymmetry, here the behavior is due to material asymmetry.

It should be mentioned before closing that when the loaded edges are simply supported (SS), the plate response is similar to that shown in Figures 23-26, namely, the plate deforms out of plane immediately upon application of a compressive edge displacement.

### IV. Concluding Remarks

This paper has presented interesting results for inplane loaded unsymmetric laminates. A quick review of the response for the cases in the second and third columns of Figure 3 clearly illustrates this point. The specific boundary conditions studied could be considered quite specific, and therefore the results presented could be considered of limited value. On the contrary, it is believed the results presented are broad in scope and have a wider impact. The CC-CC case with the $v^o$-displacement free everywhere (first case in second column in Figure 3) was chosen as a starting point because, based on the past geometrically linear results of Leissa and Qatu and Leissa, they argued that the potential for classical bifurcation buckling behavior existed. This, despite the fact that the laminate was unsymmetric and some sort of asymmetric response might be expected right from the onset of loading. However, bifurcation buckling was shown to occur, and then, since the analysis here was based on geometrically-nonlinear analyses, the postbuckling behavior was examined, including secondary buckling. It was found that the asymmetries in response expected at the lower load level did exist at this higher level of loading. With a slight change of boundary conditions to those of the second case in the second column, a change which had minimal influence on the counterpart symmetric laminate in the first column, the bifurcation behavior disappeared and asymmetric response developed from the onset of loading, as shown in Figure 18. The disappearance of the bifurcation was subtle, and might even be missed in an experiment. However, since inplane and out-of-plane deformations are coupled in unsymmetric laminates, perhaps it should not be surprising that inplane boundary conditions play an important role in the out-of-plane response. However, the dependence on inplane boundary conditions seems so sensitive that it might be impossible to successfully conduct experiments to verify any particular findings. Further changing the boundary conditions to those of the third case in the second column again resulted in bifurcation behavior and asymmetric postbuckling response, like the first case in the column, but the sign of the secondary buckling response changed. Then, releasing the clamped unloaded edges so they were simply supported, the third case in the third column, did not cause the bifurcation behavior.
to disappear, as expected. Rather, the bifurcation became asymmetric. The findings of this study, then, illustrate that attention to inplane boundary conditions is very important when considering the response of unsymmetric laminates, much more so than for symmetric laminates. The findings also indicate bifurcation behavior of flat unsymmetric cross-ply laminates is possible for a variety of conditions. Before closing, it should be noted that Johnson and Haftka\textsuperscript{13} studied the response of composite laminates loaded inplane by compressive loads acting eccentrically relative to the geometric midsurface so as to produce edge moments that countered the effects of bending-stretching coupling. The authors reported an asymmetric bifurcation.
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Table 1: Graphite Layer Material Properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$ (Msi)</td>
<td>18.85</td>
</tr>
<tr>
<td>$E_2$ (Msi)</td>
<td>1.407</td>
</tr>
<tr>
<td>$E_3$ (Msi)</td>
<td>1.407</td>
</tr>
<tr>
<td>$G_{23}$ (Msi)</td>
<td>0.725</td>
</tr>
<tr>
<td>$G_{13}$ (Msi)</td>
<td>0.725</td>
</tr>
<tr>
<td>$G_{12}$ (Msi)</td>
<td>0.725</td>
</tr>
<tr>
<td>$\nu_{23}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\nu_{13}$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\nu_{12}$</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 2: $w^o$-location of the limit point, ABAQUS and Rayleigh-Ritz predictions

<table>
<thead>
<tr>
<th>Fig.</th>
<th>Stacking Sequence</th>
<th>$(u_p^o/H)$</th>
<th>$(u_{p^o}^o/H)$</th>
<th>$(u_{p^o}^o/H)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>31a,b</td>
<td>[0/0/90/0]_T</td>
<td>-0.0438</td>
<td>-0.0470</td>
<td>-0.0415</td>
</tr>
<tr>
<td>32a,b</td>
<td>[90/0/90/90]_T</td>
<td>-0.0465</td>
<td>-0.0598</td>
<td>-0.0467</td>
</tr>
<tr>
<td>31c,d</td>
<td>[0/90/0/90]_T</td>
<td>-0.0962</td>
<td>-0.1047</td>
<td>-0.0881</td>
</tr>
<tr>
<td>31e,f</td>
<td>[0/0/90/90]_T</td>
<td>-0.1092</td>
<td>-0.1410</td>
<td>-0.1248</td>
</tr>
<tr>
<td>32e,f</td>
<td>[0/90/90/90]_T</td>
<td>-0.1570</td>
<td>-0.1796</td>
<td>-0.1402</td>
</tr>
<tr>
<td>32c,d</td>
<td>[0/0/90/90]_T</td>
<td>-0.1680</td>
<td>-0.2095</td>
<td>-0.1762</td>
</tr>
</tbody>
</table>

$^a$ABAQUS, estimate of location of $dw^o(0,0)/d\Delta = \infty$
$^b$Five-term Rayleigh-Ritz reduced polynomials, computed using solution for $d\Delta/dc_{11} = 0$
$^c$Five-term Rayleigh-Ritz trigonometric functions, computed using solution for $d\Delta/dc_{11} = 0$
Figure 1: Plate geometry, analyses and coordinate system, and boundary conditions.
<table>
<thead>
<tr>
<th></th>
<th>$[0_2/90_2]_S$</th>
<th>$[0_4/90_4]_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CC-CC</td>
<td>CC-CC</td>
</tr>
<tr>
<td>C</td>
<td>$v^o \neq 0$</td>
<td>$v^o \neq 0$</td>
</tr>
<tr>
<td>C</td>
<td>$v^o = 0$</td>
<td>$v^o = 0$</td>
</tr>
<tr>
<td>C</td>
<td>$v^o = 0$</td>
<td>$v^o = 0$</td>
</tr>
<tr>
<td>C</td>
<td>$v^o = 0$</td>
<td>$v^o = 0$</td>
</tr>
</tbody>
</table>

Figure 2: Cross-ply laminates and boundary conditions studied
Figure 3: Overview of out-of-plane deflection characteristics of cases in Figure 2
Figure 4: Out-of-plane deflection vs. edge displacement for CC-CC \([0_2/90_2]_s\) square plate with \(v^\circ\) free on all edges

Figure 5: Load vs. edge displacement for CC-CC \([0_2/90_2]_s\) square plate with \(v^\circ\) free on all edges
Figure 6: Out-of-plane deflection vs. edge displacement for CC-CC \([0_2/90_2]_S\) square plate with \(v^o\) restrained on loaded edges, free on unloaded edges.

Figure 7: Load vs. edge displacement for CC-CC \([0_2/90_2]_S\) square plate with \(v^o\) restrained on loaded edges, free on unloaded edges.
Figure 8: Out-of-plane deflection vs. edge displacement for CC-CC $[0_2/90_2]_S$ square plate with $v^p$ restrained on all edges.

Figure 9: Load vs. edge displacement for CC-CC $[0_2/90_2]_S$ square plate with $v^p$ restrained on all edges.
Figure 10: Out-of-plane deflection vs. edge displacement for CC-CC $[0_4/90_4]$ square plate with $v^o$ free on all edges
Figure 11: Load vs. edge displacement for CC-CC $[0_4/90_4]_T$ square plate with $v^o$ free on all edges

Figure 12: Details of load vs. edge displacement for CC-CC $[0_4/90_4]_T$ plate with $v^o$ free on all edges
Figure 13: Out-of-plane deflection vs. edge displacement for CC-CC $[0_4/90_4]_T$ square plate with $v^o$ restrained on loaded edges, free on unloaded edges.
Figure 14: Details of deflection vs. edge displacement for CC-CC \[0_{4}/90_{4}\]T square plate with \(v^o\) restrained on loaded edges, free on unloaded edges.

Figure 15: Load vs. edge displacement for CC-CC \[0_{4}/90_{4}\]T plate with \(v^o\) restrained on loaded edges, free on unloaded edges.
Figure 16: Details of load vs. edge displacement for CC-CC [0°/90°/4]_T plate with v_restrained on loaded edges, free on unloaded edges

Figure 17: More details of load vs. edge displacement for CC-CC [0°/90°/4]_T plate with v_restrained on loaded edges, free on unloaded edges
Figure 18: Out-of-plane deflection vs. edge displacement of CC-CC [0°/90°]T square plates, three different restraint conditions on $v^o$.
Figure 19: Out-of-plane deflection at the center vs. edge displacement for CC-CC [0_4/90_4]_T plate with v^o restrained on all edges

Figure 20: Details of out-of-plane deflection vs. edge displacement for CC-CC [0_4/90_4]_T plate with v^o restrained on all edges
Figure 21: Load vs. edge displacement for CC-CC $[0_4/90_4]_T$ square plate with $v^o$ restrained on all edges

Figure 22: Details of load vs. edge displacement for CC-CC $[0_4/90_4]_T$ square plate with $v^o$ restrained on all edges
Figure 23: Out-of-plane deflection vs. edge displacement for CC-SS [0\_4/90\_4]_T square plate with \( v^o \) free on all edges

Figure 24: Load vs. edge displacement for CC-SS [0\_4/90\_4]_T square plate with \( v^o \) free on all edges
Figure 25: Out-of-plane deflection vs. edge displacement for CC-SS $[0_{4}/90_{4}]_{T}$ square plate with $v^{o}$ restrained on loaded edges, free on unloaded edges

Figure 26: Load vs. edge displacement for CC-SS $[0_{4}/90_{4}]_{T}$ square plate with $v^{o}$ restrained on loaded edges, free on unloaded edges
Figure 27: Out-of-plane deflection vs. edge displacement for CC-SS [04/904]T square plate with v_o restrained on all edges.

Figure 28: Details of out-of-plane out-of-plane deflection vs. edge displacement for CC-SS [04/904]T square plate with v_o restrained on all edges.
Figure 29: Load vs. edge displacement for CC-SS $[0_{4}/90_{4}]_T$ square plate with $v^o$ restrained on all edges

Figure 30: Details of load vs. edge displacement for CC-SS $[0_{4}/90_{4}]_T$ square plate with $v^o$ restrained on all edges
Figure 31: Initial postbuckling deflections for CC-SS cross-ply plates with $v^o$ restrained on all edges, Rayleigh-Ritz and ABAQUS predictions.
Figure 32: Initial postbuckling deflections for CC-SS cross-ply plates with $v^o$ restrained on all edges, Rayleigh-Ritz and ABAQUS predictions.
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Simulation of Progressive Failure in Multidirectional Composite Laminated Panels *
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A mechanism-based progressive failure analyses (PFA) approach is developed for fiber reinforced composite laminates. Each ply of the laminate is modeled as a nonlinear elastic degrading lamina in a state of plane stress according to Schapery theory. In this theory, each lamina degrades as characterized through laboratory scale experiments. In the fiber direction, elastic behavior prevails, however, in the present work, the phenomenon of fiber microbuckling, which is responsible for the sudden degradation of the axial lamina properties under compression, is explicitly accounted for by allowing the fiber rotation at a material point to be a variable in the problem. The latter is motivated by experimental and numerical simulations that show that local fiber rotations in conjunction with a continuously degrading matrix are responsible for the onset of fiber microbuckling leading to kink banding. These features are built into a user defined material subroutine that is implemented through the commercial finite element (FE) software ABAQUS. The present model, thus, disbands the notion of a fixed compressive strength of a lamina and instead uses the mechanics of the failure process to provide the in-situ compression strength of a material point in a lamina, the latter being dictated strongly by the current local stress state, the current state of the lamina transverse material properties and the local fiber rotation. The inputs to the present work are laboratory scale, coupon level test data that provide information on the lamina transverse property degradation (i.e. appropriate, measured, strain-stress relations of the lamina transverse properties), the elastic lamina orthotropic properties, the ultimate tensile strength of the lamina in the fiber direction and the geometry of the structural panel. The validity of the approach advocated is demonstrated through numerical simulations of the response of two composite structural panels that are loaded to complete failure. A flat, 24-ply unstiffened panel with a cutout subjected to in-plane shear loading, and a double notched 70 ply unstiffened stitched panel subjected to axial compression are selected for study. The predictions of the simulations are compared against experimental data. Good agreement between the present PFA and the experimental data are reported.

I. Introduction

Development of computational methodologies for the prediction of damage accumulation and growth in continuous fiber composite laminates is presently an active area of research. A large body of literature devoted to progressive failure analysis (PFA) of composite laminated structures is now present. Many of the PFA schemes introduced and available today have relied on the phenomenological approach of defining strength criteria for a single lamina when subjected to different single component stress states. These methods define the onset of failure through specific indices that are expressed as functions of the current stress state. When any of these indices exceeds a predefined critical value, the material at that point is said to have failed.1,2 When a material point has failed, for subsequent loading, it is assumed to have
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a reduced stiffness that is predetermined in an empirical manner. Depending on the type of failure (for instance, fiber breaking and/or matrix cracking due to tension along the fibers, fiber kink-banding due to compression along the fibers, fiber/matrix debonding due to in-plane shear), different elastic moduli are set to zero. In addition, linear elastic material behavior is assumed throughout the analysis. In a laminated composite plate, the stiffness at a material point is determined by the current local stress state and the local ‘state’ of the material. The local stress state, in general, is multi-axial and a material point at the current state may have accumulated damage, dictated by the loading history. Thus, ‘strength’ at a material point is influenced to a great extent by the current stress and strain state and is predicated on the mechanism of failure. Schemes that abruptly change material properties and rely on a linear elastic analysis may be unable to realistically account for features associated with the mechanisms of failure. Furthermore, these approaches lack an appropriate definition of the material state beyond first failure. For progressive failure modeling, a framework that accounts for the continued degradation of the material is needed. Schapery\(^3\) introduced a thermodynamically based theory (referred to as ST) that uses internal state variables (ISVs) to analyze damage evolution in composite laminates. These ISVs are related to mechanical aspects of damage mechanisms. The ISVs are related to the energy required for the evolution of the damaged states.

Diverse damage mechanisms can have distinct ISVs to track the damage evolution. For instance, matrix microcracking can be expressed via one ISV, while transverse cracking can be represented by another ISV.\(^4\) The evolution of these ISVs with global loading is determined at each material point and as functions of load history through the satisfaction of a thermodynamic criterion (an evolution equation), throughout the loading history. Various experimental\(^5\) and analytical\(^6\) studies show that the maximum load sustained by a lamina in the axial direction ($\sigma_{11}^{\max}$), in compression, depends greatly on the presence of the other in-plane stress components such as $\sigma_{22}$ and $\tau_{12}$. Experimental, analytical and micromechanical studies show that the main physical event occurring during kinking is the rotation of fibers within a degrading matrix. The rotation of fibers gives rise to high localized shear strains which drives the shear degradation of the local matrix. The shear degradation in turn drives the rotation of the fibers creating a positive feedback loop. The simultaneous presence of both these phenomena results in a limit load situation for a lamina under axial compression. This limiting load, which is dictated by the local stress state and the state of the transverse lamina properties, can be relieved (increased) by the presence of other stress components or, in certain cases, can be elevated (reduced). The present approach captures these two phenomena in a numerical setting and is able to reproduce the broad micromechanical observations associated with compressive failure at a macro-level (lamina level, instead of at the individual fiber/matrix level). Two structural panel configurations, for which a set of laboratory data is available, are studied using the present PFA approach. A thick (70-ply), stitched double notched carbon fiber reinforced laminated panel subjected to axial compression loading and a relatively thin (24-ply) flat unstiffened laminated shear panel (FSP) with a cutout, loaded deep into the postbuckling regime are analyzed. Double notched panels (DNPs), with notch tip radii equal to the laminate thickness are cut from a master laminate (Figure 1). The notches act as stress concentrators and create a high stress zone, making it easier to observe damage initiation and progression. The use of a stitched laminate eliminates delamination among adjacent plies of a multidirectional laminate making it possible to isolate matrix dominated failure events in an uncomplicated manner. The unnotched sides of the DNPs are subjected to remote uniaxial displacement control compression loading. The notched sides are placed in anti-buckling guides to prevent premature global buckling. Figure 2 shows the loading scheme and boundary conditions. Global load-deflection data and damage initiation and progression data are obtained from the laboratory experiments, through strain gages, load cells, LVDT’s and post-experiment microscopic studies. The experiments show that fiber kinking in the zero plies (plies parallel to the loading direction) is the dominant mode of failure and is seen to occur at the vicinity of the notch tip within the zero plies. The kinking zone subsequently grows towards the center of the panel resulting in global catastrophic failure. For the flat unstiffened, 24-ply panel, experimental results and related PFA modeling has been reported earlier\(^7\)–\(^9\). These panels are loaded in shear using a picture frame test set-up. Back to back strain gage data and load and load point displacement data from the panel tests are used to validate the present PFA approach.

The main objective of the present paper is to introduce a new PFA approach for composite laminates that is based on capturing features associated with failure mechanisms and embedding these in a numerical scheme that can model the laminate as a collection of degrading lamina. The selected examples account for both material degradation in a nonlinear manner (DNP), and the interaction of these nonlinearities with geometrical nonlinearities (FSP) which dominate the response of thin-gage structures that are loaded in compression.
II. Progressive Failure Analysis using Schapery Theory (ST)

A. Elements of the PFA approach

1. Non-linear Constitutive Formulation

Schapery\textsuperscript{10} developed nonlinear elastic constitutive relations for an orthotropic lamina using a work potential approach which accounted for the effect of microdamage. The lamina stress-strain relations are,

\begin{align*}
\sigma_{11} &= Q_{11}\epsilon_{11} + Q_{12}\epsilon_{22} \\
\sigma_{22} &= Q_{12}\epsilon_{11} + Q_{22}\epsilon_{22} \\
\tau_{12} &= Q_{66}\gamma_{12}
\end{align*}

(1)

where,

\begin{align*}
Q_{11} &= \frac{E_{11}}{1 - \nu_{12}\nu_{21}} ; & Q_{22} &= \frac{E_{22}}{1 - \nu_{12}\nu_{21}} \\
Q_{12} &= \nu_{12}Q_{22} ; & Q_{66} &= G_{12} \\
\nu_{21} &= \frac{\nu_{12}E_{22}}{E_{11}}
\end{align*}

(2)

In the existing literature on damage mechanics as applied to continuous fiber laminated composite materials, the effect of damage is incorporated through the change in transverse Young’s modulus \(E_{22}\) and in plane shear modulus \(G_{12}\). For instance, Sun and Chen\textsuperscript{11} proposed a one parameter plastic potential in conjunction with orthotropic incremental plasticity theory to study the evolution of \(E_{22}\) and \(G_{12}\) in tension. Schapery and Sicking,\textsuperscript{4} used ST to study the evolution of \(E_{22}\) and \(G_{12}\). These previous studies were not concerned with the state of the lamina beyond first failure in the fiber direction. Yet, it is recognized\textsuperscript{12} that such damage is dominant for compression loaded composite structures. Lamina level coupon tests in tension have shown that fiber direction modulus, \(E_{11}\) and Poisson’s ratio, \(\nu_{12}\) can be assumed to be independent of microdamage that influence \(E_{22}\) and \(G_{12}\).\textsuperscript{13} This situation is also true for compression until the onset of kinking (the axial compression load reaches a maximum limit load at the point in which a kink band starts to form, for example, as shown in Lee and Waas\textsuperscript{14}). During kink band formation and propagation, it is likely that microdamage mechanisms do influence \(E_{11}, \nu_{12}, E_{22}\) and \(G_{12}\). Subsequent to kink banding, other failure mechanisms such as delamination can occur. These mechanisms are not accounted for here, but have received attention recently in the context of PFA.\textsuperscript{9}

2. Elements of Schapery Theory

In Schapery and Sicking,\textsuperscript{4} ISVs are used to incorporate inelastic behavior in the material response. Earlier, Schapery\textsuperscript{3} introduced a more general thermodynamic framework to study materials that undergo damage. In these developments, the total work done, \(W_T\), in a mechanical process is composed of the inelastic work, \(W_s\) and the work of deformation \(W\).

\[ W_T = W + W_s \]

(3)

The irrecoverable portion of total energy (\(W_s\)) can be determined from the material stress-strain response as shown in Figure 3. ISVs are described through \(S_i\)’s. Each \(S_i\) is associated with a particular damage mechanism. To satisfy the path independence of total work, these ISVs have to satisfy the following relation,

\[ f_i = \frac{\partial W_s}{\partial S_i} \]

(4)

The left hand side of Eq. (4) is referred to as the thermodynamic force related to the \(i^{th}\) ISV. If the \(i^{th}\) driving force, which is the available thermodynamic force, given by Eq. (5), exceeds \(\frac{\partial W}{\partial S_i}\), then the material undergoes a structural change that is associated with \(S_i\).

\[ f_i = -\frac{\partial W}{\partial S_i} \]

(5)

Stated another way,
\[ S_i > 0 \]  

However, as pointed out by Schapery,\(^3\) it is to be noted that if the available thermodynamic force, \(-\frac{\partial W}{\partial S_i}\) is less than the required thermodynamic force \(\frac{\partial W}{\partial S_i}\) then,

\[ \dot{S}_i = 0 \]  

Furthermore, \(S_i\) need not change continuously with the loading.

Schapery considered two ISVs. They were the energies associated with matrix microcracks \((S)\) and of the transverse intra-ply cracks \((S_c)\), respectively. Inelastic work is described as,

\[ W_s = S + S_c \]  

These ISVs affect the moduli \(E_{22}\) and \(G_{12}\) through Eq. (9)

\[ E_{22} = E_{22c}e_s(S)e_c(S_c) \]
\[ G_{12} = G_{12c}g_s(S)g_c(S_c) \]  

Here, \(E_{22c}\) and \(G_{12c}\) are transverse and shear moduli of the virgin material, i.e., at zero strain and zero damage; \(e_s(S)\) and \(g_s(S)\) are functions relating these two moduli to microdamage ISV, \(S\) and \(e_c(S_c)\) and \(g_c(S_c)\) are functions relating \(E_{22}\) and \(G_{12}\) to the transverse cracking ISV, \(S_c\). The functions \(e_s, e_c, g_s\) and \(g_c\) are expressed as polynomial relations in the respective ISVs.\(^4\)

The strain energy density (or work of deformation) can be written as

\[ W = \frac{1}{2} (Q_{11}e_{11}^2 + Q_{22}e_{22}^2) + \nu_{12}Q_{22}e_{11}e_{22} + \frac{G_{12}g_{12}^2}{2} \]  

To incorporate geometric nonlinearities, Green’s strains and the second Piola Kirchoff stresses need to be used in the expression for \(W\). For small strains, Eq. (10), would contain only the first order terms in the strain-displacement relations. Schapery and Sicking\(^4\) have shown that material non-linearities as incorporated in Eq. (10) are still significant for fiber reinforced composites even when inclusion of geometric nonlinearities are not called for.\(^5\)

Using Eqs (1)-(5), the evolution equations for \(S\) and \(S_c\) are as follows,

\[ \frac{1}{2}e_{11}^2 \frac{\partial Q_{11}}{\partial S} + \left(\frac{1}{2}e_{22}^2 + \nu_{12}e_{11}e_{22}\right) \frac{\partial Q_{22}}{\partial S} + \frac{\gamma_{12}^2}{2} \frac{\partial G_{12}}{\partial S} = -1 \]
\[ \frac{1}{2}e_{11}^2 \frac{\partial Q_{11}}{\partial S_c} + \left(\frac{1}{2}e_{22}^2 + \nu_{12}e_{11}e_{22}\right) \frac{\partial Q_{22}}{\partial S_c} + \frac{\gamma_{12}^2}{2} \frac{\partial G_{12}}{\partial S_c} = -1 \]  

In the present work, it is assumed that the fiber direction stiffnesses are unaffected by \(S\) and \(S_c\). Thus, the first terms in these equations can be neglected. Also, \(\nu_{12}e_{21} \ll 1\). Thus, the above equations reduce to,

\[ \left(\frac{1}{2}e_{22}^2 + \nu_{12}e_{11}e_{22}\right) \frac{\partial E_{22}}{\partial S} + \frac{\gamma_{12}^2}{2} \frac{\partial G_{12}}{\partial S} = -1 \]
\[ \left(\frac{1}{2}e_{22}^2 + \nu_{12}e_{11}e_{22}\right) \frac{\partial E_{22}}{\partial S_c} + \frac{\gamma_{12}^2}{2} \frac{\partial G_{12}}{\partial S_c} = -1 \]  

For an inelastic process, the entropy production rate is non-negative. Hence,

\[ \dot{S} + \dot{S}_c \geq 0 \]  

The overdots represent temporal derivatives. Physically, \(\dot{S}\) and \(\dot{S}_c\) are both non-negative because healing (or reversible damage) is not allowed for in the damage mechanisms considered. Thus the ISVs individually satisfy Eq. (13), as well.

From experiments\(^4\) it has been observed that for small strains, \(S\) behaves as \(e^3\). This is based on the fact that moduli are constant for small strains. Thus to express the moduli, \(E_{22}\) and \(G_{12}\) in terms of a polynomial of \(S\), a reduced variable \(S_r\) can be used,

\[ S_r = S^{1/3} \]
The evolution equation for \( S_r \) now becomes,
\[
\frac{1}{2} e_{22} + \nu_{12} e_{11} e_{22} \frac{\partial E_{22}}{\partial S_r} + \frac{\gamma_{12}^2}{2} \frac{\partial G_{12}}{\partial S_r} = -3 S_r^2 \tag{15}
\]

The effect of transverse inter-ply cracking is not as easily measurable as the effect of microdamage due to matrix microcracking. An estimate can be obtained using Eq. (15) to approximate \( S_r \), and then using the following relation,
\[
S_c = W_T - W - S \tag{16}
\]

In the present study, it is assumed that matrix microcracking is the only responsible mechanism for transverse property degradation. Consequently, Eq. (15) is the only relevant evolution equation. A detailed discussion of obtaining \( S_c \) is provided by Schapery and Sicking. It should be noted that it is possible to include other softening damage mechanisms such as local fiber-matrix debonding and shear banding through \( S \) as has been discussed by Schapery.

3. Fiber rotation under axial compression

Results from previous experimental, analytical and numerical studies have shown that the main feature of laminate failure under predominantly compression loading is fiber kinking. The presence of initial fiber misalignment in a lamina that experiences compression along the fibers gives rise to local shear strain in the matrix adjacent to the misaligned fibers. These shear strains accelerate degradation of the local matrix shear stiffness. Imperfect fiber systems are prone to rotate under axial compression. That is, the fibers within a lamina that are subjected to axial compression have the propensity to change their alignment. This change is dictated by the local multiaxial stress state and the local shear stiffness of the matrix. As the local shear strains degrade the matrix shear stiffness, the resistance to fiber rotation diminishes and slowly the fiber rotation begins to build up which in turn creates more local imperfection and local shear strain. Thus a positive feedback loop is established between these two competing events. A point is reached when the in-situ shear stiffness is not sufficient to prevent the additional fiber rotation. This point usually coincides with the peak load in an axial material response curve. Beyond this point, the matrix is unable to resist any fiber rotation and the fibers rotate aligning themselves in localized deformed bands, commonly described as ‘kink bands’

Consider a fiber reinforced lamina under a generalized load state as indicated in Figure 4(c). A band of misaligned fibers is shown sandwiched between two regions where the fibers are nominally straight and aligned. This equilibrium configuration is conceptualized from images of kink bands captured experimentally (Figure 4(a)). In these real kink bands, there is a conical region where fiber bending is dominant and this regions is sandwiched between the regions where there is dominant shearing (inside the band) and the far-field aligned region where there is uniform deformation (Figure 4(b)). Owing to the fiber bending dominant region, the kink band boundary inclination \((\beta + \beta_0)\) has the flexibility of changing during the loading, i.e., there is continuous exchange of material between the fiber bending dominant region and the shearing dominant region. In the idealization presented here, the fiber bending dominant region is disregarded and the shearing dominant region is assumed to be held in equilibrium between the two nominally aligned regions.

A reference frame \( x-y \) can be defined such that the \( x \)-direction is parallel to the nominal fiber direction in the lamina and the \( y \)-direction is normal to it. In subsequent discussions, the \( x-y \) reference frame will be termed as the ‘global’ frame. The misaligned band of fibers, in the current configuration, is defined through two angles, \( \phi = \phi + \phi_0 \) and \( \beta = \beta + \beta_0 \). The angles \( (\phi_0, \beta_0) \) are constants and the angles \( \phi \) and \( \beta \) are variables that may change as a function of current far-field stress state. The reference frame, 1-2, is defined in the unstressed initial configuration of the misaligned lamina. Fibers inside the misaligned band are parallel to the ‘1’ direction in the initial state. A current reference frame 1-2 is defined where ‘1’ is always parallel to the current fiber direction inside the band, thus the 1-axis rotates to 1-axis during loading. The ‘2’ and ‘2’ directions are always orthogonal to the ‘1’ and ‘1’ directions respectively. The 1-2 frame will be defined as the ‘local’ frame and the 1-2 system will be termed the instantaneous frame. Initially, when the matrix retains most of its in-situ shear stiffness, the 1-2 and 1-2 axes systems will be nearly co-incident. As the matrix looses its in-situ shear stiffness, local shear strain, \( \gamma_{12} \), will start to rise rapidly. It can be shown that the angle between the 1-axis and the 1’-axis, given by \( \phi \) and \( \gamma_{12} \), for small strains, are related by
\[
\gamma_{12} = \frac{\gamma_{12}^0 + \phi - \beta}{2}
\tag{17}
\]
Here, $\gamma_{12}^{\infty}$ is the contribution from the externally applied shear loading, if any. For a uniaxial compression loading and assuming $\beta = \beta_0 = 0$, we arrive at,

$$\gamma_{12} \approx \phi$$

(18)

### B. Numerical Implementation via the Finite Element (FE) Method

The material behavior outlined in the previous subsection is modeled in the numerical domain using the commercially available FE package ABAQUS. ABAQUS has the capability of integrating user defined material behavior with its existing element library through user defined material subroutine, UMAT. This subroutine is called at each material point for which the constitutive law is defined through the user defined option. A UMAT receives from the solver in ABAQUS, the stresses and strains from the previous loading step, the increment of strain in the current loading step and various other parameters. After calculations, the UMAT returns to the solver the updated stresses and internal state variables, if any, and the incremental tangent stiffness matrix, $\partial \sigma_{ij}/ \partial \epsilon_{ij}$. Here it is pertinent to relate the three reference frames described in the previous subsection to the finite element solver reference systems. The $x - y$ reference frame is the ‘global’ or ‘laminate’ frame. The master geometry of the numerical domain is defined in this frame. We will also use this frame to define external loading. The $1 - 2$ reference frame coincides with the ‘local’ lamina orientation, without any loss in its significance. For the present problem, $0^\circ$, $90^\circ$ and $\pm 45^\circ$ are the angles (denoted by $\theta$ in this subsection) associated for both panels studied. The solver in ABAQUS passes variables to a UMAT in this coordinate frame. The $1' - 2'$ reference frame is the ‘instantaneous’ frame, with the $1'$ direction coincident with the current fiber direction, and is used for computations within the UMAT. A description of the computation steps performed within the UMAT (which is also presented in Figure 5) is now given. In the $n$-th loading increment, the solver sends in the stresses $\sigma_{ij}^{n-1}$ in the $1 - 2$ coordinate frame which are related to the stresses in the $x - y$ frame via the transformation relation,

\[
\begin{align*}
\sigma_{11}^{n-1} &= \cos^2 \theta \sigma_{xx}^{n-1} + \sin^2 \theta \sigma_{yy}^{n-1} + 2 \cos \theta \sin \theta \sigma_{xy}^{n-1} \\
\sigma_{22}^{n-1} &= \sin^2 \theta \sigma_{xx}^{n-1} + \cos^2 \theta \sigma_{yy}^{n-1} - 2 \cos \theta \sin \theta \sigma_{xy}^{n-1} \\
\tau_{12}^{n-1} &= \cos \theta \sin \theta (\sigma_{xx}^{n-1} - \sigma_{yy}^{n-1}) + (\cos^2 \theta - \sin^2 \theta) \sigma_{xy}^{n-1}
\end{align*}
\]

(19)

The strains $\epsilon_{ij}^{n-1}$ and strain increments $d \epsilon_{ij}^{n}$ in the local coordinate system are also passed in from the solver. Within the UMAT, these local strain increments are added to the total strains to obtain the total strains $\epsilon_{ij}^{n}$,  These strains, $\epsilon_{ij}^{n}$, are then transformed to the $1' - 2'$ system using the angle between the local and the instantaneous frames, $\phi^{n-1}$ to obtain total strains in the instantaneous direction, $\epsilon_{ij}^{n}$. These strains, $\epsilon_{ij}^{n}$, are used in Eq. (15) to solve for the thermodynamic damage variable $S_r$. If the $S_r$ value thus obtained satisfies Eq. (13), then the material point accumulates damage and the lamina in situ moduli $E_{22}$ and $G_{12}$ are degraded according to the input data provided. If $S_r$ does not satisfy Eq. (13), then the in situ moduli are not changed from their previous values. This ensures that the material point never ‘heals’ and the moduli always degrade monotonically. Subsequently, the material secant constitutive matrix, $Q_{ij}'$, is computed using the $in situ$ moduli, $E_{11}$, $\nu_{12}$, $E_{22}$ and $G_{12}$. According to the present modeling scheme, $E_{11}$ and $\nu_{12}$ are not affected by $S_r$. Thus they retain their values at the undamaged state throughout the analysis. Next, the stresses $\sigma_{ij}'$, and the material incremental constitutive matrix, $\partial \sigma_{ij}'/ \partial \epsilon_{ij}'$, are computed. When the increment of shear strain is small, then the instantaneous fiber rotation can be equated to the change in shear strain $d \gamma_{1'2}^{n}$. From the constitutive relation one can also write,

$$\gamma_{1'2}^{n} = S_{66}^{n} \sigma_{1'2}^{n}$$

(20)

where, $S_{66} = 1/G_{12}$. Taking differentials on both sides of Eq. 20,

$$d \gamma_{1'2}^{n} = S_{66}^{n} d \tau_{1'2}^{n} + dS_{66}^{n} \sigma_{1'2}^{n}$$

(21)

Equation (21) provides an expression for the change in angle $d \phi^{n}$. This change is added to the fiber angle value of the previous step to obtain the current fiber angle $\phi^{n}$.

$$\phi^{n} = \phi^{n-1} + d \phi^{n}$$

(22)

This angle is used in the current increment, to transform the stresses and the material incremental constitutive matrix computed in the $1' - 2'$ frame to the $1 - 2$ frame, to return to the solver in ABAQUS. In the absence of damage (or when the damage is small) the angle $\phi^{n}$ will be small. But with the accumulation of damage, $\phi^{n}$ starts to increase leading to local fiber direction instability.

The steps outlined in this section are repeated at each loading increment until the analyses are completed.
III. Details of the Experimental Studies

A. Stitched Double Notched Panels (DNPs)

Multidirectional composite notched laminated specimens used in the present experimental study are cut from a master laminate which was obtained from NASA Langley Research Center and is similar to the panels used by McGowan et al.\textsuperscript{18} The master laminate is fabricated from Hercules Inc. AS4/3501-6 graphite-epoxy materials. It is stitched through the thickness and parallel to the principal fiber direction using E.I. DuPont de Nemours Inc. Kevlar\textsuperscript{R} thread. The master laminate is made of ten prefabricated ‘stacks’ of dry preknitlamina each of which is 1.397 mm thick and has seven layers of unidirectional plies with a stacking sequence of $[\pm 45/0/90/0/\mp 45]$. The $0^\circ$ layers are parallel to the stitching direction. The resulting laminate is then infused with resin by using resin film infusion technique. Cured thicknesses of individual $\pm 45$, 0, and 90-deg layers are given in Table 1.

Schematics of an experimental specimen is shown in Figure 2. Each specimen has overall dimensions of 210 mm x 210 mm x 15 mm. Two 52.5 mm deep notches with a notch tip radius of 15 mm are cut on opposite side of each specimen. These notches create a localized high stress region which induces failure initiation and provides a predefined location for probing and obtaining diagnostics of damage initiation. Multiple DNPs have been studied. For convenience, the specimen face with thicker visible stitches is marked as the ‘top’ surface. Figure 1 shows the top surface of a typical specimen. A water-jet cutting procedure is used to cut the specimens from the master laminate. All four sides of each specimen are ground with a fine grit grinding wheel after cutting to ensure parallelism between opposite sides.

The unnotched sides of the specimens are used as loading edges. Each loading edge is slotted in end supports and putted using Devcon steel putty to end caps that are made from hardened steel. This way, a ‘clamped’ boundary condition is obtained at each loading edge. Notched sides are slotted into anti-buckling guides. A schematic of the boundary conditions is shown in Figure 2. Experiments are carried out in an MTS machine with a crosshead displacement rate of 0.01 mm/s and an axial load capacity of 500 KN (110,000 lbf). Back to back strain gages are used at the center of each test specimen to check for specimen bending. Six quarter bridge strain gages are placed along the line joining the notch tips on the ‘top’ surface of each specimen to monitor strains during loading. These locations are shown in Figure 1. Figure 6 shows a typical specimen just prior to an experiment. The bottom surface of the specimen is visible with two strain gages which check for out-of-plane bending during the experiment. A 500 KN capacity load-cell placed in the MTS actuator is used to measure the compressive load throughout the loading history.

B. Flat Shear Panel (FSP)

Rouse\textsuperscript{7} performed experimental studies on flat unstiffened shear panels with and without a cutout. The effects of the material system and the laminate lay-up on the failure characteristics of the panels were studied. Figure 7 shows a typical experimental specimen from his study with a cut-out. In the present work, experimental results of a graphite-epoxy material system will be compared with simulations. The graphite/epoxy specimens were made from unidirectional tapes of Hercules Inc AS4 graphite fibers and thermosetting resin 3502. The specimens had a lay-up of $[\pm 45/0]_{3S}$ with 24 plies. Nominal thickness of each ply was 0.1397 mm. Overall dimensions of the specimens were, 445 mm x 445 mm x 3.3528 mm. Edges of the specimen were stiffened with steel reinforcements bonded to the specimen with room temperature adhesives which produced a gage section of 305 mm square. A circular cut-out of 25.4 mm diameter was drilled at the center using diamond impregnated core drills. Tensile loading was applied to the specimen using a picture frame loading apparatus in a 1.33 MN hydraulic test machine as shown in Figure 7. Figure 8 describes the schematic of the applied load and the axis system used in testing. The global X-axis is perpendicular to the applied loading direction and the global Y-axis is parallel to the loading direction. The $45^\circ$ layers on the top surface were parallel to the applied loading. Strain gage readings from the top and bottom surfaces of the panel were recorded at a location 12.7 mm below the cutout along the loading diagonal (location X). Linear variable displacement transducers were used to measure the out of plane displacement at the edge of the cut-out and Moiré-fringe techniques were used to measure the complete out-of-plane deformation field of the specimen.

IV. Numerical Simulations

The predictive capabilities of the present PFA methodology is assessed by simulating the experimental results of the panels described in the previous section. Test sections of the experimental geometries (both the
DNP and the FSP) were discretized using the shear deformable three nodded (S3) and four nodded (S4/S4R) shell elements available in ABAQUS (Figure 9). Truss elements (T3D2) were used to simulate the picture frame loading frame of the FSP. A summary of the nodal and elemental data are presented in Table 2. For both the panels, static analyses were performed using displacement control loading. Linear eigenvalue buckling analyses were also performed to generate perturbations in the form of the linear eigen modes to be used in subsequent response analyses. Geometric nonlinearity is included in the response analysis through the RIKS\textsuperscript{19} option available in ABAQUS.

Elastic material properties for the AS4/3501-6\textsuperscript{20} and AS4/3502\textsuperscript{7} material systems are described in Table 1 and Table 3 respectively. Nonlinear shear stress-strain curves for these material systems are shown in Figure 10. A material point is denoted as ‘damaged’ when it reaches the end of the input stress-strain curve. For the present analysis, this refers to a 55\% degradation in the in situ shear modulus, \( G_{12} \). Complete material constitutive behaviors are modeled via the user material subroutine option of ABAQUS. Section lay-up of the laminates are defined using the \textbullet SHELL SECTION, COMPOSITE option available for shell elements. Thickness effects are incorporated by using multiple integration points through the thickness.

Boundary conditions for the panels are applied at nodal positions. For the DNP's, nodes corresponding to the top grip location are constrained from having any motion. Nodes occupying the bottom grip location are constrained to move only in the 1-2 plane. Rows of nodes corresponding to the knife edge support locations are constrained from moving out-of-plane. Loading applied by the MTS cross-head is simulated by specifying displacement in the 2-direction for nodes at the bottom grip location. For the flat shear panel with a cutout, effects of the steel reinforcements were modeled via rigid truss elements at the edges of the specimen. Tensile loading is simulated by specifying displacements in X- and Y- direction at point C. Equal displacements are specified such that the resultant motion is along the diagonal AC.

Geometric and material perturbations are both used in the DNP analysis. An out-of-plane perturbation equal to 0.001\% of the laminate thickness is provided using the lowermost global buckling mode (obtained from a linear eigenvalue buckling analysis). In-plane geometric perturbation is provided using a negative shear loading on the bottom grip such that the bottom grip is offset by a predetermined amount with respect to the vertical (Y-direction). An offset angle of 2\(^0\) was used in the analysis. Material axis system of the axial layers (90\(^0\) layers) are offset from the Y-direction by 2\(^0\) in addition to the in-plane geometric perturbation. The geometric and the material axis perturbations are defined such that they act in harmony. For the FSP, only an out-of-plane geometric perturbation is used. The lowermost global buckling mode shape, obtained from a linear even value buckling analysis, is used for this purpose. Magnitude of the largest perturbation is 0.3\% of the total laminate thickness. It is to be noted that material imperfections (misalignment of fibers within a layer) are usually on the order of \(10 - 20\) for prepreg based laminates.

A. Results for the Stitched Panel

Results from the DNP tests and the FE simulation are presented and salient features of compressive damage diagnostics obtained from the specimens are discussed in the present section. Experimental results are discussed first followed by the comparison with the FE simulation results. Strain readings from the back to back gages at the center of the specimen showed insignificant amount of bending being present. This was true for all three specimens examined. However, it is likely that the panels had initial geometric imperfection shapes unlike that of the lowest eigenmode shapes assumed here in the analysis to follow. This is evident in the back to back strain gage readings from the right and left notch tip areas that show differences between them suggesting that the panel deformation also shows a ‘skewed x-wise’ bending, unlike the first elastic eigenmode shape.

A linear elastic FE study predicted that the notch tip compressive strain in the loading direction will exceed 0.01 (10,000 micro-strain) at a global reaction force of 220 KN (Table 4). This value of axial strain is typical for fiber kinking for the present class of materials.\textsuperscript{14,21} Figure 11 presents the membrane strains (obtained from the back-to-back center gages shown in Figure 1) plotted against the reaction forces. Comparison with the finite element analysis prediction shows that the overall panel response remains largely linear during loading. Nonlinearity in the global response sets in beyond 200 KN which is near the predicted load level for fiber kinking near the notch tip. The resultant load - displacement \((P - \Delta)\) data from the DNP tests are plotted in Figure 12. The responses show a bilinear behavior with a distinct knee around a load of 220 KN. A slight ‘kink’ in the \(P-\Delta\) responses near 340 KN is also observed. There was no audible or visible indication of damage prior to this load level and the DNP specimens failed catastrophically at an external load of 370 KN. The specimens separated in two halves during their removal from the end supports. Comparison of the catastrophic failure loads of the DNP specimens (Table 5) with the predicted linear buckling load (Table 4)
showed that specimen failure did not occur due to global buckling. Instead, progressive damage accumulation in all the layers in the vicinity of each notch tip leads to a zone of ‘degraded’ material. These zones grow towards each other just prior to catastrophic failure and the panel undergoes an out-of-plane shear failure separating into two halves as shown in the post-experiment image of Figure 13.

Figure 13 shows the top surface of the first DNP specimen (Test-1) after it was removed from the fixture. As can be seen, damage which initiated near the notches grew suddenly across the specimen above the center stitch. On the bottom surface, a damage zone propagated across the specimen below the center stitch (Figure 14(a)). Presence of the center stitch seems to prevent damage initiation exactly at the notch tip. It is also seen that a view of the through thickness damage is inclined at an angle to the loading axis rather than being perpendicular to it (Figure 14(b)).

In view of these observations from the panels studied, a third DNP specimen was tested such that damage would initiate in the vicinity of the notch tips but would not progress towards catastrophic failure. This specimen was loaded up to 340 KN and subsequently unloaded. Strain gage readings from the gages near the notch tips showed nonlinearity at this load level indicating the presence of internal damage. The unloaded specimen was taken off the grips and cut along the center line of the left notch tip gage (section AA', Figure 1). Post-experiment damage diagnostics were performed using optical microscopy and Scanning Electron Microscopy (SEM). Figure 15 shows the AA’ sectional view of the notch tip looking from inside the laminate. Multiple damage locations on this section are indicated with ‘ABCD’ close-up markers and studied with the aid of an SEM. Fiber kinking in the vicinity of the notch tip is the main source of damage (Figure 16 and Figure 17).

Load-displacement comparison

Load-vs.-load point displacement data for the DNP test specimens are compared with the FE result in Figure 12. The experimental data show regions of ‘settling’ in the initial stages. The FE simulation results are plotted after accounting for the settling of laboratory specimens. The overall behavior of the FE simulation is similar to the experimental observations. Initial slopes of the curves presented match quite well. Beyond 220 KN, the FE result does not show the pronounced ‘knee’ as seen in the experimental curves. Instead it remains bounded by the experimental responses. The FE analysis predicts a peak load of 386 KN which is within 3% of the experimentally observed maximum load.

Strain-gage measurements

The strain readings recorded from the DNP panels are shown in Figure 18. The locations of the gages are indicated in Figure 1 and tabulated in Table 6. All strains initially are linear with the applied load, but a careful examination shows a softening behavior as loading proceeds. This nonlinearity is progressive and is indicative of damage accumulation in the panel. As expected, the gages closest to the notch tips record the highest values and the intensity decreases with distance away from the notch tips. The back to back notch tip gages show bending and also differ between the right notch and left notch (Figure 18(a),(c) and Figure 18(b),(d)), suggesting a width wise skewed (in the x-direction) bending during the deformation. An acceleration of the notch tip strain nonlinearity is observed at 300 KN (gage 6 in Figure 18(d)) and the gage is rendered malfunctional at about 310 KN. The FE results, because they are based on a panel with a very slight out-of-plane geometric imperfection in the form of the smallest elastic eigen mode, does not show any differences in the back to back notch tip readings. The FE data is also ‘stiffer’ as expected, indicating that the panel properties are most likely underestimated. However, the trends in all the strains captured by the FE simulation are correct with respect to softening nonlinearity and with respect to the acceleration of the non-linearity as loading proceeds. Indeed, all the FE strain readings become near vertical at approximately 384 KN, indicative of the softening induced localized instability experienced by the panel. An examination of the strain readings appears to indicate that the strain predictions of the FE simulations are slightly shifted. That is, if all the panel strain readings are correlated with the FE strains at locations that are further away from the notch, then the readings show a remarkable agreement. This suggests that a ‘scaling’ of the material properties and proper accounting for the initial geometric imperfections should bring agreement much closer. It must be noted that the FE simulations are based on classical lamination theory ideas (strictly 2D) which neglect possible 3D effects that can also contribute to the discrepancies. A study that examines the effects of material property uncertainty was carried out in a limited sense for the FSP (see later). A similar study for the DNP is currently under progress.

Damage contours at various load levels

Contours of the damage variable $S_r$ are presented at increasing load levels in Figure 19 through Figure 21. Results are presented for the top four layers, $\pm 45^\circ$, $0^\circ$ and $90^\circ$ layers, where the layer orientation is given with respect to the x-direction. A color closer to red indicates a higher level of degradation compared to a color closer to blue which indicates zero or minimal damage. The dark areas in these maps correspond to
shear stiffness loss of 55% or more. In the following discussion, damage state or level of degradation is used interchangeably with the loss of shear stiffness. It is readily observable that different layers are at different levels of degradation at a given global reaction force. It is also noticeable that the 90\(^0\) layer which is under global axial compression, shows the least amount of damage whereas the ±45\(^0\) layers show the most damage. The axial layer damage, suddenly starts to accelerate and grow near and beyond the peak load. The ±45\(^0\) layers make up nearly 60% of the laminate, thus the global stiffness of the system is greatly affected by the degradation of these layers. In a through-thickness view at the notch tips, at a load of 350 KN load, only 14% of the layers have substantial shear stiffness remaining and the rest have lost 55% or more of their shear stiffnesses. Thus the laminate weakens in both inplane and out-of-plane directions. Damage zones grow a little offset from the notch tips in the 90\(^0\) layer and converges towards the notch tips with increasing load. In the ±45\(^0\) layers, damage nucleates from the notch tips in a small region. Then the two separate damage zones propagate towards each other along the center line of the specimen, finally establishing a region of uniformly damaged material between the two notches (the continuous red band in Figure 21). Evidence of this phenomenon is readily visible in the damage contours of the 0\(^0\) layer. The contours do not appear to change much between the peak load (386 KN) and the 384 KN load levels. Under closer inspection, the distance between the fronts of the advancing damage zones are smaller at 384 KN compared to 386 KN indicating continuous damage growth. This damage growth coupled with the strain gage readings becoming near vertical signals the onset of catastrophic failure.

B. Results for the flat unstiffened shear panel

Simulation results for the FSP are compared with the experimental results obtained by Rouse.\(^7\) Experimental observations for the FSP reported that the panel failed deep into the post-buckling regime. Delamination zones and tension cracks developed at the edges of the cut-out and lead to the failure of the specimen. Two types of data are reported from the experiment, namely load-vs.-load point displacement and load-vs.-surface strain variation. Similar data sets are generated from FE simulations and compared with the experimentally reported data.

Three different FE cases are reported in the following discussions. Finite element analysis results with the elastic properties as reported by Rouse\(^7\) are denoted as ‘case 1’. Case 2 corresponds to analyses with elastic moduli values 110% of those reported by Rouse.\(^7\) A third analysis, using an explicit tensile failure criterion was performed and those results are reported under ‘case 3’.

Load-displacement comparison

Load (P) and load point displacement (\(\Delta\)) data from the experiment and the simulations are plotted in Figure 22. The experimental buckling load for the specimen was reported to be 112 KN. A linear eigenvalue buckling analysis of the FSP geometry produced a buckling load of 113 KN. Results from the case 3 analysis, shows a peak load of 186 KN which is within 3% of the experimental peak load of 191 KN.

Strain-gage measurements

Figure 23 shows the variation of reaction force P with strains \(\epsilon_{22}\) (perpendicular to the fiber direction) measured on the top and bottom surfaces of the panel at a station 12.7 mm below the cutout edge along the loading diagonal (Figure 8). It can be seen that the present analysis is able to capture the experimentally observed phenomena of bifurcation and subsequent strain evolutions on the top and bottom surfaces. The simulation results also show a softer behavior compared to the experimental observation, which is due to the incorporation of continuous material damage. Experimental data for the stiffness degradation of the AS4/3502 system used in the FSP experiments were not available. Hence, experimental data that provide the degradation behavior (i.e., the \(S_r\)-vs.-normalized stiffness relations) of the AS4/3501-6 system was used as an approximation. The results show that such a degradation behavior provides a ‘lower’ bound for the FSP panel (FE, case 1 in the figures). The ‘FE, case 2’ analysis was performed by increasing the elastic constants of the FSP material by 10% and keeping the degradation behavior unchanged. This approach led to an ‘upper’ bound of the FSP material. The actual specimen material properties lie somewhere in between these two limits. The \(\epsilon_{22}\)-P behavior suggests that the degradation law (form of the \(S_r\)-vs.-normalized \(G_{12}\) curve) has a lesser effect on the system response of these FSPs than the initial undamaged moduli.

Damage maps of various layers

Various locations are marked on Figure 22 which correspond to the various damage events occurring in the laminate. Table 7 shows the loads associated with these events. Contours of damage variable \(S_r\) for each of these events are shown for the top three layers (±45\(^0\) and 0\(^0\) layers) and the bottom layer (45\(^0\) layer) in Figure 24 through Figure 28. The first set of contours (Figure 24) show the material state just prior to global buckling. It can be seen that damage occurs in limited areas in various plies. Global FSP
buckling coupled with other failure events accelerates material degradation (Figure 25- Figure 28). The
damage is seen to nucleate in areas surrounding the edge of the cut-out. Propagation of the damage zones
are mainly perpendicular (−45° and 0° plies) and parallel (bottom 45° ply) to the loading direction. Beyond
the global buckling event, damage accelerates in the bottom 45° ply compared to the other layers. At a
global load of 124 KN, the contours of damage in various layers are shown in Figure 25. During subsequent
loading, degradation accelerates in other layers also and at 140 KN (event B) tensile failure nucleates in the
top 45° layer. Figure 29 shows the contours of the damage variable \( S_r \) near the cut-out at event B. It is
readily observable that the −45° layer and the 0° layer near the cut-out (at locations perpendicular to the
external loading) are at a higher level of damage compared to the outermost layers. Thus these locations
subsequently lose strength for the outermost layers and other damage modes appear. Results from ‘FE,
case 3’ incorporates contours of a variable which is monitored during the analysis to indicate when the local
tensile axial stress exceeds the tensile strength of the material (1378 KN).\(^8\) The initiation of tensile failure
occurs in the topmost layer followed by the tensile failure in the bottom layer (event C) and coincides with
the inner layers loosing 55% of their \textit{in situ} shear stiffness at those locations. Figure 30 shows the growth
of tensile damage in the topmost layer which is perpendicular to start with but propagates at an angle with
the loading direction. As the tensile failure zone extends from its nucleation site, the strain in the topmost
layer is seen to deviate from the ‘FE, case 2’ results (Figure 23). In the laboratory experiment, the tensile
failure could have propagated abruptly leading to a sudden catastrophic failure of the panel. The contours
of damage variables clearly show that the present analysis is able to capture the different rates of damage
progression in the top and the bottom layers.

\textit{Out-of-plane displacement data}

Figure 31 shows the out-of-plane displacement (w) at the cut-out boundary along the loading diagonal
(Figure 8) plotted against the global reaction force P. Experimental data of w-vs.-P for the experimental FSP
specimen analyzed here are not available (these results are available for FSP specimens with different material
systems and laminate lay-ups). But the trends shown are similar to the experimental results reported by
Rouse.\(^7\)

\section{Concluding Remarks}

In this paper, a failure mechanism based progressive failure analysis methodology is developed and
validated against experimental data for two types of structural panels. The methodology uses the complete
non-linear stress-strain relations for the lamina in shear and in transverse tension/compression as input,
along with readily available lamina level elastic properties. Using only these (a minimum number) as inputs,
progressive failure and damage growth in two types of structural panels, loaded under a pre-dominantly
compression loading have been simulated. In particular by modeling the physics of the kink banding process
responsible for limiting the lamina axial compression strength, the maximum load sustained by the panels
and the subsequent damage evolution have been captured accurately. The notion of a fixed compression
strength has been disbanded, instead the \textit{in-situ} compression strength of a lamina is determined as a part
of the solution process, and as a function of loading history. The success of the present PFA methodology is
encouraging and points the way for extending the methodology to analyze other structural configurations.
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Table 1. Properties of the different prefabricated ply orientations.\(^\text{18}\)

<table>
<thead>
<tr>
<th>Properties</th>
<th>±45(^\circ)</th>
<th>0(^\circ)</th>
<th>90(^\circ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>thickness (mm)</td>
<td>0.14986</td>
<td>0.15697</td>
<td>0.16967</td>
</tr>
<tr>
<td>(E_{11}) (GPa)</td>
<td>111.0</td>
<td>113.0</td>
<td>110.0</td>
</tr>
<tr>
<td>(E_{22}) (GPa)</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
</tr>
<tr>
<td>(G_{12}) (GPa)</td>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
</tr>
<tr>
<td>(G_{13}) (GPa)</td>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
</tr>
<tr>
<td>(G_{23}) (GPa)</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td>(\nu_{12})</td>
<td>0.34</td>
<td>0.34</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Table 2. Summary of nodal and elemental data for the FE analyses

<table>
<thead>
<tr>
<th>Elements</th>
<th>11713</th>
<th>2699</th>
</tr>
</thead>
<tbody>
<tr>
<td>S3/S4</td>
<td>11713</td>
<td>2635</td>
</tr>
<tr>
<td>T3D2</td>
<td>-</td>
<td>64</td>
</tr>
<tr>
<td>Nodes</td>
<td>11951</td>
<td>2697</td>
</tr>
<tr>
<td>Degrees of Freedom</td>
<td>71706</td>
<td>16182</td>
</tr>
</tbody>
</table>

Table 3. Properties of the different prefabricated ply orientations.\(^\text{7}\)

<table>
<thead>
<tr>
<th>Properties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>thickness (mm)</td>
<td>0.1397</td>
</tr>
<tr>
<td>(E_{11}) (GPa)</td>
<td>131.0</td>
</tr>
<tr>
<td>(E_{22}) (GPa)</td>
<td>13.0</td>
</tr>
<tr>
<td>(G_{12}) (GPa)</td>
<td>6.4</td>
</tr>
<tr>
<td>(G_{13}) (GPa)</td>
<td>6.4</td>
</tr>
<tr>
<td>(G_{23}) (GPa)</td>
<td>1.8</td>
</tr>
<tr>
<td>(\nu_{12})</td>
<td>0.38</td>
</tr>
</tbody>
</table>

Table 4. Predictions from a linear elastic FE analysis of the DNP geometry. Negative strains indicate compression.

<table>
<thead>
<tr>
<th>Event</th>
<th>Global Load (KN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notch tip axial strain</td>
<td>-0.010</td>
</tr>
<tr>
<td>Notch tip axial strain</td>
<td>-0.015</td>
</tr>
<tr>
<td>Global buckling</td>
<td>1300</td>
</tr>
</tbody>
</table>
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Table 5. Summary of experimental observation of the DNP specimens. Negative strains indicate compression.

<table>
<thead>
<tr>
<th></th>
<th>Ultimate failure load (UFL) (KN)</th>
<th>Axial strain at UFL (μ-strain)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test-1</td>
<td>372</td>
<td>-6110</td>
</tr>
<tr>
<td>Test-2</td>
<td>375</td>
<td>-5943</td>
</tr>
</tbody>
</table>

Table 6. Summary of the experimental strain measurement stations for the DNP panel.

<table>
<thead>
<tr>
<th>Distance from the left notch tip</th>
<th>Test-1</th>
<th>Test-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gage 1</td>
<td>5 mm</td>
<td>2 mm</td>
</tr>
<tr>
<td>Gage 1 back</td>
<td>-</td>
<td>3 mm</td>
</tr>
<tr>
<td>Gage 2</td>
<td>12 mm</td>
<td>10 mm</td>
</tr>
<tr>
<td>Gage 3</td>
<td>25 mm</td>
<td>25 mm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Distance from the right notch tip</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Gage 4</td>
<td>24 mm</td>
<td>25 mm</td>
</tr>
<tr>
<td>Gage 5</td>
<td>12 mm</td>
<td>11 mm</td>
</tr>
<tr>
<td>Gage 6</td>
<td>6 mm</td>
<td>3 mm</td>
</tr>
<tr>
<td>Gage 6 back</td>
<td>-</td>
<td>3 mm</td>
</tr>
</tbody>
</table>

Table 7. Summary of various failure events and corresponding loads for the FSP panel.

<table>
<thead>
<tr>
<th>Event</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Buckling</td>
<td>107 KN</td>
</tr>
<tr>
<td>(A) Bottom ply $G_{12}$ degrades 55%</td>
<td>124 KN</td>
</tr>
<tr>
<td>(B) Top ply tensile failure</td>
<td>140 KN</td>
</tr>
<tr>
<td>(C) Bottom ply tensile failure</td>
<td>156 KN</td>
</tr>
<tr>
<td>(D) Peak load</td>
<td>186 KN</td>
</tr>
</tbody>
</table>
Figure 1. Top surface of a DNP specimen. Strain gage locations are shown with white boxes.
Figure 2. Schematics of the specimens and test conditions used in the present study. Section $\text{AA}'$ is used to cut Test-3 specimen for damage diagnostics. The kinked zero-ply viewed as PQRS is shown in Figure 17.

Figure 3. Definition of irrecoverable energy using a generic stress-strain curve.
Figure 4. The developing kink band in Carbon composites and the schematic representation of such within a lamina.

Figure 4.(c) A unidirectional lamina with a band of misaligned fibers in equilibrium under a multiaxial stress state. Inset shows the stress state inside the misaligned band.
Enter UMAT

Compute \( \epsilon_i^n = \epsilon_i^{n-1} + \Delta \epsilon_i^n \)

Transform \( \epsilon_i^o \) to \( \epsilon_i^o \)

Solve for \( S_r \)

Is \( S_r \) increasing?

Keep properties unchanged

Yes

Degrade properties according to measured data from coupon level tests

No

Compute \( Q_{ij}|^o \) and \( \sigma_{ij}|^o \) and \( \partial \sigma_{ij}/\partial \epsilon_i^o \)

Compute fiber rotation
\( \phi_i^n = \phi_i^{n-1} + \Delta \phi_i^n \)

Transform \( \sigma_{ij}|^o \) and \( \partial \sigma_{ij}/\partial \epsilon_i^o \) to 1-2 frame

Exit UMAT

Figure 5. Flow chart of the operations performed inside a UMAT for implementing the fiber rotation and Schapery Theory ideas.

Figure 6. A DNP specimen is shown with supports and bottom surface strain gages prior to an experiment.
Figure 7. Typical experimental set-up for FSPs.\textsuperscript{7}

Figure 8. Schematic geometry of the FSP specimen.
Figure 9. Finite element meshes used in the present study.

Figure 10. Material inelastic input curves used in the present study.
Figure 11. Membrane strain plotted against reaction force from three DNP specimens and the FE analysis. Notice the repeatability of the test results and agreement with the FE prediction.

Figure 12. Load-vs.-displacement data comparison of the DNP experiments and the numerical simulation.
Figure 13. Top surface of a DNP specimen is shown after being loaded beyond catastrophic failure.

Figure 14. Close-ups of the notches of the specimen shown in Figure 13 after experiment.
Figure 15. Cross-section view $AA'$ (Figure 2) behind the left notch tip. Prominent damage locations are marked and the corresponding SEM pictures are shown in subsequent figures. Global loading is applied along the vertical.

Figure 16. Fiber kinking followed by fiber breakage at an axial layer near the top surface. Subsequent interply cracking can also be observed. Notice that the kink band width is about 50 $\mu$m.
Figure 17. Top view of the kink site PQRS shown in Figure 2. See Figure 16 for the side view - from inside of the laminate.
Figure 18. Comparison of measured strain data from experiments with the FE results. Locations of the strain measurement stations on the experimental specimen are given in Table 6.
Figure 19. Contours of the damage variable $S_r$ shown at a global load of 350 KN. The contours are shown for the top four layers. Orientation of the layers are given with respect to the global x-direction. The dark areas in these contours correspond to 55% or higher degradation in shear stiffness.
Figure 20. Contours of damage variable $S_r$ at the peak load of 386 KN. The in situ shear modulus of the band of material between the two notch tips is 50% of their undamaged value.
Figure 21. Contours of damage variable $S_r$ at a global load of 384 KN (the final point of the FE P-$\Delta$ response curve).
Figure 22. Load-vs.-load point displacement data for the FSP specimen. Locations A, B, C and D represent various damage events occurring in the laminate and are explained in Table 7.

Figure 23. Transverse Strain ($\varepsilon_{22}$) data at location X (Figure 8) plotted against global load for the FSP specimen.
Figure 24. Contours of the damage variable $S_r$ shown at a global load of 100 KN. The contours are shown for the top three layers and the bottom layer. Orientation of the layers are given with respect to the global x-direction. The grey areas in these contours correspond to a shear stiffness loss of 55% or higher.
Figure 25. Contours of damage variable $S_r$ at event A ($P = 124$ KN).
Figure 26. Contours of damage variable $S_r$ at event B ($P = 140$ KN). Tensile failure initiates in the topmost layer.
Figure 27. Contours of damage variable $S_r$ at event C ($P = 156$ KN). Tensile failure initiates in the bottommost layer.
Figure 28. Contours of damage variable $S_r$ at event D ($P = 186$ KN). Peak load is obtained in the system.
Figure 29. Close ups of contours of the damage variable $S_r$ at event B. The contours show that the inner layers are at a higher level of damage compared to the top layers at the location of tensile failure. The bottom most layer is overall at a higher level of damage compared to the top layer.
Figure 30. Contours of tensile failure in the topmost layer at various points during loading. Tensile failure coupled with off-axis layer shear damage will lead to ultimate failure at the locations indicated.
Figure 31. Out-of-plane displacement ($w$) at the cut-out boundary (Figure 8).
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Buckling and Failure of Compression-loaded Composite Cylindrical Shells with Reinforced Cutouts

Mark W. Hilburger* and Michael P. Nemeth*

NASA Langley Research Center, Hampton Virginia 23681-2199

Results from a numerical and experimental study that illustrate the effects of selected cutout reinforcement configurations on the buckling and failure response of compression-loaded composite cylindrical shells with a cutout are presented. The effects of reinforcement size, thickness, and orthotropy on the overall response of compression-loaded shells are described. In general, reinforcement around a cutout in a compression-loaded shell can retard or eliminate the local buckling response and material failure near the cutout and increase the buckling load of the shell. However, some results show that certain reinforcement configurations can cause a significant increase in the local interlaminar failures that can accumulate near the free edges of a cutout during a local buckling event.

I. Introduction

Thin-walled shell structures are a fundamental component found in aircraft, spacecraft, and launch vehicles. In many applications, these structural components contain cutouts or openings that serve as doors, windows, or access ports, or are used to reduce weight. Often, some type of reinforcement is used around a cutout to eliminate local deformations and stress concentrations that can cause local buckling or premature material failures. Thus, it is important to understand how a cutout affects the baseline performance of a shell structure without a cutout, how loads are redistributed by cutout reinforcement, and how cutout reinforcement can be tailored to enhance performance and reduce weight. In addition, it is important to understand performance enhancements that can be obtained by using lightweight fiber-reinforced composite materials. Furthermore, these structures usually experience compression loads during vehicle operation and, as a result, their buckling response and failure characteristics must be understood and accurately predicted in order to develop efficient, safe designs.

Many numerical and experimental studies of the buckling behavior of cylindrical shells have been conducted since the early 1900s. It took nearly 100 years to reach the point where robust, high-fidelity analysis tools and measurement technologies were available that could be used to conduct test-analysis correlations that include the effects of initial geometric, material, and manufacturing imperfections and the effects of load introduction and support conditions. Two noteworthy studies conducted at the NASA Langley Research Center that document these advanced capabilities are given in Refs. 1 and 2. It is worth pointing out that these two studies show that differences as small as 5% between corresponding analytical and experimental results can be obtained for buckling and postbuckling of compression-loaded, laminated-composite, circular cylindrical shells. This small difference is on the same order as the error that inherently exists in the use of nominal material properties. Thus, technology and physical insight now exist that can be used to develop greatly improved buckling design criteria, such as that presented in Ref. 3. An important part of such an effort would, of course, need to include the effects of cutouts on the buckling performance.

In contrast to the body of work that exists for complete cylindrical shells and curved panels, studies that address the effects of a cutout on the buckling performance of cylindrical shells didn’t appear until 1968. Since 1968, only about 20 studies have appeared that address the effects of unreinforced cutouts and that focus on the buckling behavior of compression-loaded isotropic and laminated-composite circular cylindrical shells and curved panels. Some of the general lessons learned from these studies are as follows. The presence of a cutout in an isotropic circular cylindrical shell can cause a localized response to occur near the cutout when the shell is loaded. This localized response typically consists of large out-of-plane deformations, large-magnitude stress concentrations, and rapidly varying stress gradients near the cutout. In a compression-loaded circular cylindrical shell, the cutout may cause a local buckling response to occur in the shell, near the cutout, at applied loads lower than the general instability load of the corresponding shell without a cutout. For some cases, this localized buckling is followed by a
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stable postbuckling response near the cutout, which is indicated by the fact that additional load can be applied to the shell before it exhibits overall collapse. However, other cases have shown that a local response in the shell can occur that causes a disturbance with enough kinetic energy to cause overall collapse to occur immediately after the local buckling occurs. Starnes\textsuperscript{6, 11} suggested that the buckling of compression-loaded isotropic shells with a cutout is governed by the nondimensional geometric parameter \( \tilde{a} = a^2/Rt \), where \( a \) is the characteristic cutout dimension and \( R \) and \( t \) are the shell radius and thickness, respectively. In addition, Starnes identified approximate ranges of the \( \tilde{a} \) parameter that corresponded to the various behavioral trends described above.

For shallow, isotropic curved panels with a central circular cutout and subjected to compression loads, it has been found that cutout size greatly affects the nonlinear behavior. For example, it has been shown that curved panels with relatively small cutouts exhibit a linear prebuckling state followed by an unstable global buckling response and those with somewhat larger cutouts exhibit a nonlinear prebuckling state followed by an unstable global buckling response. As the cutout size gets even larger, the panels exhibit a monotonically increasing load--end-shortening response. These results suggest that traditional linear bifurcation buckling analyses may misrepresent the physics of the response for a certain range of cutout sizes because of significant nonlinear behavior and should not be used for design.

Numerical and experimental studies of the response of compression-loaded, laminated-composite, circular cylindrical shells with unreinforced rectangular cutouts indicate similar response characteristics to those exhibited by the corresponding isotropic shells. In addition, results have shown that localized regions of biaxial membrane compression stresses form in the shell near the cutout and that these regions of biaxial stresses couple with radial deformations of the shell wall, causing an unstable local buckling response to occur near the cutout. Hilburger et al\textsuperscript{19, 20} has shown that the buckling of compression-loaded anisotropic shells with a cutout is governed by a stiffness-weighted nondimensional geometric parameter, similar to that proposed by Starnes, and a stiffness-weighted cutout aspect ratio. In addition, the initial local buckling and postbuckling response near the cutout are characterized by large-magnitude deformations and stresses that cause material failure. Furthermore, laminate orthotropy and initial shell imperfections have been shown to have a significant effect on the nonlinear response and buckling behavior of a laminated-composite, circular cylindrical shell with a cutout.

Results for shallow, laminated-composite, curved panels with a central circular cutout and subjected to compression loads indicate similar trends to those exhibited by the corresponding isotropic shells. However, whether the panel exhibits an unstable snap-through-type buckling response or a monotonically increasing load-end-shortening response, depends significantly on the panel orthotropy and anisotropy. Furthermore, numerical and experimental studies have identified cases where panels exhibited large-magnitude radial prebuckling deformations and buckling loads that exceeded the classical linear bifurcation buckling load. This behavior is contrary to previously known behavioral characteristics of compression-loaded shallow curved panels. It was determined that these response characteristics are caused by circumferential edge restraint on the loaded boundaries of the panels and indicated a high degree of boundary condition sensitivity.

Very few studies of the response of compression-loaded circular cylindrical shells and curved panels with reinforced cutouts have been conducted, and the majority of results that do exist are limited to isotropic shells (e.g., Refs. 13, 26). However, a recent numerical study of the response of compression-loaded, laminated-composite shells with reinforced cutouts was presented by Hilburger and Starnes\textsuperscript{27, 28}. This work predicts that reinforcement can be placed around a cutout in a compression-loaded shell that will affect the local deformations and stresses near the cutout such that the onset of local buckling near the cut is retarded or suppressed, compared to the corresponding shell without cutout reinforcement. For some reinforcement configurations, the local buckling response is followed by a stable, local postbuckling response near the cutout and additional load can be applied to the shell before it undergoes a global collapse. For other configurations, the analyses predict that the local buckling response causes a disturbance with enough kinetic energy to cause the global collapse immediately after local buckling occurs. For still other configurations, the results predict that the reinforcement suppresses local buckling near the cutout and causes overall buckling to initiate in the bending boundary-layer regions near the ends of the shell.

Review of the literature cited herein indicates that the response of a compression-loaded cylindrical shell with an unreinforced cutout is becoming better understood. In addition, studies have been conducted that address numerical simulation of progressive failure in compression-loaded, laminated-composite, curved panels with a central circular cutout.\textsuperscript{29, 30} However, the effects of cutout reinforcement on the buckling and failure of compression-loaded composite cylindrical shells, is not well understood. Therefore, the objective of the present study is to present numerical and experimental results that will identify typical buckling and failure response characteristics and trends for a compression-loaded, thin-walled, quasi-isotropic, laminated-composite, circular cylindrical shell with a square cutout and several cutout reinforcement configurations. This shell configuration represents a generic example of a typical aerospace shell structure with a cutout subjected to a destabilizing load. To accomplish this objective,
selected experimental and numerical results that illustrate the buckling response of compression-loaded shells with unreinforced cutouts are presented first. Then, similar numerical and experimental results that show the effects of several different reinforcement configurations on the response of these shell structures are presented. The various cutout reinforcement configurations considered were used to study the effects of reinforcement orthotropy, thickness, and size on the response of the shell. Results obtained from an advanced high-fidelity nonlinear analysis procedure that includes the effects of initial geometric imperfections, thickness variations, and nonuniform load introduction is used in the study and offers the opportunity to provide insight into the effects of various cutout reinforcement concepts on the buckling and failure response of compression-loaded shell structures. In addition, preliminary results from a progressive failure analysis of selected shells are presented and include intralaminar and interlaminar failure modes in the failure analysis. The results include load-shortening response curves, out-of-plane displacement response curves and displacement contours, and descriptions of the observed shell buckling and failure responses.

II. Test Specimens, Imperfection Measurements, and Tests

A. Test Specimens

Fifteen test specimens were fabricated and tested in this investigation and include three cylinders with an unreinforced square-shaped cutout, referred to herein as specimens C1-C3, and twelve cylinders with reinforced square-shaped cutouts, referred to herein as specimens C4-C15. The specimens were fabricated from 12-in-wide, 0.005-in.-thick AS4/3502 unidirectional graphite-epoxy tape material. The nominal unidirectional lamina properties of a typical 0.005-in-thick ply with a fiber volume fraction of 0.62 are as follows: longitudinal modulus $E_1 = 18.5$ Msi, transverse modulus $E_2 = 1.64$ Msi, in-plane shear modulus $G_{12} = 0.87$ Msi, and major Poisson’s ratio $\nu_{12} = 0.30$. The material was laid up by hand on a 15.75-in-diameter mandrel and vacuum bagged and cured in an autoclave to form shells with different 8-ply shell-wall laminates. These laminates include an axially stiff [T±45/0₂], laminate, a quasi-isotropic [T45/0/90]₆ laminate, and a circumferentially stiff [T+45/90₂], laminate (a 0° lamina ply and a 90° lamina correspond to plies with fibers aligned along the length of the cylinder and around its circumference, respectively). A 1.0-in by 1.0-in square cutout with 0.05-in-radius reentrant corners was machined in each cylinder at the shell mid-length. Twelve quasi-isotropic specimens were manufactured to include reinforcement around the cutout (specimens C4-C15). The addition of the reinforcement in the shell was achieved by including additional square-shaped pieces of unidirectional graphite-epoxy tape at the mid-surface of the laminate, aligned concentrically with the position of the square cutout. After curing, the cutout was carefully machined in the center of the reinforced region of the specimen thus creating a cutout with an annular region of reinforcement around its perimeter. Six reinforcement stacking sequences were considered in the present study that include 0, 0₂, 0₄, 90, 90₂, and 90₄ lay-ups. Three reinforcement sizes were also considered that include 2.4-in by 2.4-in square, 4.4-in by 4.4-in square, and 8.0-in by 8.0-in square reinforcements. A list of shell identification codes and the corresponding reinforcements are given in Table 1. It is important to note that because the specimens were laid up on a uniform-diameter cylindrical mandrel, the shell-wall mid-surface in the region of the reinforcement had a radial eccentricity with respect to the nominal shell-wall mid-surface. The specimens had a nominal length $L$ equal to 16.0 in., a nominal radius $R$ equal to 8.0 in, and a nominal shell-wall thickness $t_{nom}$ equal to 0.04 in. Both ends of the specimens were potted in an aluminum-filled epoxy resin to ensure that the ends of the specimen did not fail prematurely during the test. The potting material extended approximately 1.0 inch along the length of the specimens at each end, resulting in a test section that is approximately 14.0 in long. The ends of the specimens were machined flat and parallel to a tolerance of ±0.001 in. to facilitate uniform load introduction during the tests. A typical cylinder specimen with a centrally located square cutout is shown in Fig. 1.

B. Imperfection Measurements

Three-dimensional surveys of the inner and outer shell-wall surfaces of the specimens were made prior to testing to determine the initial geometric shell-wall imperfection shape and the shell-wall thickness distribution. Measurements were taken over a uniform grid with increments of 0.125 in. in the axial direction and 0.139 in. (approximately 1° of arc) in the circumferential direction over the exposed surfaces of each specimen. The inner surface measurement was used to determine the initial shell-wall geometric imperfection shape and the difference between the outer and inner surface measurements was used to determine the shell-wall thickness distribution. A plot of a typical nondimensionalized initial shell-wall geometric imperfection is shown in Fig. 2. The measured shell-wall imperfection $w_o$ is nondimensionalized by the nominal shell-wall thickness $t_{nom} = 0.04$ inches of the
unreinforced region of the shell. These results indicate that the initial geometric imperfection is periodic in the circumferential direction and has slight variations in the axial direction. The amplitude of the normalized shell-wall geometric imperfections of the specimens range from \(-1.33t_{nom}\) to \(2.0\ t_{nom}\). A plot of a typical shell-wall thickness variation is shown in Fig. 3. The measured shell-wall thickness \(t\) is nondimensionalized by the nominal shell-wall thickness \(t_{nom}\). These results indicate that the shell-wall thickness in the unreinforced region of the shell typically varies within each specimen from 0.93 to 1.3 times \(t_{nom}\). The square-shaped reinforced region in this shell is clearly visible in the plot and indicates a thickness that ranges from 1.45 to 1.6 times \(t_{nom}\) and is typical for a four-ply-thick reinforcement that is nominally 1.5 times \(t_{nom}\). Most of the thickness variation throughout the specimen is attributed to local variations in the resin content of the laminate and outer-surface texture that results from the laminate fabrication process. However, gaps between adjacent pieces of graphite-epoxy tape in some of the laminate plies are generated during the lay-up and curing process. Such an area is referred to as a ply-gap. These locally thin regions of the shell wall have, associated with them, a significant mid-surface eccentricity and a reduced stiffness. The observed ply-gaps in the specimens have widths as large as 0.1 in. Similarly, local thick regions, other than the reinforcement, are attributed to ply overlaps.

To help characterize nonuniform load introduction effects, measurements of the top and bottom loading surfaces of the specimens were made at one-degree increments around the circumference of the specimen to determine the variation in the shell-end or loading-surface geometry. A typical top and bottom shell-end imperfection are denoted by \(\delta_{top}\) and \(\delta_{bot}\), respectively, and are shown in Fig. 4. The average maximum amplitude of this shell-end or loading-surface variation is approximately \(\pm0.0005\) in., and corresponds to less than 0.01\% of the nominal specimen length.

C. Test Apparatus and Instrumentation

The specimens were instrumented with electrical-resistance strain gages. In particular, sixteen back-to-back pairs of uniaxial strain gages were positioned around the perimeter of the cutout edge to characterize the rapidly varying strain gradients that develop during loading. These gages were aligned tangent to the cutout edge at the four corners and at the mid-length of each of the four sides, as shown in Fig. 5. In addition, far-field strain gages were positioned at several locations around the specimen to characterize the prebuckling load introduction into the specimen and load redistribution after local and global buckling occurs.

Direct-current differential transducers (DCDTs) were used to measure displacements. In particular, several DCDTs were positioned in the interior of the specimen to measure radial displacements near the cutout, as shown in Fig. 5a. In addition, three non-collinear DCDTs were positioned at three corners of the upper loading platen and used to measure the end-shortening displacement and the loading platen rotations, as shown in Fig. 1. Typical measured upper loading platen rotations \(r_x\) and \(r_z\) for a compression-loaded cylinder with a cutout are shown in Fig. 6, where \(r_x\) and \(r_z\) denote dextral rotations about the \(y\) and \(z\) axis, respectively. These results indicate that significant loading platen rotation occurs from the onset of loading up to a load level of approximately \(P/P_{cr} = 0.1\). These rotations are attributed to initial misalignments between the specimen and the loading platen. The loading platen reaches an equilibrium position at approximately \(P/P_{cr} = 0.1\), and the loading of the specimen, for the most part, continues with out appreciable additional rotations until buckling occurs.

A shadow moiré interferometry technique was used to observe the shell-wall prebuckling, buckling, and postbuckling radial deformation patterns. All data were recorded with a data acquisition system, and the moiré patterns were recorded photographically, on videotape, and with a high-speed digital video camera. The high-speed digital video camera recorded images at a rate of 2000 Hz.

The specimens were loaded in compression with a 120-Kip hydraulic universal-testing machine by applying an end-shortening displacement to the shell ends (loading surfaces) of a specimen. To control the load introduction into the specimen, the upper loading platen was aligned with the loading surface of the specimen before the test by adjusting leveling bolts in the corners of the upper loading platen until strains measured by selected far-field strain gages on the specimens indicated a uniform axial strain distribution around the circumference of the shell. The specimens were loaded until global collapse and failure of the shells occurred.

III. Finite-element Models and Analysis Methods

A. Finite-Element Models

All the shells considered in this study were analyzed with the STAGS (Structural Analysis of General Shells) nonlinear shell analysis code. STAGS is a finite-element code designed for the static and dynamic analysis of general shells, and includes the effects of geometric and material nonuniformities and progressive interlaminar and intralaminar material failure. The cylinders were modeled using the standard 410 quadrilateral elements from the
STAGS element library. This element is a flat facet-type element based on Kirchoff-Love thin shell theory and the nonlinear Lagrangian strain tensor. Geometrically imperfect shells were analyzed in the present investigation and the finite-element models used herein are based on similar high-fidelity cylinder models developed previously for predicting the elastic buckling response of geometrically perfect and imperfect compression-loaded cylinders.\textsuperscript{1,2} The geometrically imperfect models include the effects of the measured shell imperfections to more closely simulate the response of the specimens. The imperfection considered include, initial shell-wall geometric imperfections, shell-wall thickness variations, thickness-adjusted lamina properties, and nonuniform load introduction effects. A more thorough explanation of model development and validation procedures for high-fidelity modeling of imperfect compression-loaded composite laminated shells with and without cutouts is presented in Refs. 1 and 2. In addition, selected models were modified to include the effects of progressive intralaminar and interlaminar material failures and preliminary results from these analyses are presented herein. The progressive failure methodology is described next.

B. Progressive Failure Methodology

Intralaminar material failures were predicted by using the Hashin\textsuperscript{32} failure criteria. The progressive failure theory and implementation are discussed in Ref. 29 and 30. Some relevant details are presented subsequently.

The intralaminar failure modes considered include matrix cracking, fiber-matrix shear failure, and fiber failure. To apply the failure criterion, the stress state is analyzed at each material point in the finite element model for a given solution step in the analysis. If the failure criteria is met (i.e., if the Hashin failure index exceeds a value of 1.0) then it is assumed that the material at that point has failed and the material stiffnesses at that point are then degraded according to the Chang and Lessard degradation model.\textsuperscript{33} Material allowables used in the present study for AS4/3502 material are as follows: in-plane shear stress allowable \( s_{12} = 25.5 \) ksi, longitudinal tension and compression stress allowables \( X_t = 200.0 \) ksi and \( X_c = 180.0 \) ksi, respectively, and transverse tension and compression stress allowables \( Y_t = 12.6 \) ksi and \( Y_c = 24.6 \) ksi, respectively.

The initiation and progression of interlaminar, delamination failures are predicted by using a decohesion element that is positioned between composite laminae in potential delamination locations. A material-softerning constitutive law developed by Goyal et al.\textsuperscript{39} is used in the formulation of the decohesion element. This constitutive law governs the initiation of a delamination and the subsequent delamination growth. The initiation of a delamination is specified to occur when the maximum interfacial strength between plies is exceeded and subsequent propagation of the delamination occurs when the fracture energy release rate is exceeded. The interfacial material failure properties used in the present study for AS4/3502 are as follows: the critical energy release rates \( G_{ic} = 1.13 \) lb/in, and \( G_{ile} = G_{ile} = 3.3 \) lb/in. The maximum interfacial strengths \( T_{1c} = 9.0 \) ksi, and \( T_{2c}^+ = T_{2c}^- = 10.5 \) ksi. The decohesion element was implemented in the STAGS finite-element code as a user-defined element.

IV. Results and Discussion

Numerically predicted and experimentally measured results for fifteen compression-loaded composite cylindrical shells with unreinforced and reinforced cutouts are presented in this section. The predicted results were obtained from finite-element analyses of geometrically imperfect shells that include the effects of initial shell-wall geometric imperfections, shell-wall thickness variations, thickness-adjusted lamina properties, and nonuniform load introduction effects. First, results are presented for three cylinders with different laminate stacking sequences and with unreinforced cutouts to illustrate the effects of laminate orthotropy on the buckling and failure response of the shells and to provide a baseline for comparison with the corresponding shells with reinforced cutouts. Then, similar results are presented for selected quasi-isotropic shells with reinforced cutouts to illustrate the effects of reinforcement orthotropy, size and thickness on the buckling and failure response of the shells. Finally, overall response trends are identified and discussed. The results include load-shortening response curves, load versus out-of-plane displacement response curves, load-strain response curves, and observed and predicted radial deformation patterns and material failures. The values of axial load \( P \), presented herein, are normalized with respect to the linear bifurcation buckling load of a geometrically perfect, quasi-isotropic cylinder without a cutout, \( P_{cr} = 42,590 \) lb. Radial displacements are normalized by the nominal shell-wall thickness \( t_{nom} = 0.04 \) in. and end-shortening displacements are normalized by the specimen length \( L = 16.0 \) in., respectively.

A. Shells with an Unreinforced Cutout

Measured load–end-shortening response curves for the three cylinders with unreinforced cutouts, \( C1 \) ([\(-\pm45/0/90\)], \( C2 \) ([\(\mp45/0\)])], and \( C3 \) ([\(\mp45/90\)])], considered in this study, are shown in Fig. 7. Buckling loads are indicated by filled circles and global collapse loads are indicated by an \( X \). The cylinders exhibit a linear prebuckling
load-shortening response up to buckling (note: the initial nonlinearity in the prebuckling response is attributed to the usual initial misalignment between the specimen and the loading platen). Cylinders C1 and C2 exhibit a local buckling response at normalized load levels of 0.48 and 0.39, respectively. The buckling response is characterized by a localized, unstable dynamic buckling event in the cylinder and includes the formation of large-magnitude radial deformations and rapidly varying strains near the cutout. It has been shown by Hilburger et al.\textsuperscript{19, 20} that this local buckling response is caused by nonlinear coupling between the compressive membrane biaxial stresses and the radial deformations that occur near the cutout. A stable post-local-buckling response is exhibited by specimens C1 and C2 and additional load is carried by these shells until global collapse occurs at load levels of 0.52 and 0.41, respectively. As loading continues in the post-local-buckling region of the response, these shells exhibit a slight reduction in the effective axial stiffness. This reduction in axial stiffness, manifested by a change in slope of the response curves, is caused by increasingly large out-of-plane deformations that develop in the shell and cause a redistribution of load away from the cutout, thereby reducing the effective load-carrying cross-section of the shell. The global collapse response is characterized by a significant reduction in axial load and the development of the general instability deformation pattern. Specimens C1 and C2 obtain stable post-collapse equilibrium at load levels of 0.32 and 0.23, respectively and can sustain additional loading until complete failure of the cylinders occurs due to significant accumulation of material failures in the shell wall. In contrast, shell C3 exhibits an unstable local buckling response, at a load of 0.51, that caused a catastrophic failure of the specimen and, as a result, there was no residual post-buckling strength for this specimen.

The results in Fig. 7 and results in Ref. 1 also indicate that the measured initial buckling load of specimens with a cutout are an average of 37.3% less than the measured buckling loads of the corresponding specimens without a cutout. However, there are no noticeable differences in the prebuckling stiffnesses of the specimens with the same laminate, regardless of whether there is a cutout or not. Moreover, the measured post-buckling loads for specimens C1 and C2 after global collapse are 2.1 and 1.4% greater than the corresponding buckling loads for the shells without cutouts and indicates that, in some cases, the cutout can have a relatively small effect on the post-buckling strength of these specimens.

Measured out-of-plane displacements for specimens C1, C2, and C3 are shown in Fig. 8 and selected observed local buckling and global collapse radial deformation patterns for specimens C1 and C2 are shown in Figs. 9 and 10, respectively. The displacement measurements were taken at the upper right corner of the cutout. Positive displacement values correspond to inward radial deformations of the shell wall. The results in Fig. 8 indicate that the specimens exhibit small radial pre-buckling deformations. During the local buckling response, cylinders C1 and C2 exhibit radial displacements at the corner of the cutout equal to approximately -1.0 and +1.5 times the nominal shell-wall thickness, respectively. After global collapse, the specimens exhibit displacements of approximately +3.0 and +2.0 times the shell-wall thickness. Specimen C2 exhibits inward deformations throughout the local buckling and global collapse response at this corner of the cutout. The local-buckling deformation response consists of large ellipse-like buckles on either side of the cutout and are aligned in a helical or skew direction (see Fig. 10a). After additional load is applied, the specimen collapses into a general instability buckling pattern in which the local buckles near the cutout increase in size and magnitude, and additional buckles develop around the circumference of the specimen (see Fig. 10b). In contrast, specimen C1 buckles into an asymmetric local buckling deformation pattern with an outward displacement of the upper right corner of the shell, but then exhibits a snap-through response upon global collapse, as indicated in Fig. 8. The asymmetric local buckling deformations are shown in Fig. 9a and the global collapse deformations are shown in Fig 9b. The apparent snap-through behavior in specimen C1 is associated with a significant increase in the size and magnitude of the local inward buckle located at the right side of the cutout. This response causes the appearance of a local snap-through response in the measured displacements near the upper right corner of the cutout. The asymmetry in the deformation response is attributed to initial geometric imperfections in the specimen. Post-buckling displacement data for shell C3 has been omitted because the DCDT lost contact with specimen as a result of the buckling and failure event.

Typical measured strain results for specimens C1, C2, and C3 are shown in Fig. 11. The figure includes data from three axially aligned back-to-back strain gage pairs located at the right edge of the cutout in specimens C1-C3. The solid and dashed lines denote measured strain data from gages located on the outer shell-wall surface and the inner shell-wall surface, respectively. In general, the results indicate that specimens C1 and C2 exhibit some local bending during the prebuckling response, as indicated by the divergence of the back-to-back strain gage curves, and have maximum strains that approach 0.6% strain. The strains near the cutout in specimens C1 and C2 increase significantly when local buckling and global collapse occur and can exceed 2.0% strain. Once local buckling occurs, these large-magnitude bending strains near the cutout activate an interlaminar shear failure mechanism in specimens C1 and C2, as shown in Fig. 12 for specimen C1. The interlaminar shear failures that developed in specimens C1 and C2 typically propagate approximately 0.5 in. beyond the free edge of the cutout around the
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analysis. In particular, predicted normalized buckling loads for shells C1, C2, and C3 that include the effects of initial imperfections and loading nonuniformities are 0.51, 0.40, and 0.56, respectively, and are approximately 6.0%, 2.5%, and 9.8% greater than the corresponding measured results. A summary of these measured and predicted buckling loads is presented in Table 1. In addition, results from a previous study presented in Ref. 1 indicate that the initial geometric imperfections and thickness variations cause a 13.9%, 2.6%, and 1.3% reduction in the buckling loads for shells C1, C2, and C3, respectively, with respect to the predicted linear bifurcation buckling loads for the corresponding geometrically perfect shells. The results suggest a relatively small degree of imperfection sensitivity for these shells. Similarly, nonuniform loading caused by shell-end imperfections and loading plate rotations caused a 12.2%, 31.2%, and 1.3% reduction in the buckling loads of shells C1, C2, and C3, respectively. In particular, the significant reduction in the buckling load exhibited by shell C2 is attributed to a relatively large magnitude shell-end imperfection that causes nonuniform end loading. The magnitude of this shell-end imperfection was approximately 60% of the magnitude of the end-shortening displacement of the shell at buckling. In addition, the predicted local buckling displacements and general instability displacements agree well with the observed displacements from the tests (see Figs. 9 and 10, for shells C1 and C2, respectively). For example, typical predicted initial local buckling deformations are shown for shell C1 in Fig. 14a and indicate an asymmetric buckling response in the shell near the cutout similar to that exhibited by specimen C1 shown in Fig 9. The asymmetry in the local response is attributed to an initial geometric imperfection in the shell wall near the cutout that appears to have a greater influence over the local deformations in shell than the cutout. Predicted intralaminar and interlaminar material failures incipient to global collapse for shell C1 are shown in Figs. 14b and 14c, respectively. The results indicate some intralaminar failures in the upper and lower right corners of the cutout in the form of matrix tension failures and fiber compression failures. However, the analysis also predicts the initiation and propagation of significant interlaminar shear-type failures near the free-edge of the cutout (see Fig 14c). The location and the extent of the damage in the shell appears to agree well with the observed damage shown in Fig. 12. Similar failure predictions were obtained for shell C2 and C3. Predicted delamination type failures in shell C2 are less pronounced than those predicted for shell C1 and agree well with the observed failure response in the shell. Preliminary failure predictions obtained for shell C3 indicate an increased potential for the initiation of interlaminar failures at the edges of the cutout and the rapid propagation of these delaminations around the circumference of the shell, as observed in the test (see Fig. 13). This increased potential for interlaminar shear failures is due to relatively large-magnitude bending strains (> 1% strain) and deformations near the cutout, as compared to the strains exhibited by shells C1 and C2. In addition, it is well established that delamination-type failures will initiate and propagate more easily in a structure where the lamina fibers are oriented parallel to the direction of propagation. However, convergence difficulties in the numerical solution associated with a rapid reduction in local shell wall stiffness during the quasi-static progressive failure analysis did not permit the analysis to predict the full extent of the catastrophic failure observed in the test. It may be possible to overcome these convergence difficulties by using a transient analysis capability in STAGS coupled with the progressive failure analysis capability, however, this analysis option is not currently available.

B. Shells with a Reinforced Cutout

The measured results for the compression loaded shells C1, C2, and C3 with unreinforced cutouts, presented in

the previous section, and predicted results presented herein and in previous work1, identified several features of the behavior that are associated with the local buckling and failure response of the shells. In particular, the nonlinear interaction between the local radial deformations and destabilizing biaxial stresses near the cutout cause the local buckling response to occur. The magnitude of the deformations and strains near the cutout, as indicated by DCDT and back-to-back strain gage measurements and verified by analysis, are affected by laminate orthotropy. Furthermore, local interlaminar shear failures develop near the cutout in the post-local-buckling region of loading and the extent to which these failures occur is affected by the local deformations and laminate orthotropy. These fundamental behavioral characteristics suggest that it may be possible to retard or eliminate the onset of the local
buckling and failure response near the cutout if a cutout reinforcement configuration can be identified that reduces the local deformations or the local stresses near the cutout.

Prior to conducting the test presented herein, a numerical parametric study was conducted to identify the effects of selected cutout reinforcement configurations on the response of similar compression-loaded shells with a cutout. The reinforcements investigated consisted of square-shaped, concentrically aligned lamina plies added to the shell-wall mid-surface. Three reinforcement sizes and three reinforcement thicknesses, including 1-ply-thick, 2-ply-thick, and 4-ply-thick reinforcements, were studied to identify the effects of reinforcement size and thickness on the deformation response and stress distribution in the shell. In addition, two reinforcement ply orientations of 0° and 90° were investigated to study the effects of reinforcement orthotropy on the response. Some of the general trends identified in the study that are relevant to the tests presented herein are as follows. The reinforcement can retard or suppress the onset of local buckling in the shell near the cutout. For some cases, the local buckling response near the cutout results in a stable post-local-buckling response near the cutout and additional load can be applied to shell before global collapse. For other cases, the local response near the cutout in the shell causes a disturbance with enough kinetic energy to cause the overall collapse of the shell immediately following the local instability. The results indicate, for the most part, that the buckling load of a shell with a 90°–ply cutout reinforcement is greater than the buckling load of the corresponding shell with a 0°–ply cutout reinforcement.

Based on the results of the numerical study, described above, a similar set of twelve [T45/0/90], quasi-isotropic shells with reinforced cutouts were fabricated and tested to verify the predicted response trends (see Table 1). Selected measured results from these twelve compression-loaded shells, C4-C15, with 1.0-in-square reinforced cutouts are presented in this section to identify the potential for using cutout reinforcements to enhance the buckling and failure response of the shells with cutouts. The results for these shells are compared to results for the corresponding shell C1 with an unreinforced cutout. First, experimentally measured results that illustrate the effects of cutout reinforcement thickness and orthotropy on the typical buckling and failure response characteristics for compression-loaded shells with a 4.4-in.-square cutout reinforcement are presented. Then, results summarizing the effects of cutout reinforcement size, thickness, and orthotropy on the buckling and failure of a shell with a reinforced cutout are presented. Selected predicted results that were obtained from finite-element analyses of imperfect shells are also presented to illustrate the effects of initial imperfections on the buckling response of the shells.

1. 4.4-in. Square Reinforcement

Results for shells C4-C9 are presented in this section. The cutout reinforcements for shells C4 through C6 consist of 4.4-in square-shaped 0° lamina plies and the cutout reinforcements for shells C7-C9 consist of 4.4-in square-shaped 90° lamina plies. Measured load-shortening response curves for shells C1 (no reinforcement), and C4-C6 are presented in Fig. 15. The results show that the increasing the amount of reinforcement has a significant effect on the overall character of the shell response. In particular, the normalized buckling loads increase by as much as 56% as the thickness of the reinforcement increases. Specifically, the normalized buckling loads for shells C4, C5, and C6, with 0°-ply reinforcement are equal to 0.67, 0.74, and 0.75, respectively. The normalized buckling load for the corresponding unreinforced shell C1 is 0.48. In addition, the results indicate that the shells with the reinforcement do not exhibit stable post-local-buckling responses. For these shells, the local-buckling response causes a disturbance with enough kinetic energy to cause global collapse of the shell. After global collapse occurs, each shell has a stable post-collapse configuration, accompanied by a significant reduction in the axial load. The normalized post-collapse loads range from 0.26 and 0.27 for shells C4 and C5, respectively, to 0.34 and 0.35 for shells C1 and C6, respectively. In general, these response trends agree well with the corresponding numerically predicted results for geometrically perfect shells presented in Refs. 27 and 28 and the predicted buckling loads for imperfect shells presented in Table 1. In particular, the predicted buckling loads are 1.4%, 5.4%, and 6.7% greater than the experimentally measured results for specimens C4- C6, respectively.

Measured radial displacements for shells C1 and C4 through C6 are presented in Fig. 16, and observed out-of-plane deformations patterns of the local buckling and collapse response of shells C4-C6 are shown in Figs. 17-19, respectively. The displacement measurements were taken at the upper right corner of the cutout. Positive displacement values correspond to inward deformations of the shell wall. The moiré fringe patterns shown in Figs. 17-19 were obtained by using a high-speed digital video camera with a frame rate of 2000Hz. The dashed lines in Figs. 17-19 outline the edges of the cutout reinforcement. The results in Figs. 16-19 indicate that the shells pre-buckling and buckling deformation response near the cutout can change significantly with an increase in the reinforcement thickness. In particular, local buckling in shell C4 initiates near the cutout and is characterized by a rapid increase in local out-of-plane deformations, as indicated by the displacements incipient to and during the initial local buckling response, as shown in Fig. 16. At the onset of buckling, a local unstable response occurs in the shell...
and is characterized by the development of localized ellipse-shaped buckles near the cutout, as shown in Figs. 17a (time = 0.0 seconds) and 17b (time = 0.001 seconds). This local buckling response in the shell triggers the global collapse of the shell, as indicated in Figs. 17c (time = 0.002 seconds) and 17d (time = 0.004 seconds), and is accompanied by a significant increase in the local displacements near the cutout. The density of the fringes in the moiré patterns is indicative of the shell-wall bending gradients. The post-collapse displacements near the corner of the cutout are approximately +2.4 times the nominal shell-wall thickness. In contrast, the buckling response for shells C5 and C6 is characterized by a single, small-magnitude, ellipse-shaped buckle that forms at the edge of the cutout reinforcement, as shown in Figs 18a (time = 0.0005 seconds) and 19a (time = 0.0005 seconds), respectively. The local buckles are marked with an X symbol in the figures. At the onset of buckling, a local unstable response occurs in shell C5 and C6 that is characterized by a significant increase in the size and magnitude of the ellipse-shaped buckle, as shown in Figs 18b (time = 0.001 seconds) and 19b (time = 0.001 seconds), respectively. The lack of symmetry in the response is attributed to the effects of initial geometric imperfections in the shell wall. As the buckling process continues, the local buckles in the deformation pattern rapidly increase in number and become distributed around the circumference of the shell and are associated with the overall collapse of the shell, as shown in Figs 18c (time = 0.002 seconds) and 18d (time = 0.004 seconds) for shell C5, and Figs. 19c (time = 0.002 seconds) and 19d (time = 0.004 seconds) for shell C6. The post-collapse displacements near the corner of cutout in shell C5 are approximately +2.4 times the nominal shell-wall thickness and the overall character of the deformation pattern is similar to that exhibited by shell C4 shown in Fig. 17d. However, the post-collapse displacements and bending gradients near the cutout in shell C6 (see Figs. 19c and 19d) are reduced significantly, compared to shells C4 and C5 shown in Figs. 17d and 18d, respectively. Specifically, the moiré fringe patterns in Figs 19c and 19d indicate a marked reduction in local bending near the cutout as compared to the corresponding fringe patterns observed for shells C5 and C6.

Typical measured strain results for specimens C1, C4- C6 are shown in Fig. 20. The figure includes data from four back-to-back strain gage pairs at the upper right corner of the cutout, aligned tangent to the edge. The solid and dashed lines denote measured strain data from gages located on the outer shell-wall surface and on the inner shell-wall surface, respectively. The results show that the local pre-buckling and post-buckling bending strains near the cutout, indicated by the divergence of the curves for the back-to-back strains, are significantly reduced with an increase in the thickness of the reinforcement, as expected. In particular, local pre-buckling strains in shell C1 (unreinforced cutout) approach 5000 microstrain and rapidly increase to over ±15,000 microstrain (1.5% strain) during global collapse. In contrast, shell C6 exhibits relatively low-magnitude prebuckling strains of -1500 and -2500 microstrain on the inner and outer surface of the shell, respectively. At buckling, the bending strains in the corner of the cutout in shell C6 increase, but not to the extent exhibited by the other three shells. For the most part, the largest-magnitude strains develop in the corners of the shell and correspond to the locations where the majority of the material failures were observed. Observed failures for the unreinforced shell C1 are shown in Fig 12 and indicate significant delamination along the entire free edge of the cutout. The damage in shells C4 and C5 is generally much less severe, as indicated in Fig. 21a, and is characterized by delaminations in the upper left and lower right corners of the cutout. In contrast, no damage was evident near the cutout in shell C6 during the test, rather, interlaminar and intralaminar material failures developed away from the cutout in regions of the shell that exhibited large-magnitude bending gradients associated with the nodal lines between adjacent buckles in the general instability deformation response, as shown in Fig. 21b.

In general, the corresponding experimental results for shells C7- C9 with 90° ply reinforcements exhibit very similar response trends as those for shells C4- C6 with 0° ply reinforcements, presented previously. However, more extensive delamination failures develop near the cutouts in shells C7 and C8, shells with 1-ply-thick and 2-ply-thick 90° ply reinforcements, respectively, than the failures exhibited by the corresponding shells C4 and C5 with 0° ply reinforcements. This failure trend is similar to that exhibited by the unreinforced shells, in which shell C3 ([(±45/90);3]) developed catastrophic delamination failures near the cutout, compared to shells C1 and C2 which exhibited relatively small amounts of failure near the cutout in the post buckling region of the response.

2. Response Trends

Buckling and failure trends for the fifteen shells tested in this study are presented in this section. In addition, selected predicted results are presented to illustrate the effects of initial imperfections on the buckling response of shells with reinforced cutouts and to verify some of the behavioral characteristics observed in the tests.

Measured and predicted buckling loads for all fifteen specimens considered in the present study have been summarized in Table 1. These results indicate that, for the most part, the buckling load of the quasi-isotropic shell increases as the reinforcement size and thickness increases. In addition, the results indicate that the buckling load of the shell with the 90°-ply reinforcement configuration is slightly greater (on average 4.5% greater) than the buckling
load of the corresponding shell with the 0°-ply reinforcement. These buckling-load trends agree well with the predicted trends presented in Refs. 27 and 28 for similar geometrically perfect shells with reinforced cutouts. However, the experimentally measured results and predicted results for imperfect shells indicate an average increase in the shell buckling load of only 2.9% when the reinforcement thickness is increased from a 2-ply-thick reinforcement configuration to a 4-ply-thick reinforcement configuration, for the same reinforcement size and ply orientation. In contrast, the predicted results for geometrically perfect shells presented in Refs. 27 and 28 indicate an average increase in the shell-buckling load of approximately of 18.1%. These results suggests that, as the reinforcement thickness increases, the shell may be becoming more imperfection sensitive, and this imperfection sensitivity is negating any additional improvements in the buckling load of the shell. Similarly, the specimen reinforcement configurations tested in this study include a slight outward shell-wall mid-surface eccentricity that results from the manufacturing process. This eccentricity detail was included in the analysis models of the imperfect shells presented herein, but was not included in the geometrically perfect shell analysis models reported in Refs 27 and 28. Thus, it is also likely that local bending is occurring in the specimens near the edges of the reinforcement region due to the discontinuity in the mid-surface geometry at this location, and that this bending response is triggering a local buckling response in the shell at lower applied load levels.

Shells with unreinforced cutouts (C1-C3) and shells with relatively thin reinforcements (C4, C7, and C8) exhibit a local buckling response near the cutout (see initial buckling deformations in Fig 17a for shell C4). Shells with thicker reinforcement, however, exhibit initial buckling just outside the reinforced region of the shell, i.e., shells C5, C6, and C9-C15 (see initial buckling deformations in Fig 18a for shell C5). In addition, the initial buckling event in these shells with thicker reinforcement are typically characterized by a single, small-magnitude, ellipse-shaped buckle that forms at the edge of the reinforcement region. This lack of symmetry in the initial buckling deformations is attributed to the effects of initial geometric imperfections, and this response agrees well with the corresponding predicted results. For example, predicted initial buckling displacements contours are shown in Fig. 22a, 22b, and 22c, for imperfect shells C13, C9, and C15, with 2.4-in.-square, 4.4-in.-square, and 8.0-in.-square, 90° reinforcement configurations, respectively. For all cases, the results indicate a localized buckling response that occurs near the edge of the reinforcement region in the shell. Shells with unreinforced cutouts can exhibit a stable post-local buckling equilibrium and can sustain additional axial load until global collapse occurs in the shell (e.g., see shells C1 and C2 in Fig. 7). The results indicated that, in all shells with reinforced cutouts, the local buckling response in the shell caused a disturbance in the shell with enough kinetic energy to cause the immediate global collapse to occur in the shell. The results also indicate that unreinforced shells and shells with 1-ply-thick and 2-ply-thick reinforcements exhibit interlaminar shear failures at the free edge of the cutout that are caused by large-magnitude bending gradients that develop near the cutout in the postbuckling range of loading. The shells with 90°-ply reinforcements always exhibited more local damage near the cutout, as compared to the corresponding shell with 0°-ply reinforcement. In contrast, the shells with 4-ply-thick reinforcements do not sustain damage near the cutout because the reinforcement significantly reduces the magnitude of the local bending deformations near the cutout that typically activate the interlaminar failures seen in the other shells. Rather, damage occurs in these shells along nodal lines between each of the inward buckles associated with the general instability deformation pattern.

V. Concluding Remarks

Results from a numerical and experimental study of the response of compression-loaded, laminated-composite, cylindrical shells with either reinforced or unreinforced cutouts have been presented. The numerical results were obtained by using high-fidelity nonlinear finite-element analyses. The analysis accounted for the effects of initial geometric imperfections, shell-wall thickness variations, material property variations, and nonuniform load introduction effects. In addition, preliminary results from a progressive failure analysis for predicting intralaminar and interlaminar material failures are presented. The results identify some of the effects of cutout-reinforcement orthotropy, size, and thickness on the buckling and failure response of the shells.

In general, the addition of reinforcement around a cutout in a compression-loaded shell can have a significant effect on the shell response. Results have been presented that indicate that the reinforcement can affect the local shell-wall deformations and strains near the cutout and retard or suppress the onset of local buckling and failure in the shell near the cutout. For some cases, the local buckling response near the cutout in the shell results in a stable post-local-buckling response near the cutout and additional load can be applied to the shell before it undergoes global collapse. For other cases, the local response near the cutout in the shell cause a disturbance in the shell with enough kinetic energy to cause the global collapse of the shell immediately following the local instability. For still other cases, the reinforcement suppresses the local buckling response near the cutout and causes buckling to occur at the edge of the reinforcement region in the shell. In general, the buckling load of the shell increases as the size and
the thickness of the reinforcement increases. The results also indicate that shells with 90°-ply cutout reinforcement generally have higher buckling loads than the corresponding shells with 0°-ply reinforcements. The results indicate that the shells with unreinforced, and some with reinforced, cutouts exhibit large-magnitude displacements and bending strains near the cutout and that these deformations and strains activate an interlaminar shear failure mechanism in the shell. Furthermore, shells with 90°-ply cutout reinforcement typically exhibit significantly larger amounts of interlaminar damage accumulation near the cutout than the corresponding shells with 0°-ply reinforcements.

The selected results presented herein suggest that tailoring the orthotropy, thickness, and size of the cutout reinforcement in a compression-loaded shell can result in significant increases in the buckling load of the shell, and can reduce the local deformations, strains, and damage accumulation near the cutout. The robust validated high-fidelity nonlinear analysis procedure used in this study offers the opportunity to provide insight into various cutout reinforcement concepts on the buckling and failure response of compression-loaded shell structures. Moreover, results from such a high-fidelity analysis procedure can improve some of the engineering approximations and methods that are used in the design of composite shell structures with cutouts.
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Table 1: Predicted and measured normalized buckling loads ($P_{cr}^o = 42,590$ lb is the corresponding linear bifurcation buckling load of a geometrically perfect quasi-isotropic cylinder).

<table>
<thead>
<tr>
<th>Specimen number</th>
<th>Shell-wall laminate / reinforcement size (in.) / reinforcement lay-up</th>
<th>Predicted buckling load (imperfect shell), $P_{cr}^{imp}/P_{cr}^o$</th>
<th>Measured buckling load, $P_{cr}/P_{cr}^o$</th>
<th>Difference between measured and predicted buckling loads, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>[±45/0/90]s / none</td>
<td>0.51</td>
<td>0.48</td>
<td>6.3</td>
</tr>
<tr>
<td>C2</td>
<td>[±45/02]s / none</td>
<td>0.40</td>
<td>0.40</td>
<td>2.6</td>
</tr>
<tr>
<td>C3</td>
<td>[±45/902]s / none</td>
<td>0.50</td>
<td>0.51</td>
<td>9.8</td>
</tr>
<tr>
<td>C4</td>
<td>[±45/0/90]s / 4.4 / 01</td>
<td>0.68</td>
<td>0.67</td>
<td>1.5</td>
</tr>
<tr>
<td>C5</td>
<td>[±45/0/90]s / 4.4 / 02</td>
<td>0.78</td>
<td>0.74</td>
<td>5.4</td>
</tr>
<tr>
<td>C6</td>
<td>[±45/0/90]s / 4.4 / 04</td>
<td>0.80</td>
<td>0.75</td>
<td>6.7</td>
</tr>
<tr>
<td>C7</td>
<td>[±45/0/90]s / 4.4 / 901</td>
<td>0.76</td>
<td>0.75</td>
<td>1.3</td>
</tr>
<tr>
<td>C8</td>
<td>[±45/0/90]s / 4.4 / 902</td>
<td>0.76</td>
<td>0.76</td>
<td>0.0</td>
</tr>
<tr>
<td>C9</td>
<td>[±45/0/90]s / 4.4 / 904</td>
<td>0.80</td>
<td>0.75</td>
<td>6.7</td>
</tr>
<tr>
<td>C10</td>
<td>[±45/0/90]s / 2.4 / 02</td>
<td>0.72</td>
<td>0.71</td>
<td>1.4</td>
</tr>
<tr>
<td>C11</td>
<td>[±45/0/90]s / 2.4 / 04</td>
<td>0.76</td>
<td>0.73</td>
<td>4.1</td>
</tr>
<tr>
<td>C12</td>
<td>[±45/0/90]s / 2.4 / 902</td>
<td>0.72</td>
<td>0.72</td>
<td>0.0</td>
</tr>
<tr>
<td>C13</td>
<td>[±45/0/90]s / 2.4 / 904</td>
<td>0.73</td>
<td>0.76</td>
<td>3.9</td>
</tr>
<tr>
<td>C14</td>
<td>[±45/0/90]s / 8.0 / 04</td>
<td>0.73</td>
<td>0.71</td>
<td>2.8</td>
</tr>
<tr>
<td>C15</td>
<td>[±45/0/90]s / 8.0 / 904</td>
<td>0.79</td>
<td>0.75</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Fig. 1 Typical test set-up for a compression-loaded composite cylinder with a cutout.
Fig. 2 Typical measured initial geometric imperfection for a composite cylinder with a cutout.

Fig. 3 Typical measured shell-wall thickness variation for a composite cylinder with a reinforced cutout.
Fig. 4  Typical measured shell-end or loading-surface imperfections for a composite cylinder specimen.

a) Internal strain gages and DCDTs  

b) Instrumentation pattern near cutout

Fig. 5  Typical DCDT and strain gage instrumentation near the cutout.
Fig. 6  Measured loading platen rotations for a compression-loaded composite cylinder with a 1-in. by 1-in. square cutout ($P_{cr} = 42,590$ lb is the predicted linear bifurcation buckling load of the corresponding geometrically perfect quasi-isotropic shell without a cutout).

Fig. 7  Load-shortening response curves for compression-loaded composite cylinders with unreinforced 1-in. by 1-in. square-shaped cutouts ($P_{cr} = 42,590$ lb is the linear bifurcation buckling load of the corresponding geometrically perfect quasi-isotropic shell without a cutout).
Fig. 8  Radial displacement response curves for compression-loaded composite cylinders with unreinforced 1-in. by 1-in. square-shaped cutouts ($P_{cr}$ = 42,590 lb is the linear bifurcation buckling load of the corresponding geometrically perfect quasi-isotropic shell without a cutout).

a) Local buckling moiré fringe pattern  b) Global collapse moiré fringe pattern

Fig. 9  Observed radial deformation patterns near a cutout for specimen C1.
a) Local buckling moiré fringe pattern  

b) Global collapse moiré fringe pattern

Fig. 10 Observed radial deformation patterns near a cutout for specimen C2.

Fig. 11 Load-strain response near unreinforced 1-in. by 1-in. square-shaped cutouts in compression-loaded composite cylinders ($P_{cr}^o = 42,590$ lb is the linear bifurcation buckling load of the corresponding geometrically perfect quasi-isotropic shell without a cutout).
a) delamination at the right edge of the cutout  
b) magnified view of cutout delamination

Fig. 12  Observed local delamination failures in specimen C1.

a) global view of failed specimen  
b) magnified view of delamination on left side

Fig. 13  Observed catastrophic delamination failures in specimen C3.
Fig. 14 Predicted local buckling displacements and material failures for specimen C1.
Fig. 15 Load-shortening response curves for compression-loaded quasi-isotropic cylinders with unreinforced and reinforced 1-in. by 1-in. square-shaped cutouts ($P_{cr}^o = 42,590$ lb is the linear bifurcation buckling load of the corresponding geometrically perfect shell without a cutout).

Fig. 16 Radial displacements response curves for compression-loaded quasi-isotropic cylinders with unreinforced and reinforced 1-in. by 1-in. square-shaped cutouts ($P_{cr}^o = 42,590$ lb is the linear bifurcation buckling load of the corresponding geometrically perfect shell without a cutout).
Fig. 17 Observed buckling and postbuckling out-of-plane deformation patterns for specimen C4, quasi-isotropic shell with 1-in square cutout and 4.4-in square, 1-ply-thick, 0° reinforcement.

Fig. 18 Observed buckling and postbuckling out-of-plane deformation patterns for specimen C5, quasi-isotropic shell with 1-in square cutout and 4.4-in square, 2-ply-thick, 0° reinforcement.

Fig. 19 Observed buckling and postbuckling out-of-plane deformation patterns for specimen C6, quasi-isotropic shell with 1-in square cutout and 4.4-in square, 4-ply-thick, 0° reinforcement.
Fig. 20 Load-strain response near 1-in. by 1-in. square-shaped cutouts compression-loaded quasi-isotropic cylinders ($P_{\text{cr}} = 42,590$ lb is the linear bifurcation buckling load of the corresponding geometrically perfect shell without a cutout).

a) Local delamination failures in specimen C5
b) Failures in specimen C6

Fig. 21 Observed material failures for specimens C5 and C6.
Fig. 22 Observed buckling and postbuckling radial deformation patterns for specimen C13, C9, and C15, quasi-isotropic shell with 1-in square cutout and 2.4-in-square, 4.4-in-square, and 8.0-in square, 4-ply-thick, 90° reinforcement, respectively.
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Abstract
A special-purpose, semi-analytical solution method for determining the stress and deformation fields in a thin laminated-composite cylindrical shell with an elliptical cutout is presented. The analysis includes the effects of cutout size, shape, and orientation; non-uniform wall thickness; oval-cross-section eccentricity; and loading conditions. The loading conditions include uniform tension, uniform torsion, and pure bending. The analysis approach is based on the principle of stationary potential energy and uses Lagrange multipliers to relax the kinematic admissibility requirements on the displacement representations through the use of idealized elastic edge restraints. Specifying appropriate stiffness values for the elastic extensional and rotational edge restraints (springs) allows the imposition of the kinematic boundary conditions in an indirect manner, which enables the use of a broader set of functions for representing the displacement fields. Selected results of parametric studies are presented for several geometric parameters that demonstrate that analysis approach is a powerful means for developing design criteria for laminated-composite shells.

Introduction
Cutouts in cylindrical shell-type components are unavoidable in the construction of aerospace structures. This fact is significant because the structural failure of these components usually begins near the cutout because of high stress concentrations that initiate the formation of cracks. Hence, a cutout can trigger a local failure at a load level lower than the global failure load of a corresponding shell without a cutout. As a result, preliminary-design sizing of a cylindrical shell with a cutout is often based on the magnitude of the stress concentrations near the cutout. Therefore, an accurate assessment of the stress concentrations in a given shell subjected to various types of loading and support conditions is essential to the development of safe and reliable designs. Moreover, validated special-purpose analysis tools that enable rapid parametric studies would be very valuable to structural designers and for the development of new design criteria and design concepts.

Several analytical, numerical and experimental studies have been conducted during the past sixty years to determine stress distributions in cylindrical shells with a cutout and subjected to various types of loadings; such as, axial tension and compression, torsion, and internal and external pressure. Pioneering analytical work was conducted by Lurie1-12 to investigate the effect of axial tension and internal pressure, and shell curvature, on the stress concentrations around a circular cutout in the 1940s. Many years later, analytical studies were presented by Lekkerkerker,3 Van Dyke,4 Ashmarin,5 Murthy et al.,6 Guz et al.,7 and Van Tooren et al.8 that further investigated the effects of various factors on the stress concentrations around a cutout in a cylindrical shell. Similarly, experimental investigations have been conducted by Tennyson,9 Starnes,10 Pierce and Chou,11 Bull,12 and Zirka and Chernopiskii,13 and numerical studies have been conducted by Liang et al.,14 and Shnerenko and Godzula.15 In 1964 and 1972, respectively, Hicks16 and Ebner and Jung17 summarized the results obtained from several of these previous studies and provided extensive lists of references related to this problem. Most of these previous studies are for isotropic cylindrical shells with a circular cutout. Only a few of these studies, such as those presented by Pierce and Chou11 and by Murthy et al.,6 address the effects of cutout shape (elliptical cutouts) on the stress concentrations.

Mitigation of high stress concentrations by tailoring shell-wall thickness, material orthotropy and anisotropy, and cutout reinforcement are also important considerations in the design of aerospace structures made of lightweight composite materials. Likewise, the potential for using shells of non-circular cross section are relevant to fuselage-like structures. However, only a few studies have considered these effects. For...
example, the influence of wall-thickness variation on the stresses in axially loaded composite cylindrical shells, without a cutout, has been investigated by Li et al.\textsuperscript{18} Although numerous analyses exist in the literature on the analysis of shells with circular cross sections, only a few include non-circular cross sections. Sheinman and Firer\textsuperscript{19} provided an analytical investigation of stresses in laminated cylindrical shells with arbitrary non-circular cross sections. More recently, Hyer and Wolfor\textsuperscript{20,21} studied the effect of non-circular cross sections on damage initiation and progressive failure in composite cylinders by employing the finite element method.

The objective of the present study is to present a special-purpose analysis for a laminated-composite cylindrical shell with an elliptical cutout that can be used to rapidly, and parametrically, investigate the effects of shell curvature; cutout size, shape, and orientation; and ply lay-up on stress-resultant concentrations near the cutout. The analysis is applicable to thin-walled cylindrical shells with non-uniform wall thickness, a non-circular (e.g., oval) cross section, and subjected to tension, torsion, and bending loads as illustrated in Fig. 1.

![Fig. 1 Geometry, coordinates systems, and applied edge tractions for an oval cylindrical shell with an elliptical cutout and non-uniform wall thickness.](image)

To accomplish this objective, an overview of the analysis is presented first. Next, the boundary value problem is defined along with the kinematics and stress-strain relations used in the analysis. Then, the derivation of the equations governing the response and numerical procedure are described. Finally, selected numerical results for oval and circular cylindrical shells with either circular or elliptical cutouts and subjected to either tension, torsion, or pure-bending loads are presented.

### Analysis Overview

The analytical approach used herein permits the determination of the pointwise variation of displacement and stress components. It is based on the principle of stationary potential energy, but utilizes local and global functions that are not required to satisfy the kinematic boundary conditions directly. Thus, the choice of local and global functions is not limited by a particular type of kinematic boundary condition. The kinematic boundary conditions are imposed by employing the Lagrange multiplier method. Both local and global functions are used, in contrast to the traditional approach, to enhance the robustness of the analysis method. In particular, the local functions are used to capture rapidly varying stress and strain gradients and local deformations near a cutout. Toward that goal, Laurent series are used for the local functions and are expressed in terms of the mapping functions introduced by Lekhnitski.\textsuperscript{22} Fourier series are used for the global functions and are used to capture the overall deformation and stress fields. The kinematic admissibility requirements on the local and global functions are relaxed by defining that the edges of the shell are supported by extensional and rotational springs. Zero-valued displacement and rotation kinematic boundary conditions are enforced in an indirect manner by specifying values for the spring stiffnesses that are large compared to the corresponding shell stiffnesses. This approach effectively yields a prescribed kinematic boundary condition in the limit as the relative stiffness of the spring becomes much greater than the corresponding shell stiffness. Similarly, values for the spring stiffnesses can be selected that correspond to a given uniform elastic restraint along an edge, similar to that provided by an end-ring. This capability is important, and useful, because in some test fixtures or actual structures the edge supports may not be stiff enough to simulate a fully clamped boundary condition or flexible enough to simulate a simply supported boundary condition.

As suggested by Li et al.\textsuperscript{18} and Sheinman and Firer,\textsuperscript{19} nonuniform wall-thickness variations of a shell, which lead to non-uniform laminate stiffnesses, are represented by using trigonometric series. Specifically, nonuniform shell-wall thickness is represented in the present study by perturbing the ply thicknesses with a function that is periodic in either the longitudinal or the circumferential direction. The variation in wall thickness is accounted for by adjusting the lamina properties, resulting in nonhomogeneous in-plane and bending stiffness matrices. The nonuniform shell curvature associated with a noncircular cross section is
represented by using trigonometric series for the coordinates of an oval-cross-section shell reference surface. The aspect ratio, or out-of-roundness, of the cross-section is represented in the analysis by using an eccentricity parameter.

In the derivation of the equations governing the response, the total potential energy consists of the elastic strain energy of the shell, the elastic edge restraints and the potential energy of the applied loads. The conditions that may arise from the choice of displacement approximations without any kinematic restrictions are treated as constraint equations, and the potential energy arising from constraint reactions is invoked into the total potential energy through the use of Lagrange multipliers. The equations governing the shell response are obtained by enforcing the requirement that the first variation of the total potential energy vanish. The evaluation of the area integrals appearing in the potential energy are achieved numerically by using a basic quadrature method in conjunction with standard triangulation of the entire domain described by Shewchuk. Solution to the equations governing the response are obtained by using a standard Gaussian elimination procedure, which yields the generalized displacement coefficients and, thus, the stress and strain fields. The accuracy of the analysis depends on the number of terms used for the functional representation of the displacement fields. As the number of terms increases, the results converge to the exact solution.

**Representation of Shell Geometry**

The geometry of a thin-walled, noncircular, cylindrical shell of length \( L \) and with an elliptical cutout located at the shell mid-length is shown in Fig. 1. The origin of the global Cartesian coordinate system, \((x, y, z)\) is located at an end point of the longitudinal axis of the shell. As shown in Fig. 1, the \( x \)-axis coincides with the longitudinal axis of the shell. The \( y \) and \( z \) coordinates span the cross-sectional plane. A curvilinear coordinate system is also attached to the mid-surface of the cylindrical shell. The coordinates of points in the longitudinal, circumferential (tangential), and normal-to-the-surface (transverse) directions of the shell are denoted by \((s_1, s_2, s_3)\), and the corresponding unit base vectors are \(\{e_1, e_2, e_3\}\).

Following Romano and Kempner, the non-circular cross-section of the cylindrical shell is defined as an oval with the coordinates, \( y \) and \( z \), expressed as

\[
y = R_0 \sum_{m=1,3,5,...} a_m(\xi) \sin \frac{m s_2}{R_0} \tag{1a}
\]

and

\[
z = R_0 \sum_{m=1,3,5,...} b_m(\xi) \cos \frac{m s_2}{R_0} \tag{1b}
\]

where \( \xi \) represents the eccentricity of the oval cross section and \( R_0 \) is the equivalent radius of a circular cylindrical shell that has the same circumference as that of the oval cylindrical shell. The circumferential coordinate, \( s_2 \), varies between 0 and \( 2\pi R_0 \). The derivation of Eqs. (1) along with the explicit forms of the coefficients \( a_m(\xi) \) and \( b_m(\xi) \) are given by Madenci and Barut.

As derived by Romano and Kempner, the coordinates \( y \) and \( z \) in Eqs. (1a) and (1b) can be related to the radius of curvature of an oval-cross-section cylindrical shell, \( R(s_2, \xi) \), by

\[
R(s_2, \xi) = \frac{R_0}{1 + \xi \cos \left(2\xi / R_0 \right)} \tag{2}
\]

Therefore, \( \xi = 0 \) implies no eccentricity and corresponds to a circular cross section with radius \( R_0 \). For positive values of the eccentricity parameter, \( \xi \), the \( z \)-coordinate becomes the major axis and the \( y \)-coordinate becomes the minor axis. For negative values of \( \xi \), the major and minor axes switch to the \( y \) and \( z \) axes, respectively. The range of values of the eccentricity parameter, \( \xi \), is bounded by \(-1 < \xi < 1\).

As shown in Fig. 1, the cylindrical shell contains a cutout. The shape of this cutout is defined such that if the shell is cut along a generator and flattened into a plane, the cutout becomes an ellipse with major and minor axes denoted by \( a \) and \( b \), respectively. For simplicity and convenience, the cutout is referred to herein as an "elliptical" cutout. Because the domain of the analysis shown in Fig. 2 corresponds to a similar flat region, a subsequent mapping of the ellipse to a unit circle is possible, which enables the use of Laurent series expansions for the local functions. Note that the special case of a "circular" cutout is given by \( a = b \).

![Fig. 2](image-url) Computational domain of a cylindrical shell with an elliptical cutout.
In the flat analysis domain, the minor and major axes of the ellipse are aligned with a local coordinate system, \((x_1, x_2)\), whose origin is located at the center of the cutout and coincides with the origin of the parameter grid, given by constant values of \(s_1\) and \(s_2\), that forms the curvilinear coordinates \((s_1, s_2)\) on the cylindrical shell mid-surface. The orientation of the elliptical cutout is arbitrary with respect to the longitudinal shell axis. Hence, the orientation of the local \(x_1\)-axis (major axis) of the cutout and the longitudinal \(s_1\)-axis of the cylindrical shell is denoted by the angle, \(\psi\). The elliptical coordinates, \(\alpha\) and \(\beta\), representing a family of confocal ellipses and hyperbolas, respectively, are utilized in order to obtain the stress-resultant distribution in the direction tangent to the cutout boundary. The coordinate \(\alpha\) is equal to \(\alpha_0 = \tanh^{-1}(b/a)\) on the particular ellipse that corresponds to the elliptical cutout. The other coordinate, \(\beta\), varying from 0 to \(2\pi\), is known as the eccentric angle and is related to the \((x_1, x_2)\) coordinate system by \(x_1 = a \cos \beta\) and \(x_2 = b \sin \beta\). The eccentric angle \(\beta\) is similar to the angle used for polar coordinates.

The symmetrically laminated cylindrical shells considered herein are made of \(K\) specially orthotropic layers, and each layer has an orientation angle, \(\theta_k\), that is defined with respect to the \(s_1\)-axis. Each layer also has elastic moduli \(E_L\) and \(E_T\), shear modulus, \(G_{LT}\), and Poisson’s ratio \(v_{LT}\), where the subscripts \(L\) and \(T\) represent the longitudinal (fiber) and transverse principal material directions, respectively. As for the shell thickness variation, the non-uniform wall thickness of the shell is denoted by \(h(s_1, s_2)\), and its variation is included by assuming that the thickness of each ply, \(t_s\), varies as a function of the curvilinear coordinates in the form

\[
t_s(s_1, s_2) = t_{s0}} \left(1 - \varepsilon_1 \cos \left(\frac{2\pi m_1 s_1}{L}\right) - \varepsilon_2 \cos \left(\frac{m_2 s_2}{R_0}\right)\right)
\]

where \(t_{s0}\) denotes the nominal thickness of the \(k\)th layer in the laminate, and the parameters \((m_1, m_2)\) and \((\varepsilon_1, \varepsilon_2)\) respectively, denote the wave numbers and the amplitudes of the periodic thickness variation in the longitudinal and circumferential directions. While the wall thickness of the shell is allowed to vary across the shell surface, the aspect ratio of the plies through the thickness is maintained, thus making the thickness variation of each ply to remain conformable to each other throughout the shell surface. A periodic thickness variation in the longitudinal direction is obtained by setting \(\varepsilon_1 \neq 0\) and \(\varepsilon_2 = 0\), and in the circumferential direction by \(\varepsilon_1 = 0\) and \(\varepsilon_2 \neq 0\). A shell with uniform thickness, \(t_s = t_{s0}\), is obtained by setting \(\varepsilon_1 = 0\) and \(\varepsilon_2 = 0\).

**Boundary Conditions and External Loads**

To facilitate a general imposition of prescribed boundary tractions, displacements, or rotations; the external as well as the internal edge boundary \(\Gamma\) of the shell is decomposed into

\[
\Gamma = \Gamma_{(1)} + \Gamma_{(2)} + \Gamma_{(3)}
\]

As shown in Fig. 1, \(\Gamma_{(3)}\) and \(\Gamma_{(2)}\) denote the external edge boundary of the cylindrical shell and \(\Gamma_{(1)}\) represents the traction-free internal edge boundary around the cutout. The unit vector normal to an edge is represented by \(\mathbf{n}\). Throughout this paper, a variable with the superscript “**” is treated as a known quantity, arising from the externally applied loads or from prescribed displacements and rotations. Also, the subscripts \(n\), \(s\), and \(t\) denote the directions normal, tangent, and transverse (through-the-thickness) to the boundary, respectively. The details of how prescribed edge loads and displacements are imposed in the analysis are presented subsequently.

**Prescribed edge loads**

External loads are applied to a shell by specifying values for the positive-valued stress resultants shown in Fig. 1. More precisely, the membrane loads applied to the \(\ell^\text{th}\) boundary segment, \(\Gamma_{(\ell)}\), are given by

\[
N_{11} = t_n^*; \quad N_{12} = t_s^*;
\]

where \(N_{11}\) and \(N_{12}\) are the axial and shear stress resultants, respectively, defined in the cylindrical coordinate system. Likewise, shell-wall bending loads that are applied to the \(\ell^\text{th}\) boundary segment are given by

\[
M_{11} = -m_n^*; \quad M_{11,2} + 2M_{12,2} = i_n^* - 2m_{s2}^*
\]

where \(M_{11}\) and \(M_{12}\) are the pure-bending and twisting stress resultants, respectively, defined in the cylindrical coordinate system. Moreover, the left-hand side of Eq. (6b) is the Kirchhoff shear stress resultant of classical shell theory.

As a matter of convenience, the analysis is formulated to also permit the specification of concentrated forces and moments that are transmitted to the ends of the shell as if through a rigid end-ring, as shown in Fig. 3. Presently, the concentrated force \(P_n^*\) and the concentrated axial torque \(P_t^*\) are included in the
analysis. The force $P_n^*$ is simulated in the analysis by specifying a uniform distribution of the axial displacement, with the unknown magnitude $\Delta_n$, such that

$$\int_{\Gamma_n} N_{11} \, d\Gamma = P_n^*$$  \quad (7a)$$

Likewise, the torque $P_s^*$ is simulated by specifying a uniform distribution of the tangential displacement, with the unknown magnitude $\Delta_s$, such that

$$\int_{\Gamma_s} N_{12} \, d\Gamma = P_s^*$$  \quad (7b)$$

The analytical process that is used to ensure that the magnitudes of $\Delta_n$ and $\Delta_s$ correspond to the specified values of $P_n^*$ and $P_s^*$, respectively, is described in the following section and in Appendix A.

**Prescribed edge displacements and rotations**

Edge displacements and rotations are applied to a shell by specifying values for the displacements and rotations shown in Fig. 4 that correspond to the positive-valued stress resultants shown in Fig. 1. In particular, the axial and tangential displacements, $u_n^*$ and $u_s^*$, respectively, that are applied to the $\ell^{th}$ boundary segment, $\Gamma_{(\ell)}$, are given by

$$u_n(\mathbf{n} \cdot \mathbf{e}_1) = u_n^*$$  \quad (8a)$$
$$u_s [ (\mathbf{e}_1 \times \mathbf{n}) \cdot \mathbf{e}_2 ] = u_s^*$$  \quad (8b)$$

Similarly, the transverse displacement $u_3^*$ and the rotation about an axis tangent to an edge $\vartheta_n^*$ that are applied to the $\ell^{th}$ boundary segment are defined by

$$u_3 = u_3^*$$  \quad (9a)$$
$$u_{3,1}(\mathbf{n} \cdot \mathbf{e}_1) = \vartheta_n^*$$  \quad (9b)$$

As mentioned previously, these prescribed displacements are enforced through the use of elastic edge restraints (springs) to relax kinematic admissibility requirements on the functions that are used to represent the displacement fields. The uniformly distributed extensional and rotational springs that are attached to the shell edges in the normal, tangential, and transverse directions and used to enforce the kinematic boundary conditions are depicted in Fig. 4.
to that provided by a rigid end-ring. This capability is important, and useful, because in some test fixtures or actual structures the edge supports may not be stiff enough to simulate a fully clamped boundary condition or flexible enough to simulate a simply supported boundary condition.

As depicted in Fig. 4, the membrane displacements, $u_\alpha$ and $u_\beta$, and the transverse displacement, $u_\gamma$, along the $\ell^{th}$ boundary segment are restrained by extensional springs with stiffness values of $S_\alpha$, $S_\beta$, and $S_\gamma$ in the directions normal, tangent, and transverse to the boundary, respectively. In addition to the extensional springs, the edge rotations, $\beta_\alpha$ and $\beta_\beta$, along the $\ell^{th}$ boundary segment are restrained by rotational springs with stiffness values of $J_\alpha$ and $J_\beta$ that correspond to rotation about axes tangent and normal to the edge, respectively.

Extensional springs in the directions normal and tangent to the shell edge, with stiffness values of $s_\alpha$ and $s_\beta$, are also used to simulate load introduction through a rigid end-ring, as shown in Fig. 3. Specifying values for the spring stiffnesses $s_\alpha$ and $s_\beta$ that are relatively large compared to the corresponding shell stiffnesses causes the shell edge to behave as if a rigid end-ring is attached that produces the uniformly distributed displacements with the corresponding magnitudes $\Delta_\alpha$ and $\Delta_\beta$. The values for $\Delta_\alpha$ and $\Delta_\beta$ that correspond to the specified concentrated loads are determined by using a penalty parameter approach. This approach enforces the difference between the edge displacements of the shell and the unknown uniform rigid end-ring displacements, $(u_\alpha-\Delta_\alpha)$ and $(u_\beta-\Delta_\beta)$ to vanish, while retaining the corresponding potential energy of the applied concentrated loads $P^\alpha$ and $P^\beta$.

**Kinematics and Stress-Strain Relations**

The kinematic equations used in the present study are based, to a large extent, on the assumptions of Love-Kirchhoff classical thin-shell theory. Specifically, the axial, circumferential (tangential), and normal (normal to the mid-surface) displacements of a generic point of the shell are denoted by $U_1(s_1,s_2,s_3)$, $U_2(s_1,s_2,s_3)$ and $U_3(s_1,s_2,s_3)$, respectively. The corresponding displacements of a generic point of the shell mid-surface that share the same unit vector normal to the mid-surface are denoted by $u_1(s_1,s_2)$, $u_2(s_1,s_2)$ and $u_3(s_1,s_2)$, respectively. In classical shell theory, these displacements are related by

$$U_1(s_1,s_2,s_3) = u_1(s_1,s_2) - s_3 \beta_1(s_1,s_2)$$  \hspace{1em} (10a)

$$U_2(s_1,s_2,s_3) = u_2(s_1,s_2) - s_3 \beta_2(s_1,s_2)$$  \hspace{1em} (10b)

where $\beta_1(s_1,s_2)$ and $\beta_2(s_1,s_2)$ are the mid-surface rotations about the $s_2$ and $s_1$ axes, respectively, that are given by

$$\beta_1(s_1,s_2) = u_{3,1}(s_1,s_2)$$  \hspace{1em} (11a)

$$\beta_2(s_1,s_2) = u_{3,2}(s_1,s_2) - \frac{1}{R(s_2)} u_3(s_1,s_2)$$  \hspace{1em} (11b)

in which a subscript after a comma denotes partial differentiation. The corresponding linear membrane-strain-displacement relations are given by

$$e_{11} = \frac{u_{1,1}}{R}$$

$$e_{22} = \frac{u_{2,2} + u_3}{R}$$

$$f_{12} = \frac{u_{1,2} + u_{2,1}}{R}$$  \hspace{1em} (12a)

and the bending-strain-displacement relations are given by

$$\kappa_{11} = \frac{-u_{3,1,1}}{R}$$

$$\kappa_{22} = -\frac{u_{3,2,2}}{R}$$

$$\kappa_{12} = -2 \left( \frac{u_{3,1,2}}{R} \right)$$  \hspace{1em} (12b)

It is important to point out that the expression given for the change in surface twist due to deformation, $\kappa_{12}$, is that originally published by Love\textsuperscript{26, 27} in 1888 for general shells, in terms of lines of principal-curvature coordinates, and derived in the book by Timoshenko and Woinowsky-Krieger\textsuperscript{28} for circular cylindrical shells. As indicated by Bushnell,\textsuperscript{29} the expression for $\kappa_{12}$ vanishes for rigid-body motions in contrast to the corresponding expression presented in Reissner's version of Love's first-approximation shell theory (see Reissner,\textsuperscript{30} Kraus,\textsuperscript{31} and Naghdi\textsuperscript{32}). Equations (12a) and (12b), and the more general forms presented by Bushnell,\textsuperscript{29} are sometimes referred to as the Love-Timoshenko strain-displacement equations. Justification for this terminology is given by Chaudhuri.\textsuperscript{33}

The stress-strain relations used in the present study are those of the classical theory of laminated plates and shells,\textsuperscript{34} which are based on a linear through-the-thickness distribution of the strain fields. For a thin, symmetrically laminated cylindrical shell, with variable wall thickness, the relationship between the membrane and bending stress resultants and the membrane and bending strains is expressed conveniently in matrix notation by
\[ N = A(s_1, s_2) \varepsilon \]  
\[ M = D(s_1, s_2) \kappa \]

The membrane and bending stress resultants in Eqs. (13a) and (13b) are defined as

\[ N^T = \begin{bmatrix} N_{11}, N_{22}, N_{12} \end{bmatrix} \]

and

\[ M^T = \begin{bmatrix} M_{11}, M_{22}, M_{12} \end{bmatrix} \]

It is important to reiterate that when shell-wall thickness variations are present, the membrane and bending stiffness matrices, \( A(s_1, s_2) \) and \( D(s_1, s_2) \), are dependent on the curvilinear surface coordinates \( s_1 \) and \( s_2 \).

It is convenient, in the present study, to combine the relations given in Eqs. (13a) and (13b) into the matrix form

\[ s = C e \]

in which \( s \), \( e \) and \( C \) are defined as follows:

\[ s^T = \begin{bmatrix} N^T, M^T \end{bmatrix} \]

\[ e^T = \begin{bmatrix} \varepsilon^T, \kappa^T \end{bmatrix} \]

\[ C = C(s_1, s_2) = \begin{bmatrix} A(s_1, s_2) & 0 \\ 0 & D(s_1, s_2) \end{bmatrix} \]

Equations Governing the Response

A general analytical approach for the exact solution of the equilibrium equations for a laminated-composite cylindrical shell with variable curvature is not mathematically tractable. Therefore, a semi-analytic variational approach that is based on the principle of stationary potential energy is used in the present study to obtain numerical results. Because elastic edge restraints are used as a means to relax the kinematic admissibility conditions on the assumed displacement functions, and because a rigid-end-ring capability is used to impose shell-end force resultants, the potential energy consists of the elastic strain energy of the shell and the elastic edge restraints and the potential energy of the applied loads. In particular, the potential energy is expressed symbolically by

\[ \pi(q, \Delta) = U(q) + \Omega(q, \Delta) + V(q, \Delta) \]  

in which \( U \) and \( \Omega \) represent the strain energy of the laminate and the elastic edge supports (springs), and \( V \) represents the potential energy due to external boundary loads. Their explicit forms are presented in Appendix A. The symbol \( q \) is the vector of unknown, generalized displacement coefficients that arises from the mathematical representation of the mid-surface displacement fields that is used in the variational solution process. In particular, the mid-surface displacement fields are given symbolically by \( u_i(q) \), \( u_j(q) \), and \( u_k(q) \). The symbol \( \Delta \) represents the vector of unknown edge displacements that arise from prescribing end loads.

Subjected to the constraint equations that arise from the use of Lagrange multipliers, the equations governing the shell response are obtained by enforcing the requirement that the first variation of the total potential energy vanish. As discussed by McFarland et al., \( \Delta \) because the constraint equations are not functionally dependent on spatial coordinates, \( s_1 \) and \( s_2 \), the equations governing the response may be generated by modifying the total potential energy into the form

\[ \pi'(q, \Delta, \lambda) = \pi(q, \Delta) + W(q, \lambda) \]

in which \( W \) is viewed as the potential energy arising from constraint reactions. In particular,

\[ W(q, \lambda) = \lambda^T G q = 0 \]

where \( \lambda \) is the unknown vector of Lagrange multipliers and \( G \) is the known constraint coefficient matrix.

Substituting the specific expressions for \( U(q) \), \( \Omega(q, \Delta) \), \( V(q, \Delta) \), and \( W(q, \lambda) \) that arise from approximation of the surface-displacement field and enforcing the first variation of the modified form of the total potential energy to vanish lead to

\[ \delta \pi' = \delta q^T \left[ k_{qq} q + S_{qq} q - s_{q\lambda} \Delta - f' - T' + G^T \lambda \right] + \delta \lambda^T \left[ s_{\lambda\lambda} \Delta - s_{qq}^T q - P' \right] + \delta \lambda^T G q = 0 \]

in which the matrix, \( k_{qq} \), represents the stiffness matrix of the shell and requires evaluation of the corresponding integrand over a doubly connected region (see Appendix A for details). The spring-stiffness matrices, \( S_{qq} \), and \( s_{\lambda\lambda} \), are associated with the deformation of the shell edges and displacement of the rigid end-ring, respectively. The spring-stiffness matrix, \( s_{q\lambda} \), captures the coupling between the displacement of the shell edges and the rigid end-ring. The vectors \( f' \), \( T' \), and \( P' \) arise from the prescribed boundary displacements, external tractions and moments, and the concentrated forces applied to a rigid end-ring, respectively. For the arbitrary variations (\( \delta q \), \( \delta \Delta \), and \( \delta \lambda \)), the stationary condition requires that the following equations must be satisfied:

\[ \left[ k_{qq} + S_{qq} \right] q - s_{q\lambda} \Delta - f' - T' + G^T \lambda = 0 \]

\[ s_{\lambda\lambda} \Delta - s_{qq}^T q - P' = 0 \]

\[ G q = 0 \]
It is convenient, to express Eqs. (21a) - (21c) into the single matrix equation

\[ \mathbf{K} \mathbf{Q} = \mathbf{F} \]  

(22)

where \( \mathbf{K} \) and \( \mathbf{F} \) represent the overall, system stiffness matrix and the overall load vector, respectively. These matrices have the general, expanded form

\[
\begin{bmatrix}
\mathbf{K}_{yy} & -\mathbf{s}_{\alpha \lambda} & -\mathbf{G}^T \\
-\mathbf{s}_{\alpha \lambda}^T & \mathbf{s}_{\alpha \alpha} & \mathbf{0}^T \\
\mathbf{G} & \mathbf{0} & \mathbf{0}
\end{bmatrix}
\quad \text{and} \quad
\mathbf{F} = \begin{bmatrix} \mathbf{F}^T \\ \mathbf{P}^T \\ \mathbf{0} \end{bmatrix}
\]  

(23a,b)

in which

\[ \mathbf{K}_{yy} = \mathbf{k}_{yy} + \mathbf{S}_{yy} \quad \text{and} \quad \mathbf{F}^* = \mathbf{f}^* + \mathbf{T}^* \]  

(23c,d)

The vector of unknowns, \( \mathbf{Q} \), that appears in Eq. (22) is defined as

\[
\mathbf{Q} = \begin{bmatrix} \mathbf{q} \\ \Delta \lambda \end{bmatrix}
\]  

(24)

Solving for the vector of unknowns in Eq. (22) yields all the information needed to obtain a complete variational solution to a specific problem. The accuracy of a solution depends on the number of terms included in the expressions for the local and global functions representing the displacement fields and converges to the corresponding exact solution as the number of terms increases.

**Displacement-field representation**

Representation of the mid-surface displacement field is a critical step in the variational solution to the problem. By relaxing the requirements for kinematic admissibility, the mid-surface displacement fields are represented in the present study by a combination of rigid-body modes, \( u_{Bi} \), and global and local functions, denoted by \( \overline{u} \) and \( \overline{u}_{Bi} \), respectively; that is,

\[
u_i = u_{Bi} + \overline{u} + \overline{u}_{Bi}
\]  

(25)

where the values of the index are given by \( i = 1, 2, \) and 3. The rigid-body modes account for the overall or global translation and rotation of the shell, and are selected so that they produce neither membrane strain nor changes in shell curvature and twist. These terms are included for the completeness of the kinematics of the cylindrical shell. The presence of the appropriate displacement boundary conditions inherently eliminates the rigid-body motion. However, for cases where an insufficient number of kinematic boundary conditions are imposed, these rigid-body terms need to be eliminated, as discussed in detail in Appendix C. Following the complex-variable solution techniques used in the theory of elasticity, the local functions are expressed in terms of robust, uniformly convergent Laurent series (used for doubly connected regions) to enhance capturing steep stress gradients and deformations near the cutout. Complete sets of trigonometric expansions are used to primarily capture the overall global response of the shell. Here, completeness means that all the fundamental waveforms needed to construct the typical overall deformations of a shell are included in the set.

For convenience, the displacement representations are rewritten in matrix form as

\[
u_i = \nu_i^T \begin{bmatrix} a_{Bi} \\ \overline{c} \\ \overline{c}_{Bi} \end{bmatrix} \quad \text{with} \quad i = 1, 2, 3
\]  

(26a)

\[
u_3 = \nu_3^T \begin{bmatrix} a_{Bi} \\ \overline{c} \\ \overline{c}_{Bi} \end{bmatrix} + \overline{c}_{Bi} \quad \text{and} \quad \beta
\]  

(26b)

An even more useful, compact form is given by

\[ u_i = \nu_i^T \mathbf{q} \quad \text{with} \quad i = 1, 2, 3 \]  

(27)

where the vector of unknown displacement coefficients, \( \mathbf{q} \), is defined by

\[ \mathbf{q}^T = \begin{bmatrix} a_{Bi}^T, \overline{c}^T, \overline{c}_{Bi}^T, a_{Bi}^T, \overline{c}^T, \overline{c}_{Bi}^T, \beta^T \end{bmatrix} \]  

(28)

In Eq. (28), the vector \( \mathbf{a}_{Bi} \) contains the unknown coefficients for the rigid-body motion of the shell, and the vectors \( \mathbf{a} \) and \( \mathbf{b} \) contain the real and imaginary parts of the unknown coefficients \( a_{nu} \) and \( b_{nu} \), respectively, that are associated with the local functions. The vectors \( \overline{c}_{Bi} \), where \( i = 1, 2, 3 \), contain the real-valued unknown coefficients, \( c_{i(nu)} \) that are associated with the global functions. The explicit forms used herein for the unknown coefficient vectors \( \mathbf{a}_{Bi} \), \( \overline{c}_{Bi} \), \( \mathbf{a} \), and \( \mathbf{b} \) that appear in Eqs. (26a) and (26b) along with the vector functions \( \mathbf{V}_i \) (and the corresponding subvectors \( \mathbf{V}_{Bi} \), \( \overline{V}_i \), and \( \overline{V}_{Bi} \)) are given in Appendix B.

In addition to the general representation of the shell surface-displacement fields, similar matrix expressions are needed for the displacements and rotations of points on the shell boundary. In the present study, the boundary displacement vector \( \mathbf{u}_r \) is introduced that consists of the mid-surface boundary displacements in the directions normal, tangent, and transverse to a shell edge, and the mid-surface rotations about axes that are normal and tangent to a shell edge. The boundary displacements in the directions normal, tangent, and transverse to a shell edge are denoted herein by \( u_n \), \( u_t \), and \( u_r \), respectively. Similarly, the mid-surface rotations about axes that are tangent and normal to a shell edge are denoted by \( \beta_t \) and \( \beta_n \), respectively. In terms of the vector of unknowns defined by Eq. (28), the boundary displacements and rotations are expressed in matrix form by

\[ \mathbf{u}_r = \mathbf{B} \mathbf{q} \]  

(29)
in which the boundary displacement vector, \( \mathbf{u}_i \), is defined by
\[
\mathbf{u}_i = \{ u_{i,1}, u_{i,2}, u_{i,3}, \theta_{i} \}
\] (30)
The matrix \( \mathbf{B} \) is a known matrix of coefficients that is defined as
\[
\mathbf{B} = \begin{bmatrix}
\mathbf{u}_n^T \\
\mathbf{u}_s^T \\
\mathbf{u}_t^T \\
\theta_n^T
\end{bmatrix}
\] (31)
in which the sub-vectors, \( \mathbf{u}_n^T \), \( \mathbf{u}_s^T \), \( \mathbf{u}_t^T \) and \( \theta_n^T \) are known and defined by
\[
\mathbf{u}_n^T = (\mathbf{n} \cdot \mathbf{e}_i) \mathbf{V}_i 
\] (32a)
\[
\mathbf{u}_s^T = [(\mathbf{e}_i \times \mathbf{n}) \cdot \mathbf{e}_2] \mathbf{V}_2 
\] (32b)
\[
\mathbf{u}_t^T = \mathbf{V}_3^T 
\] (32c)
and
\[
\theta_n^T = (\mathbf{n} \cdot \mathbf{e}_i) \mathbf{V}_{n,i} 
\] (32d)

Strain- and stress-resultant-field representation

After defining the shell mid-surface displacement field in terms of the generalized coordinate \( \mathbf{q} \), the corresponding representation of the strains is obtained by substituting Eq. (27) into the strain-displacement relations given in vector form by Eqs. (12a) and (12b). This substitution yields
\[
\mathbf{e} = \mathbf{L}_e \mathbf{q} 
\] (33a) and
\[
\mathbf{\kappa} = \mathbf{L}_e \mathbf{q} 
\] (33b)
where the strain-coefficient matrices \( \mathbf{L}_e \) and \( \mathbf{L}_e \) are defined as
\[
\mathbf{L}_e = \begin{bmatrix}
\mathbf{V}_{e,11}^T \\
\mathbf{V}_{e,22}^T + \frac{1}{R} \mathbf{V}_{e,3}^T \\
\mathbf{V}_{e,12}^T + \mathbf{V}_{e,21}^T
\end{bmatrix}
\] (34a)
\[
\mathbf{L}_e = \begin{bmatrix}
-\mathbf{V}_{e,3,1,1}^T \\
-\mathbf{V}_{e,3,2,2}^T + \frac{1}{R} \mathbf{V}_{e,2,2}^T + \frac{R^2}{R^2} \mathbf{V}_{e,2}^T \\
-2 \mathbf{V}_{e,3,1,2}^T + \frac{2}{R} \mathbf{V}_{e,2,1}^T
\end{bmatrix}
\] (34b)

Next, the representations for \( \mathbf{e} \) and \( \mathbf{\kappa} \) are substituted into Eq. (15b) to obtain
\[
\mathbf{e} = \mathbf{L}_e \mathbf{q} 
\] (35)
where the overall strain-coefficient matrix \( \mathbf{L} \) is defined as
\[
\mathbf{L}^T = \begin{bmatrix}
\mathbf{L}_e^T \\
\mathbf{L}_s^T
\end{bmatrix}
\] (36)

Finally, the corresponding matrix representation of the stress resultants in terms of the generalized coordinates is obtained by substituting Eq. (35) into constitutive Eq. (15). The resulting vector of stress resultants is given by
\[
\mathbf{s} = \mathbf{C} \mathbf{L} \mathbf{q} 
\] (37)

Constraint Equations

In the generalized-coordinate representations for \( u_1 \) and \( u_2 \), the coefficients \( c_{1(00)} \) and \( c_{2(00)} \) associated with the global functions, \( \bar{u}_1 \) and \( \bar{u}_2 \), also correspond to rigid-body translation in the \( s_1 \) direction and rigid-body rotation about the \( s_1 \) axis, respectively. These two redundant rigid-body modes are eliminated by introducing constraint conditions using Lagrange multipliers. In particular, the unknown Lagrange multipliers \( \lambda_{RB,(1)} \) and \( \lambda_{RB,(2)} \) are associated with the redundant rigid-body modes. Also, multi-valuedness of the normal-direction displacement \( u_s(s_1,s_2,s_3) \) that arises from the presence of logarithmic terms in the Laurent-series-expansion for the local function—must be eliminated. The unknown Lagrange multipliers \( \lambda_{SV,(i)} \) and \( \lambda_{SV,(j)} \) are used herein to eliminate this multi-valuedness. Likewise, the rigid-body modes of the cylindrical shell must be eliminated by the Lagrange multipliers \( \lambda_{RB,(j)} (j = 1,..,6) \) if the specified kinematic boundary conditions are not sufficient enough to prevent them. In other words, the non-vanishing rigid-body modes must be eliminated by introducing constraint conditions prior to the stress analysis in order for the overall system stiffness matrix \( \mathbf{K} \), given in Eq. (22), to be nonsingular.

These requirements on the representation of the shell displacement field are enforced by using constraint equations that use Lagrange multipliers. These constraint equations are functionally independent, forming a set of linearly independent equations equal in number to the total number of Lagrange multipliers. The Lagrange multipliers can be viewed as the reactions that are needed to enforce the corresponding constraints. In the present study, all of these constraint conditions are included in the matrix equation given in Eq. (19). The explicit form of the vector of unknown Lagrange multipliers, \( \mathbf{\lambda} \), and the known coefficient matrix, \( \mathbf{G} \), are given in Appendix C.

Overview of Validation Studies

A limited series of validation studies were conducted in the present study to determine the accuracy of results obtained by using analysis methods presented herein. Specifically, the studies included circular and non-
circular cylindrical shells with either a circular or an elliptical cutout under uniform tension. The stress resultants around the circular and elliptical cutout for varying aspect ratios and orientations in a circular cylinder as well as the stress concentrations arising from a circular cutout in a non-circular cylindrical shell were computed. Comparisons of the stress-resultant distributions and magnitudes in the shells were made with the corresponding results obtained by using an in-house finite element program developed earlier by Madenci and Barut. This finite element program has been validated, to a large extent, against previously published experimental and numerical results for stress, buckling, and post-buckling of thin-shell structures (see Madenci and Barut). Therefore, this finite element program is expected to serve as a reliable indicator of the accuracy of the analysis methods and results presented herein. Overall, the comparisons indicate very good agreement (less than 1% difference) between the corresponding results produced by the two analysis methods. For shells with high-aspect-ratio cutouts, differences of approximately 5% were obtained and found to be the result of insufficient mesh refinement in the finite element models.

Selected Numerical Results

Selected numerical results are presented in this section to demonstrate the utility of the analysis method presented herein and the potential for its use in developing design technology. These results elucidate the effects of loading condition, non-circular cross-section geometry, wall-thickness variation, cutout shape, cutout size, and cutout orientation on the intensity of stress-resultant concentrations near a cutout. Specifically, tension, torsion, and pure-bending loads are considered for quasi-isotropic shells with length \( L = 356 \text{ mm} \) and made of graphite-epoxy plies. The nominal ply thickness is \( t_{0} = 0.14 \text{ mm} \), resulting in the total thickness of the shell given by \( h = 2.24 \text{ mm} \), and the ply orientation angles are measured with respect to the longitudinal shell axis. The Young’s moduli of each ply in the longitudinal, fiber direction and in the direction transverse to the fibers are specified as \( E_{l} = 135.0 \text{ GPa} \) and \( E_{t} = 13.0 \text{ GPa} \), respectively. The in-plane shear modulus and Poisson’s ratio of each ply are given by \( G_{lt} = 6.4 \text{ GPa} \) and \( \nu_{lt} = 0.38 \).

The effects of varying the radius of curvature \( R_{c} \) on the stress-resultant concentration along the contour of a circular cutout with radius \( a = 25.5 \text{ mm} \) are shown in Fig. 5 for a circular cylindrical shell subjected to a uniform axial tension load. Four curves that correspond to values of \( R_{c}/L = 0.5, 0.75, 1, \) and 1.25 are presented that show the tangential stress resultant, \( N_{\phi} \), normalized by the far-field applied uniform stress resultant \( N_{0} \), as a function of position around the cutout (indicated by the "cutout angle", \( \phi \)). As shown in Fig. 5, the stress-resultant concentration is a maximum at \( \phi = 90^\circ \) and \( 270^\circ \) (at the net section of the shell) for each case and reduces from a maximum value of approximately 4.0 to a minimum value of 3.4 at the net section as the radius of curvature increases. In addition, the results show that the \( N_{\phi}(a,90^\circ) \) stress-resultant concentration approaches the well-known value of three for an isotropic plate as the shell radius increases. Away from the net section, changes in the radius of curvature have a relatively small effect on the stress-resultant concentration.
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The effect of varying shell radius on the tangential stress resultants around a circular cutout in a quasi-isotropic circular cylindrical shell subjected to a uniform tension load.

The effects of varying the circular-cutout radius on the stress-resultant concentration along the contour of a circular cutout is shown in Fig. 6 for a circular cylindrical shell with radius \( R_{c} = 381 \text{ mm} \) and subjected to a uniform axial tension load. Five curves that correspond to values of the cutout radius \( a = 15, 25.5, 30, 40, \) and 50 mm are presented that also show the tangential stress resultant \( N_{\phi}(a,\phi) \), normalized by the far-field applied uniform stress resultant, \( N_{0} \), as a function of the cutout angle \( \phi \). The results in Fig. 6 show that the stress-resultant concentration is a maximum at the net section of the shell for each case,
as expected, and changes significantly from a minimum value of approximately 3.1 to a maximum value of 5.1 at the net section as the cutout radius increases - an increase of approximately 65%. The results also show that the $N_{\phi\phi}(a, 90^\circ)$ stress-resultant concentration approaches the well-known value of three for an isotropic plate as the cutout radius decreases. Away from the net section, changes in the cutout radius have a much smaller effect on the stress-resultant concentration.

The results also show that the $N_{\phi\phi}(a, 90^\circ)$ stress-resultant concentration approaches the well-known value of three for an isotropic plate as the cutout radius decreases. Away from the net section, changes in the cutout radius have a much smaller effect on the stress-resultant concentration.

The effect of varying the elliptical-cutout aspect ratio, $a/b$, on the tangential stress-resultant distribution around the edge of a cutout in a cylindrical shell with radius $R_0 = 178$ mm, and subjected to uniform tension is presented in Fig. 7. The orientation of the elliptical cutout is specified by $\psi = 0^\circ$. Two curves that correspond to the locations $\phi = 0^\circ$ and $90^\circ$ are presented that show the tangential stress resultant, $N_{\phi\phi}$, normalized by the far-field applied uniform stress resultant, $N_0$, as a function of the cutout aspect ratio. The results in Fig. 8 show that the stress-resultant concentration is the least pronounced for the case of $\psi = 0^\circ$. For this case, the cutout major axis is aligned lengthwise with the shell axis and the net section of the shell is the largest. The location on the cutout edge defined by $\phi = 0^\circ$ corresponds to where the edge of the cutout intersects the major axis. At this location, the edge of the cutout is in tangential compression ($N_{\phi\phi}/N_0 = -1.6$), consistent with a Poisson effect. The location defined by $\phi = 90^\circ$ corresponds to where
the edge of the cutout intersects the minor axis; that is, at the net section of the shell. At this location, the edge of the cutout is in tangential tension ($N_{pp}/N_0 = 1.4$).

Between approximately $\phi = 10^0$ and $170^0$ and between $\phi = 190^0$ and $350^0$, the cutout width (and hence net section width) does not vary greatly. This attribute accounts for the corresponding flat regions in the $\psi = 0^0$ curve shown in Fig. 8.

The effect of varying the cross-section eccentricity (see Eq. (2)) of a tension-loaded oval shell with a circular cutout are shown in Fig. 9. The results in this figure correspond to the equivalent shell radius $R_0 = 381$ mm and a circular-cutout radius given by $a = 25.5$ mm. Moreover, the tangential stress-resultant concentration at the shell net section, $N_{pp}(a,90^0)$, normalized by the applied load $N_0$, is shown as a function of the eccentricity parameter for the range of $-0.15 \leq \xi \leq 0.15$. As indicated in the figure, negative and positive values of $\xi$ correspond to cylindrical shells with the largest cross-sectional width oriented parallel and perpendicular to the tangent plane that passes through the two points of the cutout edge that are on the surface generator that passes through the center of the cutout, respectively. A value of $\xi = 0$ corresponds to a circular cross-section and a value of $\xi = 0.15$ corresponds to cross-sectional aspect ratio of 0.9.
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Fig 8 The effect of varying elliptical-cutout orientation on the tangential stresses around the cutout in a quasi-isotropic cylindrical shell subjected to a uniform tension load.

For the case of $\psi = 90^0$, the cutout major axis is perpendicular to the shell axis and the net section of the shell is the smallest. As before, the locations defined by $\phi = 0^0$ and $180^0$ correspond to where the edge of the cutout intersects the major axis; that is, at the net section of the shell. The results in Fig. 9 show that the edge of this high-aspect-ratio cutout has extremely high stress-resultant concentrations at these locations ($N_{pp}/N_0 = 17$) that have very step gradients. Between approximately $\phi = 5^0$ and $175^0$ and between $\phi = 185^0$ and $355^0$, the analysis predicts relatively benign variations in the stress-resultant concentration. The case of $\psi = 45^0$, exhibits stress-resultant concentrations that are, for the most part, bounded by the corresponding results for $\psi = 0^0$ and $90^0$. The analysis also predicts very high stress-resultant concentrations where the cutout edge intersects the major principal cutout axis ($N_{pp}/N_0 = 8.2$).

The results presented in Fig. 9 show that the stress-resultant concentration is affected benignly by the cross-sectional eccentricity. In particular, the stress-resultant concentration increases almost linearly with increases in the eccentricity parameter from $N_{pp}(a,90^0)/N_0 = 3.5$ to 3.6, which is slightly less than a 3% variation. This trend is understood by noting that the shells that correspond to negative values of $\xi$ are flatter near the cutout than those that correspond to...
positive values of $\xi$ and, as indicated by the results in Fig. 5, are expected to have the lower values for the stress-resultant concentrations.

The effects of longitudinal and circumferential periodic wall-thickness variations on the stress-resultant concentration at the net section of circular cylindrical shell with radius $R_0 = 178$ mm, circular cutout radius $a = 25.5$ mm, and subjected to uniform axial tension load are shown in Fig. 10. Two monotonically increasing curves that correspond to values of $\varepsilon_1$ (with $\varepsilon_2 = 0$) and $\varepsilon_2$ (with $\varepsilon_1 = 0$) are presented that show the tangential stress resultant $N_{\phi\phi}(a, 90^\circ)$, normalized by the far-field applied uniform stress resultant $N_0$, as a function of position around the cutout. In Fig. 10, $N_{\phi\phi}$ is normalized by the far-field applied uniform shear stress resultant, $T_0$. In Fig. 11, $N_{\phi\phi}$ is normalized by the far-field applied uniform bending stress resultant, $M_0$.

The results shown in Fig. 10 indicate that the stress-resultant concentration at the shell net section increases as the magnitude of the thickness variation increases, for variations in either the longitudinal or circumferential direction. The maximum variation in the results is approximately 56%. Furthermore, the change in the stress-resultant concentration is slightly more pronounced for the circumferential thickness variation than for the longitudinal thickness variation. These increases are primarily due to a drastic loss of bending stiffness near the net section of the shell, as indicated by the wave numbers $m_1 = 0$ and $m_2 = 1$, where the thickness of the shell near the center of the cutout is smaller.

The effects of varying the radius of curvature $R_0$ on the stress-resultant concentration along the contour of a circular cutout with radius $a = 25.5$ mm is shown in Figs. 11 and 12 for a circular cylindrical shell subjected to a uniform torsion load and a pure-bending load, respectively. The pure-bending load corresponds to using $t_0 = M_0 \cos(\pi/x_2)$ in Eq. (5a). Four curves that correspond to values of $R_0 / L = 0.5, 0.75, 1,$ and 1.25 are presented that show the normalized values of the tangential stress resultant $N_{\phi\phi}$ as a function of position around the cutout. In Fig. 11, $N_{\phi\phi}$ is normalized by the far-field applied uniform shear stress resultant, $T_0$. In Fig. 12, $N_{\phi\phi}$ is normalized by the far-field applied uniform bending stress resultant, $M_0$.

The results in Fig. 11 indicate that the stress-resultant concentration has identical maximum magnitudes at $\phi = 45^0, 135^0, 225^0,$ and $315^0$ (at the net section of the shell) for each case, which corresponds to maximum diagonal tension and compression stress resultants associated with the shear stress resultants near the cutout. The magnitudes of the stress-resultant
Specifically, the stress-resultant concentration is a maximum at $\phi = 90^\circ$ and $270^\circ$ (at the net section of the shell) for each case and reduces from a maximum value of 4.0 to a minimum value of 3.5 at the net section as the radius of curvature increases (14% variation). In addition, $N_{\phi}/M_o$ approaches the well-known value of three for an isotropic plate as the shell radius increases, and away from the net section, changes in the radius of curvature have a relatively small effect on the stress-resultant concentration. For the case of $R_o/L = 0.5$ shown in Fig. 12, a contour plot of $N_{\phi}/M_o$ near the cutout is shown in Fig. 13. The extent of the stress concentration at the shell net section ($\phi = 90^\circ$ and $270^\circ$) is clearly captured by the analysis method presented herein. The highest stress-resultant concentration is $N_{\phi}(0.90)/M_o = 4$ and it attenuates to the value of 1.01 at a radius of about 80 mm (approximately three times the cutout radius), measured from the center of the cutout.

**Concluding Remarks**

A special-purpose, semi-analytical approach based on complex potential functions has been presented that can be used to investigate the behavior of thin, noncircular cross-section cylindrical shells made of laminated-composite materials and with a cutout, efficiently and parametrically. In particular, the effects of radius of curvature; elliptical cutout size, aspect ratio, and orientation; oval cross-section eccentricity; wall-thickness variations; and loading conditions on the stress-resultant concentration near the cutout have been presented for a quasi-isotropic shell subjected to uniform tension, uniform torsion and pure bending. In addition, studies that were conducted to validate the analysis method have been described.

A key finding of the results obtained with this analysis method is that the maximum tangential stress-resultant concentration near a circular cutout in a tension-loaded, circular, quasi-isotropic shell increases by approximately 18% as the shell radius-to-length ratio decreases from 1.25 to 0.5. Likewise, increases in the maximum tangential stress-resultant concentration as large as 65% have been found to occur with a five-fold increase in cutout radius. Results have also been presented that show extremely high tangential stress-resultant concentrations can occur for high aspect ratio elliptical cutouts whose principal axes are not aligned with the longitudinal axis of a tension-loaded shell.

Additionally, results have been presented that show tension-loaded oval shells with a circular cutout on one of the flatter sides exhibit slightly lower tangential stress-resultant concentrations than the corresponding shell with the cutout on one of the more highly curved sides. Results have also been presented that show that
wall-thickness variations in either the longitudinal or circumferential directions significantly affect the stress concentration, with respect to that for the corresponding shell with a nominal thickness. The analysis also predicts that a quasi-isotropic shell with a circular cutout and subjected to pure bending that yields the maximum tensile stress resultant at the longitudinal axis of the cutout behaves similarly to the corresponding tension-loaded shell. The corresponding shell subjected to torsion was found to exhibit the maximum tangential stress-resultant concentrations at locations consistent with the maximum diagonal tension and compression near the cutout. Overall, the results demonstrate that the analysis approach is a powerful means for developing design criteria for laminated-composite shells.
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Appendix A

Strain Energy of shell

Based on classical laminated shell theory, the strain energy of the shell can be expressed as

\[ U = \frac{1}{2} \int_A \mathbf{q}^T \mathbf{k}_{\mathbf{w}} \mathbf{q} \, dA \]  

in which \( A \) is the planform area of the shell mid-surface. Substituting the expressions for the resultant stress and strains, given in terms of the vector of unknown displacement coefficients, \( \mathbf{q} \), by Eqs. (35) and (37), leads to

\[ U(q) = \frac{1}{2} \int_A \mathbf{q}^T \left( \mathbf{L}^T \mathbf{C} \mathbf{L} \right) \mathbf{q} \, dA \]  

The matrix \( \mathbf{L} \) involves the derivatives of the assumed, functional displacement representations, and \( \mathbf{C} \) is the overall constitutive matrix defined by Eq. (16c). The expression for the strain energy is rewritten into the final form used herein as

\[ U(q) = \frac{1}{2} \mathbf{q}^T \mathbf{k}_{\mathbf{w}} \mathbf{q} \]  

where

\[ \mathbf{k}_{\mathbf{w}} = \int_A \left( \mathbf{L}^T \mathbf{C} \mathbf{L} \right) \, dA \]  

The evaluation of this area integral is performed numerically by employing basic quadrature techniques. In this analysis, the quadrature points are pre-determined by employing standard triangulation of the entire domain as described by Shewchuk.24

Strain energy of elastic restraints

The strain energy of the elastic edge restraints (springs), \( \Omega \), is expressed as
The laminate edge behaves
\[ \Gamma = d = \pi = \alpha + \Gamma, \]
As depicted in Fig. 4, the boundary displacements \( u_a, u_r, \) and \( u_t \) along the \( \ell \) th boundary segment are restrained by extensional springs with the stiffness values \( S_a, S_s, \) and \( S_t, \) respectively. Likewise, the boundary rotations \( \partial_a \) and \( \partial_r \) are restrained by rotational springs with the stiffness values \( J_a \) and \( J_r, \) respectively.

In order to apply concentrated forces along the edge of a shell and introduce edge displacements that are similar to those introduced by a rigid end-ring or by the loading platens of a testing machine, additional springs are used to simulate the load-introduction effects of a rigid end-ring. In particular, rigid-end-ring loads are introduced into the shell by using extensional springs in the directions normal and tangent to the boundary with corresponding stiffness values of \( s_a \) and \( s_r, \) as shown in Fig. 3. By specifying relatively large values for the spring stiffnesses \( s_a \) and \( s_r, \) the laminate edge behaves as if a rigid end-ring is attached that produces the uniform displacements \( \Delta_a \) and \( \Delta_r. \) In contrast, a relatively small spring stiffness between the shell edge and the rigid end-ring eliminates the presence of a rigid end-ring.

The desired form of the elastic-restraint strain energy is obtained in terms of the unknown vector \( q \) by substituting expressions for the boundary displacements and rotations, given collectively by Eq. (29), into Eq. (42). This step yields
\[
\Omega = \frac{1}{2} \sum_{\ell=1}^{2} \sum_{a=a,s,t} \left( \mathbf{T}_s^T \mathbf{s}_a^{(\ell)} \mathbf{q} + \Omega_a^{(\ell)} - 2\mathbf{q}^T \mathbf{f}_a^{(\ell)} \right) \]
\[
+ \frac{1}{2} \sum_{\ell=1}^{2} \sum_{a=a,s} \left( \mathbf{T}_s^T \mathbf{J}_a^{(\ell)} \mathbf{q} + \Omega_a^{(\ell)} - 2\mathbf{q}^T \mathbf{r}_a^{(\ell)} \right) \]
\[
+ \frac{1}{2} \sum_{\ell=1}^{2} \sum_{a=a,s,t} \mathbf{q}^T \mathbf{s}_a^{(\ell)} \mathbf{q} + \int_{\Gamma_0(\ell)} s_a \Delta_a^2 d\Gamma - 2\mathbf{f}_a^{(\ell)} \]
where the matrices \( \mathbf{S}_a^{(\ell)} \) and \( \mathbf{J}_a^{(\ell)} \) represent the stiffness contribution of the extensional and rotational springs attached to the \( \ell \) th segment of the boundary. These matrices are defined as
\[
\mathbf{S}_a^{(\ell)} = \int_{\Gamma_0(\ell)} s_a \mathbf{u}_a^T \mathbf{u}_a d\Gamma \quad (\alpha = n,s,t) \]

The matrix \( \mathbf{S}_a^{(\ell)} \), representing the stiffness of the springs attached to the rigid end-ring, is defined as
\[
\mathbf{s}_a^{(\ell)} = \int_{\Gamma_0(\ell)} s_a \mathbf{u}_a^T \mathbf{u}_a d\Gamma \quad (\alpha = n,s) \]

The load vectors, \( \mathbf{f}_a^{(\ell)} \) and \( \mathbf{r}_a^{(\ell)} \), are associated with the prescribed boundary displacements and rotations and are defined as
\[
\mathbf{f}_a^{(\ell)} = \int_{\Gamma_0(\ell)} s_a \mathbf{u}_a^T \mathbf{u}_a d\Gamma \quad (\alpha = n,s,t) \]

and
\[
\mathbf{r}_a^{(\ell)} = \int_{\Gamma_0(\ell)} J_a \mathbf{\partial}_a^T \mathbf{\partial}_a d\Gamma \quad (\alpha = n,s) \]

The vector, \( \mathbf{s}_a^{(\ell)} \), is associated with the unknown end-displacements that correspond to a given concentrated load and is defined as
\[
\mathbf{s}_a^{(\ell)} = \int_{\Gamma_0(\ell)} s_a \mathbf{u}_a^T \mathbf{u}_a d\Gamma \quad (\alpha = n,s) \]

The strain energies in the springs that arises from the known prescribed displacements \( (u_a^\prime, u_r^\prime, u_t^\prime) \) and rotations \( (\partial_a^\prime, \partial_r^\prime, \partial_t^\prime) \) are defined as
\[
\mathbf{Q}_a^{(\ell)} = \int_{\Gamma_0(\ell)} S_a u_a^2 d\Gamma \quad (\alpha = n,s,t) \]

and
\[
\mathbf{Q}_a^{(\ell)} = \int_{\Gamma_0(\ell)} J_a \mathbf{\partial}_a^2 d\Gamma \quad (\alpha = n,s) \]

For convenience, the expression for the strain energy in the springs is recast in matrix form as
\[
\mathbf{Q}(\mathbf{q},\mathbf{\Delta}) = \frac{1}{2} \mathbf{q}^T \mathbf{S}_{\mathbf{q}} \mathbf{q} + \frac{1}{2} \mathbf{\Delta}^T \mathbf{S}_{\mathbf{\Delta}} \mathbf{\Delta} - \mathbf{q}^T \mathbf{q}_{\mathbf{q}} \mathbf{\Delta} - \mathbf{q}^T \mathbf{f}^* + \mathbf{\Omega}^* \]

in which the matrices, \( \mathbf{S}_{\mathbf{q}}, \mathbf{S}_{\mathbf{\Delta}}, \) and \( \mathbf{s}_{\mathbf{q}} \) represent the stiffness of the springs associated with the deformation of the laminate, the end-displacements and their coupling, respectively. These matrices are defined by
\[
\mathbf{S}_{\mathbf{q}} = \sum_{\ell=1}^{2} \sum_{a=a,s,t} \mathbf{S}_a^{(\ell)} + \sum_{\ell=1}^{2} \sum_{a=a,s} \mathbf{J}_a^{(\ell)} + \sum_{\ell=1}^{2} \sum_{a=a,s,t} \mathbf{s}_a^{(\ell)} \]
\[
\mathbf{S}_{\mathbf{\Delta}} = \text{Diag} \left( \mathbf{s}_a^{(1)}, \mathbf{s}_a^{(2)}, \mathbf{s}_a^{(1)}, \mathbf{s}_a^{(2)} \right) \times 2\pi R_0 \]
\[
\mathbf{s}_{\mathbf{q}} = \left[ \mathbf{s}_a^{(1)}, \mathbf{s}_a^{(2)}, \mathbf{s}_a^{(1)}, \mathbf{s}_a^{(2)} \right] \]

The vector of unknown end-displacements, \( \mathbf{\Delta} \), is defined by
\[
\mathbf{\Delta} = \left( \Delta_a^{(1)}, \Delta_a^{(2)}, \Delta_a^{(1)}, \Delta_a^{(2)} \right) \]

The load vectors arising from all prescribed boundary displacements and rotations, \( \mathbf{f}^* \), is defined as
\[ f' = \frac{1}{2} \sum_{\ell=1}^{\infty} \sum_{n=\text{even},s} f^{(n)}_{\ell} + \frac{1}{2} \sum_{\ell=1}^{\infty} \sum_{n=\text{odd}} r^{(n)}_{\ell} \]  

and the strain energy of all the springs due to prescribed displacements and rotations is

\[ \Omega' = \frac{1}{2} \sum_{\ell=1}^{\infty} \sum_{n=\text{even},s} \Omega^{(n)}_{\ell} + \frac{1}{2} \sum_{\ell=1}^{\infty} \sum_{n=\text{odd}} \Omega^{(n)}_{\ell} \]  

### Potential of external loads

The potential energy of the external tractions \( (t^r, t^s) \) and moments \( (m^r, m^s) \) acting along the \( \ell \)th boundary segment, and the concentrated loads \( (P^r, P^s) \) acting on the rigid end rings, is given in terms of the corresponding boundary displacements and rotations by

\[ V = -\sum_{\ell=1}^{\infty} \sum_{n=\text{even},s} \int t^r_n u_n d\Gamma \] 

\[ -\sum_{\ell=1}^{\infty} \sum_{n=\text{odd}} m^r_n \partial \theta_n d\Gamma - \sum_{\ell=1}^{\infty} \sum_{n=\text{even},s} P^r_n \Delta_n \]  

Substituting the expressions for the boundary displacements and rotations, given in terms of the vector \( q \), and combining terms in Eq. (55) yields

\[ V(q, \Delta) = -q^T f' - \Delta^T P' \]  

where the vector \( \Delta \), containing the uniform end-displacements \( \Delta_n \) and \( \Delta_s \) of the \( \ell \)th boundary segment, is defined by

\[ \Delta^T = \{ \Delta_n^{(1)}, \Delta_s^{(2)}, \Delta_n^{(1)}, \Delta_s^{(2)} \} \]  

The load vectors \( f' \) and \( P' \) are defined by

\[ f' = \sum_{\ell=1}^{\infty} \sum_{n=\text{even},s} \int t^r_n u_n d\Gamma + \sum_{\ell=1}^{\infty} \sum_{n=\text{odd}} \int m^r_n \partial \theta_n d\Gamma \]  

and

\[ P' = \{ P^r_n, P^s_n, P^r_n, P^s_n \} \]  

in which \( \int t^r_n u_n d\Gamma \), with \( (\alpha = n, s) \), represents the membrane forces applied on the \( \ell \)th boundary segment through a rigid end-ring.

### Appendix B

#### Rigid-body modes

As given by Madenci and Barut\(^3\), the rigid-body displacements \( (u_{R1}, u_{R2}, u_{R3}) \) of a cylindrical shell, defined with respect to the curvilinear coordinates, \( (s_1, s_2, s_3) \), are expressed herein as

\[ u_{R1} = \alpha_z \sin \theta + \alpha_x \cos \theta + \alpha_y \sin \theta + \alpha_x (y \sin \theta + z \cos \theta) + \alpha_y \sin \theta + \alpha_x \cos \theta \]  

where \( \theta \) denotes the angle between the radius of curvature at a point on the shell surface and \( z \)-axis as shown in Fig. 1.

### Global functions

The global functions \( \bar{u}_i \) that are used to capture the overall deformations away from the cutout are expressed in terms of a series expansion of orthogonal functions of the form

\[ \bar{u}_i (s_1, s_2) = \sum_{m=0}^{\infty} \sum_{n=0}^{m} c_{(mn)} T_m (s_1) W_n (s_2) \]  

The symbols \( c_{(mn)} \) are the unknown real-valued coefficients, and \( T_m (s_1) \) and \( W_n (s_2) \) are defined as

\[ T_m (s_1) = \begin{cases} 1 & m = 0 \\ \sin \left( \frac{(m-1)\zeta}{2} (\zeta + 1) \right) & m > 1 \end{cases} \]  

and

\[ W_n (s_2 (\theta)) = \begin{cases} \cos \left( \frac{n\theta}{2} \right) & n = 0, 2, 4, 6, 8, \ldots \\ \sin \left( \frac{(n+1)\theta}{2} \right) & n = 1, 3, 5, 7, 9, \ldots \end{cases} \]  

in which \(-1 \leq \zeta \leq 1\) and \( s_1 \) is related to \( \zeta \) as \( s_1 = \frac{\zeta L}{2} \), with \( L \) being the length of the cylinder. Note that \( W_n \) is periodical. These particular functions were chosen because they form a complete set of functions when used with Eq. (59). Hence, they are desirable for employing in energy based semi-analytic solution techniques such as the total potential energy principal that is used in this study.

### Local functions

The local functions are expressed in terms of mapping functions that transform the contour of an elliptical cutout to a unit circle. These mapping functions are used permit the use of Laurent series expansions as local functions, which is desirable because Laurent series are analytic and uniformly convergent in domains with a circular hole. As a result, the use of mapping functions reduces the number of terms in the Laurent series significantly that are needed to adequately capture steep stress and strain gradients and local deformations near a cutout. In accordance with the principle of minimum potential energy, the local functions are not required to satisfy the traction boundary conditions at the cutout boundary. Thus, the local functions, \( \bar{u}_i \), are expressed in the form of Laurent series, in terms of complex functions, as...
\[ \bar{\rho}_i = 2 \text{Re} \left[ \sum_{n=1}^{2} \sum_{n=1}^{N} \mu_{n} \Phi_{nm}(z_{cm}) \right] H(\rho) \]  
(61a)

\[ \bar{\rho}_i = 2 \text{Re} \left[ \sum_{n=1}^{2} \sum_{n=1}^{N} \mu_{n} \Phi^*(z_{cm}) \right] H(\rho) \]  
(61b)

\[ \bar{\rho}_i = 2 \text{Re} \left[ \sum_{n=1}^{2} \sum_{n=1}^{N} \beta_{nm} F^*(z_{cm}) \right] H(\rho) \]  
(61c)

with 
\[ \rho = \sqrt{x_1^2 + x_2^2} \]  
(62)

where the parameter \( N \) defines the extent of the complex series. In these series, \( \alpha_{nm} \) and \( \beta_{nm} \) are the unknown complex coefficients that appear in Eqs. (26)-(28). The auxiliary function \( H(\rho) \) that defines the domain of influence of the local functions is expressed in a polynomial form as

\[ H(\rho) = \begin{cases} 
1 - 10 \left( \frac{\rho}{\rho_o} \right)^3 + 15 \left( \frac{\rho}{\rho_o} \right)^4 - 6 \left( \frac{\rho}{\rho_o} \right)^5 & 0 \leq \rho \leq \rho_o \\
0 & \rho > \rho_o 
\end{cases} \]  
(63a)

with 
\[ H(\rho_o) = H'(\rho_o) = H''(\rho_o) = 0 \]  
(63b)

where the prime marks denotes differentiation with respect to the variable \( \rho \) and the parameter \( \rho_o \) denotes the radius of the region in which the local functions are effective. The purpose of choosing the auxiliary function is to prevent any possible linear dependency between the local and global functions and to restrict the influence of the local functions to a limited domain around the cutout.

The complex functions \( \mu^{(1)}(z_{cm}) \) and \( \mu^{(2)}(z_{cm}) \) that appear in Eqs. (61a) and (61b) are defined as

\[ \mu^{(1)}(z_{cm}) = \cos \psi \ p_m(z_{cm}) - \sin \psi \ q_m(z_{cm}) \]  
(64a)

\[ \mu^{(2)}(z_{cm}) = \sin \psi \ p_m(z_{cm}) + \cos \psi \ q_m(z_{cm}) \]  
(64b)

where the complex constants \( p_m \) and \( q_m \) are given by

\[ p_m = a_{11} \mu_{cm} + a_{12} - a_{26} \mu_{cm} \]  
(65a)

\[ q_m = a_{12} \mu_{cm} + a_{22} / \mu_{cm} - a_{26} \]  
(65b)

In Eqs. (65a) and (65b), the unknown complex constants, \( \mu_{cm} \), are the roots to the characteristic equation associated with membrane deformation, i.e.,

\[ a_{11} \mu^4 - 2 a_{12} \mu^3 + (2 a_{22} + a_{26}) \mu^2 - 2 a_{26} \mu + a_{26} = 0 \]  
(66)

in which the coefficients \( a_j \) are the coefficients of the flexibility matrix \( \mathbf{a} \), which is the inverse of the stiffness matrix \( \mathbf{A} \) defined by Eq. (13a). Both the flexibility and the stiffness matrices, \( \mathbf{a} \) and \( \mathbf{A} \), are measured with respect to the local coordinate system \((x_1, x_2)\). The angle, \( \psi \) represents the orientation of the local coordinate system with respect to the global coordinate system, \((s_1, s_2)\).

The complex potential function, \( \Phi_{nm}(z_{cm}) \), appearing in Eqs. (61a) and (61b) is defined as

\[ \Phi_{nm}(z_{cm}) = \frac{\varepsilon}{z_{cm}} \]  
(67)

in which the mapping functions, \( \varepsilon \), map a cutout onto a unit circle. The mapping functions for an elliptical cutout, introduced by Lekhnitskii, are given by

\[ \varepsilon = \frac{z_{cm} \pm \sqrt{z_{cm}^2 - a^2 - b^2 \mu_{cm}^2}}{a - i \mu_{cm} b} \]  
(68)

where \( z_{cm} = x_1 + i \mu_{cm} x_2 \), \( a \) and \( b \) are the major and minor axes of the elliptical cutout, and \( i = \sqrt{-1} \). The sign of the square-root term is chosen so that \( |\varepsilon| \geq 1 \) (i.e., the mapped point is guaranteed to be on or outside the unit circle).

Inverting the mapping function provides \( \omega_{cm}(\varepsilon) \) as

\[ \omega_{cm} = \omega_{cm}(\varepsilon) = r_{cm} - S_{cm} \]  
(69)

in which

\[ r_{cm} = \frac{1}{2} (a - i \mu_{cm} b) \]  
(70a)

\[ s_{cm} = \frac{1}{2} (a + i \mu_{cm} b) \]  
(70b)

The unknown complex constants \( \mu_{cm} \) and \( \mu_{cm} \), and their complex conjugates, i.e., \( \mu_{cm} = \bar{\mu}_{cm} \) and \( \mu_{cm} = \bar{\mu}_{cm} \), are the roots obtained from the characteristic equation associated with membrane deformation.

The complex potential functions, \( F_{nm}(z_{cm}) \) in Eq. (61c) are defined as

\[ F_{nm}(z_{cm}) = \begin{cases} 
\frac{r_{cm}}{n + 1} \varepsilon - \frac{s_{cm}}{n - 1} \varepsilon^{-2} & |n| > 1 \\
\frac{r_{cm}}{2} \varepsilon^2 - S_{cm} \ln \varepsilon & n = 1 \\
r_{cm} \ln \varepsilon^2 + S_{cm} \varepsilon^{-2} & n = -1 
\end{cases} \]  
(71)

in which the expressions for the mapping function \( \varepsilon \) and the constants \( r_{cm} \) and \( s_{cm} \) have the same form as the corresponding expressions for \( \varepsilon \), \( r_{cm} \), and \( s_{cm} \) given by Eqs. (68) - (70a,b), except that the subscript \( \varepsilon \) is replaced by \( \kappa \).

The complex variables \( z_{cm} \) are defined by

\[ z_{cm} = x_1 + \mu_{cm} x_2 \]  
(72)
in which the unknown complex constants \( \mu_{k1} \) and \( \mu_{k2} \) and their conjugates, i.e., \( \mu_{k3} = \bar{\mu}_{k1} \) and \( \mu_{k4} = \bar{\mu}_{k2} \), are the roots obtained from the characteristic equation associated with the bending equilibrium equation

\[
D_{22} \mu_{k1}^2 + 4D_{26} \mu_{k1}^2 + (2D_{12} + 4D_{66}) \mu_{k1}^2 + 4D_{28} \mu_{k1} + D_{11} = 0
\]

(73)

where \( D_\alpha \) are the components of the bending stiffness matrix \( D \) (see Eq. (13b), which is defined with respect to the local coordinate system, \( (x_1, x_2) \)).

It is important to note that the local functions in Eq. (61) satisfy the in-plane and bending equilibrium equations of a homogeneous, flat laminate of uniform thickness, not a cylindrical shell. Therefore, the roots to the characteristic equations, Eqs. (66) and (73) serve as approximation to their exact values which are not mathematically tractable. Because the solution procedure is based on the principle of minimum potential, their exact values are not necessarily required. However, they capture the stress concentration and local deformation near the cutout in cylindrical shells because these functions possess the inherent solution characteristics. They satisfy the equilibrium equations exactly as the radius of curvature approaches infinity and are uniformly convergent in a doubly connected region.

In the displacement representations defined by Eqs. (26a) and (26b), the vectors, \( \mathbf{a}_R \), \( \mathbf{c}_R \), \( \mathbf{a} \), and \( \mathbf{b} \) are defined as

\[
\mathbf{a}_R^T = \{\alpha_{R1}, \alpha_{R2}, \alpha_{R3}, \alpha_{R4}, \alpha_{R5}, \alpha_{R6}\}
\]

(74a)

\[
\mathbf{c}_R^T = \{c_{R(00)}, c_{R(01)}, c_{R(11)}, \ldots, c_{R(M0)}\}
\]

(74b)

\[
\mathbf{a}^T = \{\alpha_{N1}, \alpha_{N2}, \ldots, \alpha_{N6}\}
\]

(74c)

\[
\mathbf{a}_n^T = \{\alpha_{n1}, \alpha_{n2}\}
\]

(75)

with

\[
\mathbf{a}_{nj}^T = \{\text{Re}[\alpha_{nj}], \text{Im}[\alpha_{nj}]\}
\]

(76a)

and

\[
\mathbf{b}^T = \{\beta_{N1,1}, \beta_{N1,2}, \ldots, \beta_{N6,1}, \beta_{N6,2}\}
\]

(76b)

\[
\mathbf{b}_{nj}^T = \{\text{Re}[\beta_{nj}], \text{Im}[\beta_{nj}]\}
\]

(78)

The vector functions, \( \mathbf{V}_i \), with \( i = 1,2,3 \) associated with the unknown generalized coordinates \( \mathbf{q} \) appearing in Eq. (27) are defined as

\[
\mathbf{V}_1^T = \begin{bmatrix} V_{R1}^T, \mathbf{\bar{V}}_{11}^T, \bar{V}_1^T, \mathbf{\bar{V}}_1^T \end{bmatrix}
\]

(79a)

\[
\mathbf{V}_2^T = \begin{bmatrix} V_{R2}^T, \mathbf{\bar{V}}_{21}^T, \bar{V}_2^T, \mathbf{\bar{V}}_2^T \end{bmatrix}
\]

(79b)

\[
\mathbf{V}_3^T = \begin{bmatrix} V_{R3}^T, \mathbf{\bar{V}}_{31}^T, \bar{V}_3^T, \mathbf{\bar{V}}_3^T \end{bmatrix}
\]

(79c)

where

\[
\mathbf{\bar{V}} = \{0,0,0,\ldots,0\} \text{ of order } [(M+1)(M+2)/2]
\]

(80a)

\[
\mathbf{\bar{V}} = \{0,0,0,\ldots,0\} \text{ of order } 8N
\]

(80b)

The vectors associated with rigid body motion are

\[
\mathbf{V}_{R1}^T = \begin{bmatrix} 1, 0, 0, 0, z, -y \end{bmatrix}
\]

(81a)

\[
\mathbf{V}_{R2}^T = \begin{bmatrix} 0, -dy/ds_2, -dy/ds_2, \frac{dz}{ds_2}, -\frac{dz}{ds_2}, \frac{dz}{ds_2} \end{bmatrix}
\]

(81b)

\[
\mathbf{V}_{R3}^T = \begin{bmatrix} 0, -\frac{dz}{ds_2}, -\frac{dz}{ds_2}, \frac{dy}{ds_2} + \frac{dz}{ds_2}, -\frac{dy}{ds_2} - \frac{dz}{ds_2} \end{bmatrix}
\]

(81c)

Similarly, the vectors associated with the global functions are

\[
\mathbf{\bar{V}}_i^T = \begin{bmatrix} \bar{V}_{i(R),1}^T, \bar{V}_{i(R),2}^T, \ldots, \bar{V}_{i(R),N}^T \end{bmatrix}
\]

(82)

in which the expressions for \( T_i(s_i) \) and \( W_i(s_i) \) are given by Eq. (60), and

\[
\mathbf{\bar{V}}_i^T = \begin{bmatrix} \bar{V}_{i(R),1}^T, \bar{V}_{i(R),2}^T, \ldots, \bar{V}_{i(R),N}^T \end{bmatrix}
\]

with

\[
\mathbf{\bar{V}}_{i(n)}^T = \begin{bmatrix} \bar{V}_{i(R),1}^T, \bar{V}_{i(R),2}^T \end{bmatrix}
\]

(84)

in which

\[
\mathbf{\bar{V}}_{i(j)}^T = \begin{bmatrix} 2 \text{Re}[\Phi_{j(i)}], -2 \text{Im}[\Phi_{j(i)}]\end{bmatrix}
\]

(85)

where \( i, j = 1, 2 \) and

\[
\mathbf{\bar{V}}_3^T = \begin{bmatrix} \bar{V}_{3(N),1}^T, \bar{V}_{3(N),2}^T, \ldots, \bar{V}_{3(N),M}^T \end{bmatrix}
\]

(86)

with

\[
\mathbf{\bar{V}}_{3(n)}^T = \begin{bmatrix} \bar{V}_{3(R),1}^T, \bar{V}_{3(R),2}^T \end{bmatrix}
\]

(87)

in which
\[ \mathbf{g}_{RRB} = \begin{bmatrix} 0^T_r & g_{RRB(1)}^T & 0^T & \bar{0}^T & \bar{0}^T & \bar{0}^T \end{bmatrix} \]

in which the constant coefficient vectors, \( g_{RRB(1)} \) and \( g_{RRB(2)} \) are associated with redundant rigid-body modes, \( g_{SV(i)} \) and \( g_{SV(s)} \) with single valuedness of the radial displacement component, and \( g_{RB(j)} \) with the rigid-body modes introduced by the global functions defined in Eq. (59). The rigid-body modes must be eliminated in the absence of a sufficient number of specified kinematic boundary conditions. These terms, as well as, the vectors with zeros are defined in the following subsections.

**Redundant rigid-body modes**

The coefficients, \( c_{1(00)} \) and \( c_{2(00)} \) in Eq. (59) for the global displacement functions produce additional rigid-body translation in the \( s_i \) direction and rigid body rotation about the \( s_i \) axis, respectively. Because these rigid-body modes are already represented by \( \alpha_g \) and \( \alpha_k \) in Eq. (58), the redundant rigid-body motion arising from the presence of \( c_{1(00)} \) and \( c_{2(00)} \), must be eliminated in order to obtain a unique representation of the displacements. These redundant rigid-body modes are eliminated by using the constraint conditions

\[ \lambda_{RRB(1)}^T c_{1(00)} = 0 \]
\[ \lambda_{RRB(2)}^T c_{2(00)} = 0 \]

in which the unknown Lagrange multipliers are denoted by \( \lambda_{RRB(1)} \) and \( \lambda_{RRB(2)} \). In terms of the vector of unknowns, \( \mathbf{q} \), these constraints are rewritten in vector form as

\[ \lambda_{RRB(1)}^T \begin{bmatrix} \mathbf{0}_r^T, g_{RRB(1)}^T, \mathbf{0}_r^T, \bar{0}^T, \bar{0}^T, \bar{0}^T \end{bmatrix} \mathbf{0} = 0 \]

\[ \lambda_{RRB(2)}^T \begin{bmatrix} \mathbf{0}_r^T, \bar{0}^T, g_{RRB(2)}^T, \bar{0}^T, \bar{0}^T, \bar{0}^T \end{bmatrix} \mathbf{0} = 0 \]

in which the vectors of zeros, \( \mathbf{0}_r^T, \bar{0}^T \) and \( \bar{0}^T \) are defined as

\[ \mathbf{0}_r^T = [0, 0, 0, 0, 0, 0] \]
\[ \bar{0}^T = [0, 0, \ldots, 0] \] of order \( (M+1)(M+2)/2 \)
\[ \bar{0}^T = [0, 0, 0, \ldots, 0] \] of order \( 8N \)

The constant coefficient vector, \( g_{RB} \) is defined as

\[ g_{RB}^T = \{1, 0, 0, \ldots\} \] of order \( (M+1)(M+2)/2 \)

**Single-valuedness of the radial displacement component**

The multi-valuedness of the normal displacement component that arises from the presence of logarithmic terms in the local expression for the radial displacement component in Eq. (61c) must be rendered single valued in order to obtain a unique solution. The logarithmic terms associated with complex constants, \( \beta_{-1m} \) and \( \beta_{1m} \), with \( (m = 1, 2) \), in Eq. (71) result in two real constants. Representing the complex variable of the Laurent series, \( \xi_m = \rho_n e^{i\theta_m} \), the single-valuedness requirement is enforced as

\[ u_m (\xi_m = \rho_n e^{i\theta_m}) - u_m (\xi_m = \rho_n e^{i(\theta_m + 2\pi)}) = 0 \]

Associated with the complex constants, \( \beta_{-1m} \) and \( \beta_{1m} \) with \( (m = 1, 2) \), in Eq. (71), this condition yields

\[ 2 \text{Re} \left\{ \sum_{m=1}^{2} F_{-1m}(\xi_m = \rho_n e^{i\theta_m}) \right\} \beta_{-1m} = 0 \]

or

\[ 2 \text{Re} \left\{ \sum_{m=1}^{2} F_{-1m}(\xi_m = \rho_n e^{i(\theta_m + 2\pi)}) \right\} \beta_{1m} = 0 \]
Im \sum_{m=1}^{2} \left[ r_m \beta_{1m} \right] = 0 \quad (95b)

and

2 \text{Re} \left\{ \sum_{m=1}^{2} F_{1m}^* (\xi_m + \rho_m e^{i\theta_m}) \right\} \beta_{1m} = 0 \quad (96a)

or

Im \sum_{m=1}^{2} \left[ s_m \beta_{1m} \right] = 0 \quad (96b)

In order to ensure single-valuedness, these constraints are enforced as

\lambda_{3V(k)} \text{Im} \sum_{m=1}^{2} \left[ r_m \beta_{1m} \right] = 0 \quad (97a)

and

\lambda_{3V(k)} \text{Im} \sum_{m=1}^{2} \left[ s_m \beta_{1m} \right] = 0 \quad (97b)

In which the unknown Lagrange multipliers are denoted by \lambda_{3V(k)}.

In terms of the vector of unknowns, \( \mathbf{q} \), these constraint conditions can be recast in matrix form as

\lambda_{3V(k)} \begin{bmatrix} \alpha_r \\ \mathbf{c}_1 \\ \mathbf{c}_2 \\ \mathbf{c}_3 \\ \alpha_r \end{bmatrix} \begin{bmatrix} \mathbf{g}_{SV(r)} \\ \mathbf{g}_{SV(r)}^T \end{bmatrix} = 0 \quad (98a)

\lambda_{3V(k)} \begin{bmatrix} \alpha_r \\ \mathbf{c}_1 \\ \mathbf{c}_2 \\ \mathbf{c}_3 \\ \alpha_r \end{bmatrix} \begin{bmatrix} \mathbf{g}_{SV(s)} \\ \mathbf{g}_{SV(s)}^T \end{bmatrix} = 0 \quad (98b)

where the constant coefficient vectors \( \mathbf{g}_{SV(r)} \) and \( \mathbf{g}_{SV(s)} \)

are given by

\[ \mathbf{g}_{SV(r)}^T = \{ \mathbf{g}_{SV(r)(N-k)}, \mathbf{g}_{SV(r)(N-k+1)}, \ldots, \mathbf{g}_{SV(r)(K)} \} \quad (99) \]

In which

\[ \mathbf{g}_{SV(r)(n)}^T = \{ \text{Im} \mathbf{r}_n, \text{Re} \mathbf{r}_n, \text{Im} \mathbf{r}_n, \text{Re} \mathbf{r}_n \} \quad (100a) \]

and

\[ \mathbf{g}_{SV(s)(n)}^T = \{ \text{Im} \mathbf{s}_n, \text{Re} \mathbf{s}_n, \text{Im} \mathbf{s}_n, \text{Re} \mathbf{s}_n \} \quad (100c) \]

with \(-N \leq n \leq N\).

**Rigid-body modes**

In the absence of kinematic boundary conditions, the rigid-body modes of the displacement field are eliminated by enforcing the constraint conditions in the form

\[ \lambda_{RB(j)} \mathbf{g}_{RB(j)} = 0 \quad (101) \]

where \( j = 1, 2, 3, 4, 5, 6 \), and the unknown Lagrange multipliers are denoted by \( \lambda_{RB(j)} \). In terms of the vector of unknowns, \( \mathbf{q} \), these constraints are rewritten in vector form as

\[ \lambda_{RB(j)} \begin{bmatrix} \alpha_r \\ \mathbf{c}_1 \\ \mathbf{c}_2 \\ \alpha_r \end{bmatrix} \begin{bmatrix} \mathbf{g}_{RB(j)} \\ \mathbf{g}_{RB(j)}^T \end{bmatrix} = 0 \quad (102) \]

where the constant coefficient vectors, \( \mathbf{g}_{RB(j)} \), are defined as

\[ \mathbf{g}_{RB(j)} = \{ \delta_{ij}, \delta_{ij}, \delta_{ij}, \delta_{ij}, \delta_{ij}, \delta_{ij} \} \quad (103) \]

in which \( \delta_{ij} \) is the Kronecker delta.
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structural sandwich panels are important elements found in many areas of modern lightweight construction. The main advantage of the sandwich construction principle is the combination of a rather high bending stiffness with an extremely low specific weight. The standard sandwich panel is a layered structure according to Fig. 1 consisting of two high-density face sheets which are adhesively bonded to a low density core mostly consisting of a two-dimensional cellular or foamed material. Within the sandwich principle, the face sheets carry the tangential and bending loads whereas the core keeps the face sheets at their desired distance and transmits the transverse normal and shear loads. The classical technological field for sandwich construction is the field of aerospace engineering. Nevertheless, today sandwich structures can be found in many other areas as well. Especially in the naval industry, strong trends can be observed for using sandwich plates as structural members in ship construction (see e.g. Mouritz et al1).

Due to the presence of a thick core layer made from a weak material, the structural response of sandwich plates is essentially different from the corresponding response of classical laminae consisting solely of thin layers and monolayer structures. Especially in buckling and post-buckling, distinct differences in the structural response can be observed since the presence of the weak core enables an additional local instability mode – the face wrinkling instability – where the face sheets buckle into the core region whereas the entire structure might remain globally stable. Due to the geometrically nonlinear nature of buckling phenomena, interaction effects between the local and the standard overall buckling mode might occur as it has been pointed out, among others, by Frostig et al.,2 Starlinger and Rammerstorfer3 or the two of the present authors (Hohe and Librescu,4,5). Other theoretical and numerical studies concerning interaction effects between overall and local buckling of sandwich structures have recently been provided e.g. by da Silva and Santos6 or Wadee and Hunt.7

The specific deformation behavior of structural sandwich panels with transversely incompressible core requires a specialized mechanical model for sandwich structures accounting for the effect of transverse core compressibility. In this context, Frostig et al.,28 have provided a model which is based on the Kirchhoff-Love model for the face sheets and an assumed stress distribution for the core layer. Pure displacement based models have been provided by Dawe and Yuan,9 by Pai and Palazotto10 as well as in a previous study by the present authors (Hohe and Librescu,45). The latter model also includes the effect of geometrical nonlinearity and thus enables a postbuckling analysis. An alternative effective single-layer approach, which accounts for interface stress equilibrium has recently been proposed by Barut et al.11 Overviews can be found e.g. in the review articles by Noor et al.12 or Vinson.13

The transient dynamic response of structural sandwich panels subject to time-dependent excitation has been studied in a one-dimensional sense by Mäkkinen.14 Other recent work on the response of structural sandwich panels subject to pressure pulses includes the work by Xue and Hutchinson15 as well as a contribution by the present authors (Hohe et al.16).

The present study is directed to a theoretical and numerical analysis of the time-dependent response of structural sandwich panels subjected to rapidly applied in-plane edge loads and transverse pressure pulses. The study utilizes the structural model for sandwich plates with transversely compressible core presented Hohe and Librescu,4,5. The model is applied to a transient analysis of a rectangular, simply supported sandwich plate under time-dependent excitation. The structural problem is solved analytically by means of an extended Galerkin procedure. The time-dependent solution is obtained by means of an explicit fourth-order Runge-Kutta method. In a number of examples concerning both in-plane and transverse loads, it is observed that the transverse compressibility of the core and the local face wrinkling instability mode enabled by this feature can have distinct effects even in the overall response of sandwich structures and therefore
should not be neglected. The trends observed in the simulations coincide with earlier observations by other authors (Budiansky and Hutchinson17).

**II. Structural model for sandwich plates with compressible core**

The present study utilizes the structural model for sandwich shells with transversely compressible core presented by Hohe and Librescu4,5. In the current section, the model is briefly outlined in order to be concise. Full details can be found in the original papers.

The sandwich structure under consideration is a sandwich shell according to Fig. 1. The structure is symmetric with respect to the global midsurface which is employed as the structure’s reference surface. The thicknesses of the core and the face sheets are denoted by $h^c$ and $h^f$ respectively. The core thickness is assumed to be much larger than the face sheet thickness. For the analysis, a local Cartesian reference system $x_i$ ($i = 1, 2, 3$) is introduced, where $x_1, x_2$ are the tangential directions whereas $x_3$ denotes the downward normal direction.

The displacements $v_i(x_j)$ for the three principal layers of the sandwich plate are expanded into power series with respect to the transverse ($x_3$-) direction. For the face sheets, the standard Kirchhoff-Love hypothesis is adopted. Hence, the three-dimensional displacement fields $v^t_i(x_j)$ and $v^b_i(x_j)$ for the top and bottom face sheets, respectively, are given by

$$v^t_i = u^a_i + u^d_i - \left( x_3 + \frac{h^c + h^f}{2} \right) u^a_{3,i} - \left( x_3 + \frac{h^c + h^f}{2} \right) u^d_{3,i}$$  \quad (1)

$$v^b_i = u^a_i - u^d_i - \left( x_3 - \frac{h^c + h^f}{2} \right) u^a_{3,i} + \left( x_3 - \frac{h^c + h^f}{2} \right) u^d_{3,i}$$  \quad (2)

$$v^t_3 = u^a_3 + u^d_3$$  \quad (3)

$$v^b_3 = u^a_3 - u^d_3$$  \quad (4)

where

$$u^a_i = \frac{1}{2} (u^t_i + u^b_i)$$  \quad (5)

$$u^d_i = \frac{1}{2} (u^t_i - u^b_i)$$  \quad (6)

In order to include the transverse compressibility of the core, a higher-order displacement expansion has to be employed for the central layer which is at least of the first order for the transverse displacements. Thus, the first and second order power series expansion

$$v^c_\alpha = u^a_\alpha - \frac{h^f}{2} u^d_{3,\alpha} - \frac{2x_3}{h^c} u^a_\alpha + \frac{h^f}{h^c} x_3 u^a_3 + \left( \frac{4(x_3)^2}{(h^c)^2} - 1 \right) \Omega^c_\alpha$$  \quad (7)

$$v^c_3 = u^a_3 - \frac{2x_3}{h^c} u^d_3$$  \quad (8)

is employed which satisfies the interface displacement continuity requirements at the core and face sheet interfaces. In Eq. (7), the displacement function $\Omega^c_\alpha$ denotes an additional displacement function describing the warping of the core. It is implicitly understood, that all unknown displacement functions $u^a_i$, $u^d_i$ and $\Omega^c_\alpha$ depend only on the tangential directions $x_i$ as well as on time $t$.

The deformation of the sandwich plate is expressed in terms of the nonlinear Green-Lagrange strain tensor. In case of an orthogonal coordinate system, the strain components are given by

$$\gamma_{ij} = \frac{1}{2} (v_{ij} + v_{ji} + v_{ki}v_{kj})$$  \quad (9)

where the vertical bar denotes the covariant derivative. Eq. (9) is evaluated individually for each of the three principal layers. In the v. Kármán sense, only the nonlinear terms related to the transverse ($x_3$-) direction
are kept whereas all other nonlinear terms are discarded. Thus, a sandwich plate model for small strains and moderately large rotations is obtained.

The equations of motion and the boundary conditions are derived by means of Hamilton’s principle

\[
\int_{t_0}^{t_1} (\delta U - \delta W - \delta T) \, dt = 0 \tag{10}
\]

where \(\delta U\), \(\delta W\) and \(\delta T\) are the variation of the strain energy, of the work done by the external loads and of the kinetic energy, respectively, in case of a virtual displacement of the sandwich structure during the time interval \([t_0, t_1]\). The variations \(\delta U\), \(\delta W\) and \(\delta T\) of the energy components are expressed in terms of the virtual displacements and the components \(\tau_{ij}\) of the second Piola-Kirchhoff stress tensor for all three principal layers. The core warping functions are eliminated by the condition that no antisymmetric distribution of the transverse shear strain and thus the transverse shear stress components should occur. All tangential distributed loads as well as all tangential inertia effects are neglected. The stress components and the integration with respect to the panel thickness are eliminated by introduction of the tangential and bending stress resultants

\[
\{N^t_{\alpha\beta}, M^t_{\alpha\beta}\} = \int_{-h^t}^{h^t} \tau^t_{\alpha\beta} \left\{ 1, \left(x_3 + \frac{h^c + h^f}{2}\right) \right\} \, dx_3 \tag{11}
\]

\[
\{N^b_{\alpha\beta}, M^b_{\alpha\beta}\} = \int_{-h^b}^{h^b} \tau^b_{\alpha\beta} \left\{ 1, \left(x_3 - \frac{h^c + h^f}{2}\right) \right\} \, dx_3 \tag{12}
\]

\[
\{N^c_{i3}, M^c_{i3}\} = \int_{-c^c}^{c^c} \tau^c_{i3} \{1, x_3\} \, dx_3 \tag{13}
\]

where

\[
\{N^a_{\alpha\beta}, N^a_{\alpha\beta}\} = \frac{1}{2} \left\{ (N^a_{\alpha\beta} + N^b_{\alpha\beta}), (M^a_{\alpha\beta} + M^b_{\alpha\beta}) \right\} \tag{14}
\]

\[
\{N^d_{\alpha\beta}, M^d_{\alpha\beta}\} = \frac{1}{2} \left\{ (N^d_{\alpha\beta} - N^b_{\alpha\beta}), (M^d_{\alpha\beta} - M^b_{\alpha\beta}) \right\} . \tag{15}
\]

The resulting expression is integrated by parts wherever possible. As a result, a single homogeneous linear equation for the virtual displacements \(\delta u^a_3\) and \(\delta u^d_3\) is obtained. Since the virtual displacements are arbitrary and independent from each other, the corresponding coefficients must vanish independently. From the area integrals, the equations of motion

\[
0 = N^a_{\alpha\beta, \beta} \tag{16}
\]

\[
0 = N^d_{\alpha\beta, \beta} + \frac{1}{h^c} N^c_{\alpha 3} \tag{17}
\]

\[
0 = \left( u^3_{3,\alpha\beta} + \frac{c^3_{3,\alpha\beta}}{r_{\alpha\beta}} - \frac{1}{r_{\alpha\beta}} \right) N^a_{\alpha\beta} + M^a_{\alpha\beta, \alpha\beta} + \left( u^d_{3,\alpha\beta} + \frac{c^d_{3,\alpha\beta}}{r_{\alpha\beta}} \right) N^d_{\alpha\beta} \tag{18}
\]

\[
+ \frac{1}{h^c} \left( \frac{h^c + h^f}{2} - u^3_{3,\alpha\beta} \right) N^c_{\alpha 3, \alpha} - \frac{2}{h^c} \left( u^d_{3,\alpha\beta} + \frac{c^d_{3,\alpha\beta}}{r_{\alpha\beta}} \right) N^c_{\alpha 3} + \frac{c^a_{3}}{r_{\alpha\beta}} - \left( m^f + \frac{1}{2} m^c \right) \ddot{u}^a_3 \tag{19}
\]

\[
0 = \left( u^3_{3,\alpha\beta} + \frac{c^3_{3,\alpha\beta}}{r_{\alpha\beta}} - \frac{1}{r_{\alpha\beta}} \right) N^d_{\alpha\beta} + M^d_{\alpha\beta, \alpha\beta} + \left( u^d_{3,\alpha\beta} + \frac{c^d_{3,\alpha\beta}}{r_{\alpha\beta}} \right) N^a_{\alpha\beta} \tag{19}
\]

\[
+ \frac{2}{h^c} \left( \frac{h^c}{2} - u^3_{3,\alpha\beta} \right) N^c_{\alpha 3} + \ddot{u}^d_3 - \left( m^f + \frac{1}{6} m^c \right) \ddot{u}^d_3
\]
are obtained, where the prescribed transverse normal loads \( \hat{q}_n^3 \) and \( \hat{q}_q^3 \) are defined in a similar manner as the stress resultants in Eqns. (14) and (15) as the average and the half difference of the corresponding quantities for the top and bottom face sheet whereas \( m_c \) and \( m_t \) are the integrated mass densities of the core and the face sheets respectively. The symbols \( \hat{u}_a^3 \) and \( \hat{u}_d^3 \) denote small initial geometric imperfections of the sandwich plate. The matrix of the radii of curvature is defined by

\[
r_{\alpha\beta} = \begin{pmatrix} r_1 & 0 \\ 0 & r_2 \end{pmatrix}
\]

where \( r_\alpha \) are the radii of curvature within the \( x_\alpha-x_3 \)-planes. The boundary conditions are obtained in a similar manner as the equations of motion from the coefficients in the boundary integrals:

\[
\begin{align*}
  u_{\alpha}^a &= \hat{u}_{\alpha}^a \quad \text{or:} \quad N_{n\alpha}^a = N_{n\alpha}^a, \quad \alpha = n, t \\
  u_{3,n}^a &= \hat{u}_{3,n}^a \quad \text{or:} \quad M_{nn}^a = M_{nn}^a \\
  u_{\alpha}^d &= \hat{u}_{\alpha}^d \quad \text{or:} \quad N_{n\alpha}^d = N_{n\alpha}^d, \quad \alpha = n, t \\
  u_{3,n}^d &= \hat{u}_{3,n}^d \quad \text{or:} \quad M_{nn}^d = M_{nn}^d \\
  u_3^a &= \hat{u}_3^a \quad \text{or:} \quad (u_{3,\alpha}^a + \hat{u}_{3,\alpha}^a) N_{n\alpha}^a + (u_{3,\alpha}^d + \hat{u}_{3,\alpha}^d) N_{n\alpha}^d + M_{nn,n}^a + 2M_{nt,t}^a \\
  &\quad + \frac{1}{h_c} \left( \frac{h_c + h_f}{2} - u_3^a - \hat{u}_3^a \right) N_{n3}^c = \hat{M}_{nt,t}^c + \frac{1}{2} \hat{N}_{n3}^c, \quad \alpha = n, t \\
  u_3^d &= \hat{u}_3^d \quad \text{or:} \quad (u_{3,\alpha}^a + \hat{u}_{3,\alpha}^a) N_{n\alpha}^d + (u_{3,\alpha}^d + \hat{u}_{3,\alpha}^d) N_{n\alpha}^d + M_{nn,n}^d + 2M_{nt,t}^d = \hat{M}_{nt,t}^d - \frac{1}{h_c} \hat{N}_{n3}^c
\end{align*}
\]

where \( x_n \) and \( x_t \) are the normal and tangential directions of the external edges. Prescribed quantities are denoted by \((...).\)

### III. Solution for simply supported panels under transient loads

The general sandwich plate model derived in Section II is applied to the analysis of the transient response of rectangular sandwich plates subject to time-dependent dynamic loading conditions. The sandwich plate under consideration has the edge lengths \( l_\alpha \) with respect to the \( x_\alpha \)-axes respectively and is assumed to be simply supported along all four external edges. An appropriate form for the transverse normal displacements for this type of problem is given by

\[
\begin{align*}
  u_{3,n}^a &= w_{mn}^a \sin (\lambda_m^a x_1) \sin (\mu_n^a x_2) \quad , \quad \lambda_m^a = \frac{m \pi}{l_1} \quad , \quad \mu_n^a = \frac{n \pi}{l_2} \\
  u_{3,n}^d &= w_{pq}^d \sin (\lambda_p^d x_1) \sin (\mu_q^d x_2) \quad , \quad \lambda_p^d = \frac{p \pi}{l_1} \quad , \quad \mu_q^d = \frac{q \pi}{l_2}
\end{align*}
\]

where \( m, n, p \) and \( q \) are the number of modal waves with respect to the \( x_1 \)- and \( x_2 \)-directions of the overall deformation and the local face wrinkling deformation respectively. The corresponding modal amplitudes \( w_{mn}^a \) and \( w_{pq}^d \) remain unknown at this stage. The initial geometric imperfections \( \hat{w}_a^3 \) and \( \hat{w}_d^3 \) are assumed in the same form as the load-dependent transverse displacements \( u_3^a \) and \( u_3^d \) according to Eqns. (27) and (28) with the identical number of modal waves but with constant prescribed modal amplitudes \( \hat{w}_m^a \) and \( \hat{w}_q^d \).

For the in-plane displacements \( u_{3,n}^a \) and \( u_{3,n}^d \), a consistent solution can be obtained, if the analysis is restricted to the special case of orthotropic linear elasticity. In this case, the in-plane and bending stress resultants \( N_{\alpha \beta}^a, M_{\alpha \beta}^a, M_{\alpha \beta}^d \) and \( M_{\alpha \beta}^d \) can directly be expressed in terms of the unknown displacement functions. Subsequently, the expressions for the face sheet stress resultants are substituted into the first two sets (16) and (17) of the equations of motion, resulting in a set of differential equations for the in-plane displacement functions \( u_\alpha^a \) and \( u_\alpha^d \). An analytical solution for this system has been derived by Hohe and Librescu. By virtue of this solution, the complete displacement field \( u_\alpha^a(x_\alpha) \) and \( u_\alpha^d(x_\alpha) \) is described in terms of the unknown modal amplitudes \( w_{mn}^a \) and \( w_{pq}^d \). The displacement field in the obtained form satisfies the first two sets (16) and (17) as well as all boundary conditions with respect to the transverse direction – (22), (24), (25) and
(26) – identically. The remaining two sets (21) and (23) are satisfied in an integral average sense along the respective edges.

For determination of the remaining unknowns \( w_{mn}^a \) and \( w_{pq}^d \), an extended Galerkin procedure is employed (see e.g. Hohe and Librescu\(^4\)). Therefore, the previously determined consistent solution for the displacement field is substituted into the variational equation (10). All stress resultants are expressed in terms of the displacement functions and their derivatives using the constitutive equations for the core and face sheet material. Subsequently, the virtual displacements \( \delta u_i^a \) and \( \delta u_i^d \) are expressed in terms of the variations \( \delta w_{mn}^a \) and \( \delta w_{pq}^d \) of the modal amplitudes and the coefficients are collected. The result is a single homogeneous linear equation for \( \delta w_{mn}^a \) and \( \delta w_{pq}^d \). Since the virtual modal amplitudes are arbitrary and independent from each other, the corresponding coefficients must vanish independently, resulting in a system of two differential equations for the unknown modal amplitudes \( w_{mn}^a \) and \( w_{pq}^d \).

The system is linear in terms of the accelerations \( \dot{w}_{mn}^a \) and \( \dot{w}_{pq}^d \) of the modal amplitudes. Hence, the system can easily be solved numerically using a fourth-order Runge-Kutta scheme with piecewise constant time increments.

IV. Results

A. Plane sandwich plate under rapidly applied in-plane compression

The first example considered in the present study is directed to the dynamic buckling response of a square sandwich plate loaded by a prescribed rapid displacement of one of its external edges. The plate has the in-plane edge lengths \( l_1 = l_2 = 500 \text{ mm} \), a core thickness of \( h^c = 18 \text{ mm} \) and a face sheet thickness of \( h^f = 1 \text{ mm} \) resulting in a total thickness \( h^{\text{tot}} = 20 \text{ mm} \) of the entire structure. The face sheets are made of aluminum with a Young’s modulus of \( E^f = 70 \text{ GPa} \), a Poisson’s ratio of \( v^f = 0.3 \) and a mass density of \( \rho^f = 3700 \text{ kg/m}^3 \). For the core layer, a low density material with \( E^c = 0.7 \text{ MPa} \), \( v^c = 0.3 \) and \( \rho^c = 37 \text{ kg/m}^3 \) is assumed. A buckling mode with \( m = 1 \), \( n = 1 \), \( p = 55 \) and \( q = 1 \) are assumed, which proves to be the globally stable mode involving the minimum total strain energy under static loading conditions. For regularization of the bifurcations, initial geometric imperfections with \( \bar{w}_{mn}^a = 0.25 \text{ mm} \) and \( \bar{w}_{pq}^d = 0.001 \text{ mm} \) are applied.

During the loading history, the edges at \( x_1 = 0 \) and \( x_2 = 0 \) are kept fixed with respect to the in-plane directions \( x_1 \). The \( x_2 \)-parallel edge at \( x_1 = l_1 \) is subject to a prescribed displacement of \( \dot{u}_1 = -20 \text{ mm} \), which is applied linearly during the interval \( t \in [0, t^{\text{load}}] \). For \( t \geq t^{\text{load}} \), the prescribed edge deflection is kept constant. With a moderately high loading rate with \( t^{\text{load}} = 4 \text{ ms} \) and a rather high loading rate with \( t^{\text{load}} = 2 \text{ ms} \), two different loading rates are considered. The \( x_1 \)-parallel edge at \( x_2 = l_2 \) is assumed to be freely movable within the \( x_1 \)-\( x_2 \)-plane. The results are presented in Fig. 2, where the first row consisting of Figs. 2a, c, e and g is directed to the transient response in terms of the overall deflection \( w_{mn} \), the face wrinkling deflection \( w_{pq}^d \), the resulting edge load \( N_{11}^a \) of the edge with the prescribed edge deflection and the resulting deflection \( u_2^d \) of the movable edge in case of the moderately high loading rate. The second row consisting of Figs. 2b, d, f and h is directed to the corresponding results for the extremely high loading rate. In order to study the effect of the transverse compressibility of the core, results are added which are obtained by means of a simplified model with transversely incompressible core under the constraint \( w_{pq}^d(t) = 0 \).

As it can be observed in Fig. 2, the structure remains stable in the first part of the loading history. In this period, the overall transverse deflection \( w_{mn} \) vanishes (Figs. 2a and b) whereas both, the level \(-N_{11}^a \) of the resulting edge load (see Figs. 2e and f) and the resulting deflection \( u_2^d \) of the freely movable edge (see Figs. 2g and h) increase linearly. Once the resulting edge load reaches the overall buckling load, a global buckling mode with an oscillating modal amplitude \( w_{mn}^a \) develops. At the moderately high loading rate with \( t^{\text{load}} = 4 \text{ ms} \), the results based on the standard model with incompressible core and the results based on the refined model including the transverse core compressibility are identical during the first 2 ms of the loading history. At \( t = 2 \text{ ms} \), the resulting edge load \( N_{11}^a \) along the edge with the prescribed deflection first exceeds the buckling load for development of a face wrinkling instability with non-zero modal amplitude \( w_{pq}^d \) (see Fig. 2c). Since soon afterwards, the level \(-N_{11}^a \) of the resulting edge load drops due to the actual rapid increase in the overall deflection \( w_{mn} \), the face wrinkling vanishes and re-develops during the following high-compression period from \( t \approx 3.1 \text{ ms} \) till \( t \approx 3.9 \text{ ms} \) when the oscillating transverse deflection \( w_{mn} \) reaches low levels near its minimum during the following free vibration and thus the level \(-N_{11}^a \) of the resulting compressive in-plane load reaches levels in the vicinity of its maximum.

Since the development of a face wrinkling instability mode results in an weakening of the structure re-
Figure 2. Transient response of sandwich plate to rapidly applied in-plane compression
garding its in-plane stiffness, the level \( -N_{11} \) of the resulting edge load reaches higher values in the case of the model, where the transverse compressibility of the core is not considered compared to the present refined model including this effect. The lower in-plane stress levels in case of the refined model with transversely compressible core result in a delay in the development of the transient overall transverse deflection \( w_{mn}^{a} \) compared to the case of the standard incompressible plate model. Hence, the eigenfrequency of the overall vibration \( w_{mn}^{a}(t) \) decreases, if a face wrinkling instability with non-zero modal amplitude develops. Thus, in the case of dynamic buckling, the standard sandwich plate models under the assumption of a transversely incompressible core might underestimate the natural frequency of the structure under the additional application of additional tangential loads or deflections.

Regarding the extremely high loading rate with \( \tau_{\text{load}} = 2 \text{ ms} \) (see Figs. 2b, d, f and g), the observations are qualitatively similar as in case of the moderately high loading rate. Nevertheless, due to the higher loading rate, an overall vibration \( w_{mn}^{a}(t) \) with larger amplitudes develops. Notice that in both cases, the oscillations are nonlinear and thus are not of the sinusoidal type.

B. Cylindrical sandwich shell under rapidly applied axial load

As a second example, the transient dynamic response of a cylindrical sandwich shell under rapidly applied axial compression is considered. The face sheets are assumed to consist of aluminum with \( E^s = 70 \text{ GPa}, \nu^s = 0.3, \rho^s = 3700 \text{ kg/m}^3 \) and a thickness of \( t = 1 \text{ mm} \). The core consists of a low density material with \( E^c = 0.7 \text{ GPa}, \nu^c = 0.3, \rho^c = 37 \text{ kg/m}^3 \) and a thickness of \( t^c = 18 \text{ mm} \). The panel is curved within the \( x_2-x_3 \)-plane with \( r_3 = 1000 \text{ mm} \) and has a square projection with \( l_1 = l_2 = 500 \text{ mm} \). The \( x_1 \)-parallel edges are assumed to be immovable with respect to the \( x_2 \)-direction. The prescribed load on the edge at \( x_1 = 500 \text{ mm} \) is increased linearly from zero level to \( \bar{N}_{11} = -2500 \text{ N/mm} \) during the time interval \( t \in [0, 5 \text{ ms}] \). A buckling mode with \( m = n = q = 1 \) and \( q = 55 \) is assumed, which involves the lowest amount of strain energy in the corresponding static buckling problem. For the face wrinkling instability, a geometric imperfection with \( w_{pq}^{a} = 0.001 \text{ mm} \) is assumed whereas two different geometric imperfections with \( w_{mn}^{a} = 9.4 \text{ mm} \) and 9.5 mm respectively are considered for the overall buckling mode. The geometry with the first overall imperfection features a smooth behavior in corresponding static buckling problem in the vicinity of the bifurcation load whereas geometry with the latter global imperfection features a distinct snap through jump.

The results are presented in Fig. 3 where the subfigures in the first column (Figs. 3a, 3c, 3e and 3g) belong to the geometry with the smaller geometric imperfection whereas the subfigures in the second column (Figs. 3b, 3d, 3f and 3h) belong to the geometry with the slightly larger overall imperfection. In both cases, the structures remain stable during the first 1.4 ms of the loading history until the applied edge load reaches the critical load for the face wrinkling instability. Subsequently, a face wrinkling mode with oscillating modal amplitude \( w_{mn}^{a} \) develops. The buckling load for development of an overall instability mode is reached at \( t \approx 2 \text{ ms} \). From this point onwards, distinct differences between the results based on the present transversely compressible sandwich model and the results based on the classical sandwich model assuming a transversely incompressible core are observed. In case of the geometry with the lower geometric imperfection \( (w_{mn}^{a} = 9.4 \text{ mm}), \) see Fig. 3a), the consideration of the transverse compressibility of the core results in the development of a snap-through jump with a positive transverse deflection \( w_{mn}^{a} \) which is not observed, if as in the classical approaches - the simplified transversely incompressible model is used for the analysis. Furthermore, the development of a face wrinkling instability due to the transverse compressibility of the core results in an additional end shortening of the compressed sandwich structure and thus an increased compressive deflection \( -u_{1}^{a} \) compared to the classical approach (see Fig. 3g). In case of the resulting edge load \( N_{22}^{s} \) perpendicular to the loading direction (see Fig. 3e), the development of a face wrinkling instability results in an increase of the stiffness and thus in an increase in the level \( N_{22}^{c} \) of the compressive edge load at the time when the face wrinkling instability starts to develop. In the subsequent vibration, the model with the transversely compressible core features an increased amplitude of the resulting edge load \( N_{22}^{c} \) compared to the classical approach. Even the peak values in the tensile (positive) range are increased. Thus, the classical sandwich shell models under the assumption of transversely incompressible cores might underestimate the resulting stresses.

For the geometry with the slightly larger initial geometric imperfection \( (w_{mn}^{a} = 9.5 \text{ mm}, \) see Figs. 3b, d, f and h), the effect of the transverse core compressibility is not as severe as in the previous case since - in contrast to the previous example - no transition from a structural response without a snap-through jump to a response with a snap-through jump occurs. Nevertheless, even in this example, the consideration of
Figure 3. Transient response of cylindrical sandwich shell to rapidly applied axial compression
the core compressibility results in a distinct increase in the resulting deflection \( u_1 \) of the loaded edge (see Fig. 3h). Furthermore, both, the frequency and the phase angle of the resulting vibration are affected.

V. Conclusions

Objective of the present study is the analysis of the effect of the transverse compressibility of weak sandwich cores on the structural response of sandwich plates and shells under transient loading conditions. The analysis is based on an enhanced sandwich shell model using a higher-order power-series expansion for the core displacements, which accounts for the geometrical nonlinearity in the v. Kármán sense. Consistent equations of motion and boundary conditions are derived by means of Hamilton's principle. For the special case of simply supported sandwich plates and shells with square projection, an analytical solution is derived using an extended Galerkin procedure with a double sine representation of the transverse displacements in a postbuckling state. The transient problem is solved numerically by means of a variable step Runge-Kutta scheme of the fourth order.

The enhanced sandwich shell model is applied to the dynamic buckling and postbuckling analysis of plane and cylindrical sandwich panels under rapidly applied edge loads. In both cases it is observed that the transverse compressibility of the core layer can have distinct effects even on the global response of soft-core sandwich structures. Depending on the loading conditions, the development of the local face wrinkling instability mode, which is suppressed in the classical sandwich models due to the assumption of an incompressible core, might result in an increased amplitude of the free vibration following after the rapid loading process. In general, increased amplitudes will result in increased resulting local stresses. Thus, the neglect of the transverse compressibility of the core layer in the classical sandwich plate and shell models can result in an underestimation of the resulting stresses.

Furthermore, the development of a face wrinkling mode affects the eigenfrequency of the free vibration following after the loading process. Due to the geometrically nonlinear nature of buckling phenomena, the resulting local and overall vibrations can exchange energy. Due to this feature, a chaotic vibration with unpredictable model amplitudes for the individual degrees of freedom - especially for the face wrinkling mode - is encountered. Therefore, the integrity assessment of sandwich structures under dynamic buckling conditions might be a crucial problem.
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Plastic Thermal Buckling of Uniformly Heated Rectangular Plates with Temperature-Dependent Material Properties

by Robert M. Jones*

Virginia Tech, Blacksburg, Virginia 24061-0219

Geometrically perfect plates that are restrained from in-plane expansion when slowly and uniformly heated throughout their volume generally develop compressive stresses and then buckle at a specific temperature. However, the temperature at which buckling occurs can be high enough to render inapplicable the room-temperature material properties that are typically used to calculate the buckling temperature. Moreover, the stresses generated in the plate can exceed the yield stress of the material thus exciting nonlinear stress-strain behavior. Finally, the nonlinear stress-strain behavior of the material varies significantly with temperature, as does the thermal expansion behavior. These temperature- and stress-dependent material properties are taken into account in the calculation of the plastic thermal buckling temperature of simply supported rectangular plates that cannot expand in their plane in one direction. Shanley's concept of no strain reversal during buckling and the J2 deformation theory of plasticity are employed along with a variable Poisson's ratio after yielding of the material. The highly nonlinear stress-strain behavior characteristic of aluminum alloys is represented with the Nadai-Jones stress-strain curve model and interpolated at temperatures needed that are intermediate to the necessarily discrete temperatures at which measured data stress-strain curves are available. Finally, the two-level transcendental buckling problem in temperature and position on the stress-strain curve is solved by the equivalent mechanical load concept with an interval-halving technique. Examples of thermal buckling of uniaxially in-plane restrained 7075-T6 aluminum plates with thermophysical properties ranging from room temperature to 600°F (316°C) are used to illustrate the theory. The effect of temperature-dependent material properties on thermal buckling of uniformly heated plates is readily apparent and can be quite strong. Thus, in a robust thermal environment, the actual mechanical behavior of a material with temperature must be considered when evaluating structural behavior.

Tribute

To the memory of Dr. James H. Starnes, Jr. who was long associated with NASA Langley Research Center. He informed, inspired, motivated, and led by example two generations of engineers and scientists in the pursuit of buckling problems in particular and aerospace structural mechanics problems in general.

1. Introduction

The advent of supersonic aircraft, missiles, and reentry vehicles in the mid-1900s quite naturally led to heating of the portions of their structures exposed to high-speed air flow. That structural heating can cause thermal buckling of various structural elements such as bars, plates, and shells as noted by Hoff1. The history of the development of theories for plastic thermal buckling of plates is irretrievably linked to, and based on, concepts developed for plastic thermal buckling of bars. The inherently two-dimensional nature of heated, plastically deforming plates, as contrasted with the one-dimensional nature of bars, leads to far more involved equations the solution of which is much less obvious than for bars. Bryan2 was the first to solve the elastic plate buckling problem, and his solution can be extended to the elastic portion of the present thermal buckling problem by use of the equivalent mechanical load concept described by Jones3. Thermal buckling of uniformly heated plates results are shown in abbreviated form for square plates by Parkes4 and for rectangular plates by Boley and Weiner5. The time-dependent form of thermal buckling, i.e., buckling of a structural element under a constant load after some lapse of time, is called creep buckling (creep is the deformation of a material under constant stress with time during which the material properties decrease). The time to creep buckling depends strongly on temperature level and generally decreases rapidly with increasing temperature. Creep buckling was measured for 7075-T6 aluminum bars under temperatures ranging from room temperature to 600°F (316°C) by Mathauser and Brooks6. They made creep buckling lifetime predictions with Libove’s theory7 and found good correlation with their experimental results even without consideration of initial geometric imperfections. The time-independent form of buckling under thermal loading is simply called thermal buckling.
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Bert addressed dependence of the thermal expansion coefficient on the stress level for thermal buckling of plates. He found that a relatively small decrease in modulus [10% in 180°F (100°C)] for a thin steel plate leads to a disproportionately larger decrease in buckling temperature (23%, i.e., about a factor of two) when the associated change in thermal expansion coefficient is considered. Hilton used linear elastic temperature-dependent material properties to analyze thermal stresses in bodies. Many thermal buckling analyses have been performed with room-temperature material properties (both stress-strain behavior and thermal expansion characteristics). However, the buckling temperatures predicted are often well above room temperature, and the buckling stresses are often well above yielding even when temperature-dependent (but elastic) properties are considered.

The classical elastic bar buckling problem solved by Euler was properly extended to plastic buckling by Shanley in 1947 after nearly a century of lively controversy over the modulus to be used. Shanley argued that the tangent modulus (abbreviated as $E_{\text{tan}}$) of the nonlinear stress-strain curve must be used instead of previous arguments in favor of some form of reduced modulus such as that forwarded by von Kármán. The reduced modulus is approximately an average of the tangent and Young's moduli. Shanley's approach brought theory into agreement with experiment in a logical manner so that even von Kármán agreed nearly forty years after his own proposed approach.

Shanley's contribution to, or clarification of, plastic buckling is often thought of as stating that $E_{\text{tan}}$ is to be used as $E$ in $\pi^2E_{\text{tan}}L^2/I$ for the bar buckling load instead of von Kármán's $E_{\text{reduced}}$. Actually, the reason for the use of $E_{\text{tan}}$ is Shanley's real contribution, namely that no 'strain reversal' occurs at the instant of plastic buckling. That is, the strains in the bar continue to increase upon buckling and do not decrease on the side of the bar that changes from straight to having convex curvature. Thus, there is no unloading of any part of the bar which would lead to an elastic unloading modulus, $E$, combined with a plastic loading modulus, $E_{\text{tan}}$, as in the reduced modulus theory proposed by von Kármán. Shanley's justification for the 'no strain reversal' concept was that initial geometric imperfections probably exist in every actual bar and cause slight bending of the bar prior to buckling resulting in continuous loading and never any unloading that would certainly occur if the bar were perfectly straight. All previous theories had the premise that the bar was perfectly straight and therefore had to have unloading on one side of the bar at the instant of buckling, hence 'strain reversal'.

The logical extension of the 'no strain reversal' plastic buckling concept for bars to plates and shells involves only the plastic moduli of loading, $E_{\text{tan}}$ and $E_{\text{secant}}$ (hereafter abbreviated as $E_{\text{sec}}$), and never the modulus of unloading, namely $E$. For the two-dimensional stress states of plates and shells, that concept 'translates' as variations in stresses are accompanied by moduli and variations in moduli that include both $E_{\text{tan}}$ and $E_{\text{sec}}$ (but of course not $E$). However, reduction of the biaxial stress state to a uniaxial stress state leads to the sole modulus $E_{\text{tan}}$. Shanley's fundamental approach to plastic buckling of 'no strain reversal' was extended to plates by Stowell and to stiffened plates and shells by Gerard and Jones. Various plasticity formulations have been used, although the $J_2$ deformation theory (also called maximum octahedral shear stress theory, maximum energy of distortion theory, etc.) is utilized in spite of the fact that an incremental theory is probably more valid for general loading histories. Cogent reasons, however, are given by Budiansky as to why a deformation theory cannot be summarily rejected in favor of incremental theory for problems involving other than proportional loading. Moreover, Hutchinson thoroughly discusses the merits and deficiencies of both flow theory and deformation theory for bifurcation buckling and concludes that deformation theory predictions are always closer to experimental results than flow theory predictions. Deformation theory buckling predictions agree with measured response even at high temperatures as shown for bars by Jones. That flow theory always gives predicted buckling loads well above measured buckling loads has frustrated proponents of flow theory in their search for the perfect plasticity theory. That deformation theory gives good agreement with experimental results is further frustration and even irritation. However, the clear indication is that deformation theory is more suitable for predicting plastic buckling loads than flow theory, so we will confine our attention to deformation theory. Along with the $J_2$ deformation theory, a Poisson's ratio is used that varies continuously from the elastic value during elastic behavior to the plastic value in the fully plastic flow state in accordance with Gerard and Wildhorn's results. The nonlinear stress-strain behavior of aluminum alloys has been represented with several stress-strain curve models, including the Ramburg-Osgood model and the Nadai model. For the highly nonlinear stress-strain behavior with two distinctly different regions of behavior characteristic of aluminum alloys at high temperatures, the recent extension of the Nadai model by Jones is required.

The objective of this paper is to analyze thermal buckling of simply supported rectangular plates with due consideration of temperature-dependent nonlinear stress-strain behavior and thermal expansion characteristics as an extension of Jones' work on bars. The plates are regarded as 'perfect', i.e., without...
any geometric or material imperfections. Thermal loading is restricted to slow, uniform heating throughout the volume of the in-plane-restrained plate. Although creep buckling is possible at elevated temperatures, that behavior is not treated in this paper. The plates are restrained from in-plane free thermal expansion in one direction, so they develop stresses that can exceed the yield stress. Moreover, the temperatures that cause buckling can be far in excess of room temperature, so the room-temperature material properties that are typically used are no longer valid. Thus, elevated-temperature nonlinear stress-strain behavior and thermal expansion behavior must be considered. The plates are uniaxially restrained in their plane as in Figure 1, and a schematic illustration of the specific manner of achieving in-plane restraint is shown using Almroth's notation23 for the four possible types of simply supported edges, i.e., edges with no rotational restraint and zero deflection transverse to the plate surface, but with four types of in-plane support conditions. The equilibrium boundary conditions that all can be called simply supported edges are shown in Figure 2. Analogous buckling boundary conditions are obtained by putting the variational symbol, $\delta$, in front of each equilibrium boundary condition in Figure 2, e.g., $w = 0$ goes to $\delta w = 0$. The objective is achieved in the steps described in the following paragraphs.

In the second section, the equivalent mechanical load concept3 is used to find the thermal buckling temperature for a statically indeterminate restrained structural element such as a bar or plate. With that concept, the thermal restraining force is identified and then equated to the mechanical force that causes buckling in order to find the buckling temperature. The thermal restraining force can be found by application of the boundary conditions on the restrained plate or by equating the deformations of the free-thermal-expansion problem to the deformations of the thermal-restraining-force-caused-contraction problem. Both problems can be linear or nonlinear, but must satisfy the fundamental deformation conditions associated with the actual plate restraint. The temperature is increased until the thermal-restraining force reaches the mechanical buckling load. That buckling load is determined from the mechanical buckling load of a uniaxially loaded plate with temperature-dependent nonlinear material properties. Next, the variation with temperature of thermal expansion is used to assess the thermal restraining forces and hence the temperature that causes buckling. The plastic plate buckling problem for both temperature-independent and temperature-dependent material properties leads to a transcendental equation, i.e., the unknown buckling temperature and buckling stress is a function of nonlinear material properties that are themselves dependent on the buckling temperature and buckling stress.

The third section of this paper is a description of the strategy for solving the transcendental equation resulting from equating the two deformations by searching for the self-consistent combination of temperature and position on the nonlinear stress-strain curve for that temperature. Those two elements are brought together in a two-level transcendental search procedure with an interval-halving technique. Solution of the two-level transcendental equations involves searching for the buckling temperature and buckling stress at which the material properties are consistent with the temperature and stress. Thus, a solution strategy is developed for how to treat the stress-strain curve nonlinearities simultaneously with the temperature-dependent material properties to find the thermal buckling load in a computerized search procedure for the two-level transcendental equation. The temperature- and stress-dependent search procedure is an extension of Jones' nonlinear stress-strain behavior search procedure24.

The objective of the fourth section is to represent the highly nonlinear stress-strain behavior in equation form at each temperature for which stress-strain curves are available by use of the Nadai-Jones stress-strain curve model. Those models for a set of stress-strain curves at various measured temper-
atures are then interpolated in the search procedure at temperatures intermediate to the known measured stress-strain curves. Accordingly, the Nadai stress-strain curve equation concept has been extended to a new form to be able to represent measured stress-strain behavior at higher stress levels than possible with the Nadai equation and at various temperatures, including the ability to realistically interpolate between stress-strain curves at different temperatures. The resulting Nadai-Jones model and a single level of the numerical search procedure has been validated by calculating buckling stresses for static mechanical loading of bars at constant elevated temperatures (see Jones\textsuperscript{19}). Those predicted mechanical buckling stresses are in very good agreement with Mathauser and Brooks’ experimental results\textsuperscript{6} for uniformly heated, 7075-T6 aluminum pinned-end bars at 300°F (149°C), 400°F (204°C), 500°F (260°C), and 600°F (316°C), an essential prerequisite to any procedure to treat plastic thermal buckling.

Finally, in the fifth section, to illustrate the two-level numerical search procedure, numerical examples of thermal buckling temperatures and stresses are calculated for uniformly heated uniaxially restrained simply supported rectangular plates made of 7075-T6 aluminum with measured thermophysical properties ranging from room temperature to 600°F (316°C). Those results are studied to determine the reductions in buckling temperatures caused by plastic effects as well as the reductions caused by temperature-dependent material properties including variable thermal expansion with temperature.

2. Analysis

This section has three steps: (1) elastic thermal buckling, (2) plastic thermal buckling, and (3) plastic thermal buckling with temperature-dependent material properties. The difficulties encountered in each successive step are clarified on the way to the most difficult formulation. The key factor for development of restraining thermal forces is the boundary conditions on each of the four edges including the in-plane restraint provided in addition to the obvious influence of the edge rotational restraint for a clamped-edge plate or lack thereof for a simply supported plate.

The equivalent mechanical load concept\textsuperscript{3} is the process of identifying the thermal restraining force caused by the thermal load acting on the structural element and then equating that thermal restraining force to the mechanical force that causes buckling in order to determine the buckling temperature. That is, the thermal restraining force is the equivalent mechanical load. The thermal restraining force can be identified (1) by superimposing deformation conditions to ensure that the deformation caused by the free thermal expansion is equal to the deformation (contraction) caused by the thermal restraining force or (2) by applying the boundary conditions prior to buckling. The force can be the force, \( P \), in a bar or the force per unit width, \( N_x \), in a plate or shell. To illustrate the concept of required compatibility between the deformation caused by the free thermal expansion and the deformation caused by the thermal restraining force, consider a perfectly straight, axially loaded, simply supported bar, i.e., pinned at each end, as in Figure 3. If the bar is restrained from thermal growth in the axial direction while being heated uniformly (still pinned at each end, but the pins cannot move in the axial direction of the bar as in Figure 3a), then the problem can be thought of as the superposition of two problems: (1) the free thermal expansion problem and (2) the thermal restraining force problem. We first allow free thermal expansion of the bar in Figure 3b and then push the bar back to its original position with the thermal restraining force in Figure 3c so that no net movement occurs. Thus, the free thermal expansion, \( \Delta_{\text{FTE}} \), must be precisely equal to the thermal restraining force compression, \( \Delta_{\text{TRF}} \), i.e., we must satisfy the fundamental deformation condition

\[
\Delta_{\text{FTE}} = \Delta_{\text{TRF}}
\]

The free thermal expansion of a bar that is both unrestrained and uniformly heated is

\[
\Delta_{\text{FTE}} = \alpha \Delta T L
\]

in which \( \alpha \) is the (constant) coefficient of thermal expansion and \( \Delta T \) is the temperature change from the initially unstressed and unrestrained state. The axial compression of a bar loaded with a thermal restraining force, \( P \), is

\[
\Delta_{\text{TRF}} = \frac{PL}{AE}
\]
in which \( L \) is the bar length, \( A \) is the cross-sectional area of the bar, and \( E \) is the elastic modulus of the bar material. Then, because of the deformation condition in Equation (1), along with the deformations in Equations (2) and (3), the compressive thermal restraining force has magnitude

\[
P_{\text{restraining}} = E \alpha \Delta T A \tag{4}
\]

For an elastic bar, the thermal buckling load, \( \Delta T \), occurs when the thermal restraining force grows to equal the classical Euler buckling load\(^\text{10}\):

\[
P = \frac{\pi^2}{2} \frac{EI}{L^2} \tag{5}
\]

in which the buckling load is denoted by \( P \) with an overbar and \( I \) is the second moment of the bar cross-sectional area) if the bar is elastic which is usually true if the bar is slender enough. Thus, upon equating the loads in Equations (4) and (5), the thermal buckling load, \( \Delta T \), is

\[
\Delta T = \frac{1}{E \alpha A} \pi^2 \frac{1}{\pi} \frac{1}{r} \frac{1}{(L/r)^2} \tag{6}
\]

after substitution of the radius of gyration, \( r \), for \( \sqrt{I/A} \). We observe from Equation (6) that elastic thermal buckling is independent of the bar material’s modulus of elasticity, \( E \), a fact that is somewhat misleading when we later consider inelastic material behavior. Moreover, the bar result depends on the single geometric parameter of the slenderness ratio, \( L/r \). The equivalent mechanical load concept will now be described for buckling of a simply supported plate under in-plane restraint in the x-direction in Figure 1.

### 2.1 Elastic Thermal Buckling

Consider a rectangular plate that is simply supported on all four edges, but in different manners as in Figure 1. There, restraint of in-plane movement exists only in the x-direction with S3 boundary conditions on edges \( x = 0 \) and \( x = a \). Thus, a compressive thermal force is developed in the x-direction when heat is applied. However, the plate is supported with S2 boundary conditions on edges \( y = 0 \) and \( y = b \). Thus, the plate is free to move in the y-direction on all four edges. No mechanical force, \( N_x \), can be applied (unless by deformation-type loading followed by heating) nor can any thermal force develop in the y-direction from heating. Although \( N_y \) appears in the equation for \( N_{xy} \), no force can develop in the y-direction. Also, \( N_{xy} \) does not exist. Another, perhaps more direct, yet incomplete, manner of perceiving the in-plane plate support conditions is depicted in Figure 4 where the permissible in-plane movements are shown (and will be used in figures to remind the reader of the present boundary conditions). Thus, \( \Delta T \) causes force but no displacement in the x-direction and displacement but no force in the y-direction. A plate with fixed edges C3 and C2 on the respective sides has the same in-plane movement as the present simply supported plate and, thus, the same prebuckling force distributions, but a higher \( \Delta T \) at buckling because of the rotational restraint.

First, find the linear prebuckling (equilibrium) force state. The force-strain and force-displacement relations are

\[
N_x = A(\varepsilon_x + \nu \varepsilon_y) - N_T = A(u_x + \nu u_y) - N_T
\]

\[
N_y = A(\varepsilon_y + \nu \varepsilon_x) - N_T = A(v_x + \nu v_y) - N_T
\]

in which \( N_x \) and \( N_y \) are positive in tension and

\[
N_T = \frac{E}{1 - \nu} \int_0^h \alpha \Delta T \, dz = \frac{E}{1 - \nu} \alpha \Delta T \ t
\]

for the case of a uniform temperature change through the plate thickness (positive \( \Delta T \) for heating leading to compressive \( N_x \) and \( N_y \)). Moreover, \( \Delta T \) and hence \( N_T \) are constant over the plate area. The boundary conditions are \( u = 0 \) at \( x = 0 \) and \( x = a \), as well as for all \( x \) (and \( y \)), in addition to \( v = 0 \) at \( y = 0 \), but \( v \) is unrestrained (and a function of \( \Delta T \)) at \( y = b \). Thus, \( N_y = 0 \) at \( y = 0 \) and \( y = b \). Then, the force-strain relations become

\[
N_x = A(\varepsilon_x + \nu \varepsilon_y) - N_T
\]

\[
0 = A(\varepsilon_y + \nu \varepsilon_x) - N_T
\]

so that, from Equation (10),
Thus, with substitution of Equation (8) in Equation (9), the prebuckling in-plane forces are

\[ N_x = A \nu \frac{N_T}{A} - (1 - \nu) N_T = - E \alpha \Delta T \]

so the condition of zero force in the y-direction coexists with a compressive force for a positive \( \Delta T \) (heating) in the x-direction plus no displacement in the x-direction and some expansion in the y-direction. Note that \( N_y \) is reduced by the factor \( 1 - \nu \) from the nominal thermal force \( N_T \).

For a constant uniaxial mechanical prebuckling load throughout the plate, the buckling load is the well-known solution of Bryan\(^2\):

\[ N_x = \frac{E t^3}{12(1 - \nu^2)} \frac{\pi^2}{b^2} \left[ m \frac{b}{a} + \frac{1}{m} \frac{a}{b} \right]^2 \]  

in which the plate buckling load is denoted by \( N_x \) with an overbar, \( m \) is the number of buckle half-sine waves in the x-direction, and the plate always buckles with only one half-sine wave in the y-direction. By the equivalent mechanical load concept, we merely identify the thermal prebuckling force from Equation (12) that is in the same form as the mechanical prebuckling force, i.e., constant throughout the plate, of magnitude

\[ \bar{N}_x = E \alpha t \Delta T \]  

which is positive in compression. Thus, upon substitution of the prebuckling thermal force, Equation (14), in the buckling equation, Equation (13), we find the thermal buckling change in temperature:

\[ \Delta T = \frac{\pi^2}{12} \frac{1}{\alpha} \frac{1}{(1 - \nu^2)} \frac{1}{(b/t)^2} \left[ m \frac{b}{a} + \frac{1}{m} \frac{a}{b} \right]^2 \]  

which can be rearranged to read

\[ k_T = \frac{12 \pi^2}{\alpha} \Delta T \left[ \frac{b}{t} \right]^2 \left[ m \frac{b}{a} + \frac{1}{m} \frac{a}{b} \right]^2 \]  

We observe from Equation (15) that elastic thermal buckling is independent of the plate material's modulus of elasticity, \( E \), a fact that is somewhat misleading when we later consider inelastic material behavior. However, elastic thermal buckling in Equation (15) does depend on the Poisson's ratio. These results are shown in abbreviated form for square plates by Parkes\(^4\) and for rectangular plates by Boley and Weiner\(^5\). The results for Equation (16) are plotted in Figure 5 as a function of the plate aspect ratio, \( a/b \). Obviously, from the left-hand side of Equation (16), the higher the coefficient of thermal expansion for a material, the lower the change in temperature to cause thermal buckling. Also, as the plate gets thinner, the thermal buckling load decreases. These conclusions are in agreement with our intuition. Figure 5 is identical to the standard mechanical buckling load result for \( \bar{N}_x \) in Figure 9-2 on page 353 of Timoshenko and Gere\(^25\) if \( k = \bar{N}_x b^2/\pi^2 D \) is replaced by \( k_T \). That is, the same festooned curves exist for various values of \( m \). The lower limit of both behaviors is \( k_T = 4 \) and \( k = 4 \) at integer values of \( a/b \). Both \( k_T = 4 \) and \( k = 4 \) are reasonable lower bounds to use for \( a/b > 1 \) in design situations.
The ordinate of Figure 5 [the left side of Equation (16)], \( k_T \), is four [from the right-hand side of Equation (16)] when the plate aspect ratio, \( a/b \), is any integer (including infinity) and \( m = a/b \). As a numerical example, we solve for \( \Delta T \) from Equation (16) for integer \( a/b \) for a 6061-T6 aluminum plate with material properties \( E = 10 \times 10^6 \) psi (70 GPa), \( \alpha = 13.1 \times 10^{-6}/\text{°F} \) (23.6 \( \times 10^{-6}/\text{°C} \)), \( \nu_e = .32 \), and \( \sigma_y = 35 \times 10^3 \) psi (240 MPa) (note that \( \sigma_y \) is the yield stress of the material, not the stress in the \( y \)-direction). For these room-temperature material properties, we get

\[
\Delta T = \frac{4\pi^2}{12(1-\nu^2)} \frac{b^2}{E\alpha t^2} = 2.80 \times 10^5 \text{ °F} \ (1.55 \times 10^5 \text{ °C}) \tag{17}
\]

Nemeth’s results\(^{26}\) for infinitely long, laminated composite plates with thermal restraint only in the \( x \)-direction can be shown to reduce to this solution, i.e., Equation (17). The resulting variation of \( \Delta T \) with plate side-length-to-thickness ratio, \( b/t \), for integer \( a/b \) is shown in Figure 6. For \( b/t = 100 \), the \( \Delta T \) for buckling is 28.0°F (15.6°C). However, it is unlikely that a plate that thin would be truly flat before thermal loading, so the plate would probably have an imperfection that would mean the plate is bent prior to any heating. Thus, the plate would behave in a manner similar to a nonuniformly heated bar, i.e., the plate would immediately bend, bow, or curl with the imposition of any heat whatsoever. For \( b/t = 50 \), the \( \Delta T \) for buckling is 112°F (62°C). Finally, for \( b/t = 10 \), the \( \Delta T \) for buckling is 2800°F (1550°C). Such a thick plate would certainly require a very significant correction for the influence of material property degradation with elevated temperature and for the influence of extensive plastic deformation, not to mention the fact that the plate has long since melted with such a large \( \Delta T \) (so some correction must be made)!

The compressive stress in the \( x \)-direction corresponding to \( \Delta T \) is

\[
\sigma_x = -\frac{\Delta T}{t} \tag{18}
\]

at \( b/t = 32.4 \). Above this value of \( \Delta T \), the thermal buckling results must be modified to account for plastic deformation and to account for decreasing \( E \) with increasing temperature, not to mention changing \( \nu \) and \( \alpha \). Below \( \Delta T_y \), the elastic behavior is nearly valid. For example, for a plate with \( b/t = 60 \), \( \Delta T = 77.7°F \) (43.2°C). However, the buckling temperature changes of several hundred degrees below yielding are affected by material property variation with temperature as we will see in Section 5.

### 2.2 Plastic Thermal Buckling

Often buckling occurs above the yield stress, \( \sigma_y \), (proportional limit, i.e., limit of linear elastic behavior and the start of yielding) as distinguished from the offset yield stress, \( \sigma_{oy} \), located where the line at slope \( E \) from the plastic permanent set, \( \epsilon_{pwy} \), crosses the stress-strain curve in Figure 7. The offset yield stress has no physical significance whatsoever, but is often mistakenly called the yield stress. Actually, yielding occurs at \( \sigma_y \) which is well below \( \sigma_{oy} \). The secant modulus, \( E_{sec} \), to a generic point on the stress-strain curve is shown in Figure 7. At that point, the tangent modulus, \( E_{tan} \), is also identified. The following plate plastic buckling criterion can be adapted from the shell plastic buckling criterion in Jones\(^{15}\) or seen directly for plates in Jones\(^{3}\). Both are obtained using J\(_2\) deformation theory with no strain reversal for an elastic-plastic compressible material with Poisson’s ratio that varies continuously from the elastic value, \( \nu_e \), to the plastic value, 1/2. That is, Poisson’s ratio, \( \nu \), is a variable throughout the elasto-plastic range of stress from the end of elastic behavior at yielding through fully plastic behavior,

\[
\nu = \frac{1}{2} - \left( \frac{1}{2} - \nu_e \right) \frac{E_{sec}}{E} \tag{19}
\]

as shown by Gerard and Wildhorn\(^{20}\).
The basic premise of Jones’ derivation of the plate buckling criterion is that all stresses are varied from their prebuckling values with resulting expressions involving the moduli, $E_{\text{tan}}$ and $E_{\text{sec}}$. If his approach is applied to the uniaxial stress case of an axially loaded bar, the resulting stress variation is $\delta \sigma = E_{\text{tan}} \delta \varepsilon$, which is consistent with Shanley’s result in which no strain reversal occurs. In contrast, Ilyushin assumes that strain reversal occurs at buckling whereas Stowell assumes that no strain reversal occurs. Both use a constant Poisson’s ratio, $\nu = 1/2$, despite the fact that buckling occurs in the knee of the stress-strain curve well below the plastic flow condition for which $\nu = 1/2$.

For the plate buckling problem with uniaxial load, $N_x$, and hence $\sigma_x$, the variations in biaxial stresses during buckling from a uniaxial stress state involving $\sigma_x$ are

\[
\begin{align*}
\delta \sigma_x &= \frac{E_{\text{sec}}}{1 - \nu^2} (K_{11} \delta \varepsilon_x + \nu K_{12} \delta \varepsilon_y) \\
\delta \sigma_y &= \frac{E_{\text{sec}}}{1 - \nu^2} (\nu K_{12} \delta \varepsilon_x + K_{22} \delta \varepsilon_y) \\
\delta \tau_{xy} &= \frac{E_{\text{sec}}}{1 - \nu^2} K_{33} \delta \gamma_{xy}
\end{align*}
\]

in which the uniaxial stress state

\[
\begin{align*}
K_{11} &= 1 - \frac{(2 - \nu)^2}{4(1 - \nu^2)H} \left[ 1 - \frac{E_{\text{tan}}}{E_{\text{sec}}} \right] \\
K_{12} &= 1 + \frac{(1 - 2\nu)(2 - \nu)}{4\nu(1 - \nu^2)H} \left[ 1 - \frac{E_{\text{tan}}}{E_{\text{sec}}} \right] \\
K_{22} &= 1 - \frac{(1 - 2\nu)^2}{4(1 - \nu^2)H} \left[ 1 - \frac{E_{\text{tan}}}{E_{\text{sec}}} \right] \\
K_{33} &= (1 - \nu)/2
\end{align*}
\]

Thus, the plate variations in stresses during buckling in Equation (20) involve only the loading plastic moduli, $E_{\text{tan}}$ and $E_{\text{sec}}$. Moreover, those relations are quite a bit more complicated than the bar relation, $\delta \sigma = E_{\text{tan}} \delta \varepsilon$, and less obviously the plate analog of the bar relation.

For uniaxial loading $N_x$ only, the lowest buckling load always occurs for $n = 1$, so the plate plastic buckling criterion derived by Jones reduces to

\[
\bar{N}_x = \pi^2 \frac{E_{\text{sec}}}{b^2} \frac{1}{12(1 - \nu^2)} \left[ K_{11} m^2 (b/a)^2 + 2(\nu K_{12} + 2K_{33}) + 2 \frac{1}{m} (a/b)^2 \right]
\]

in which

\[
H = 1 + \frac{(1 - 2\nu)^2}{4(1 - \nu^2)} \left[ 1 - \frac{E_{\text{tan}}}{E_{\text{sec}}} \right]
\]

The $K_{ij}$ are plasticity coefficients, Equation (21), on the plate bending stiffnesses, $D_{ij} = K_{ij}D$, in which $D = E_{\text{sec}}/12(1 - \nu^2)$ (no longer the same as for isotropic materials because $K_{11} \neq K_{22} \neq 1$ and $K_{12} \neq 1$ thereby effectively creating an orthotropic material when plastic deformation occurs). The $K_{ij}$ on the right-hand side of Equation (23) are a function of the buckling load on the left-hand side, so Equation (23) is a transcendental relationship that must be solved by trial and error or by searching in a logical manner for the plastic buckling load. Because of the many parameters involved, the need to examine a large range of buckling modes (values of $m$) to find the mode for the lowest buckling load, and the search procedure for the transcendental equation, a computer is essential for practical numerical work (see Jones). The solution represented by Equation (23) reduces to Stowell’s plastic plate buckling solution if $\nu = 1/2$ and to the classical Euler load for elastic plates by Bryan.

For the thermal buckling problem, the fundamental deformation condition, $\Delta_{\text{FTE}} = \Delta_{\text{TRF}}$ in Equation (1) is valid irrespective of any material nonlinearities. Superposition of the two loading conditions is not the addition of two linear problems to achieve the solution to a third linear problem, but the addition of two physically nonlinear deformation events to achieve their result, namely a plate that does not expand against the restraints when heated. That is, we are not restricted by linearity, but can address both as-
pects of the overall problem, free thermal expansion and plate compression, as independent linear or nonlinear problems. The free thermal expansion of the plate with uniaxial restraint in the x-direction in Figure 1 is

\[ \Delta_{FTE} = \alpha \Delta T \ a \] (24)

if \( \alpha \) is constant over the change in temperature, \( \Delta T \), as well as throughout the plate volume. The axial compression of the plate caused by the thermal restraining force is

\[ \Delta_{TRFx} = \varepsilon \ a \] (25)

but from Figure 7, the strain to any generic point on the stress-strain curve is \( \varepsilon = \sigma / E_{sec} \) and the stress is \( \sigma_x = P / A = N_x b / t = N_x / t \), so

\[ \Delta_{TRFx} = \frac{N_x}{t E_{sec}(\sigma)} \] (26)

Upon application of the fundamental deformation condition in Equation (1), \( \Delta_{FTE} = \Delta_{TRFx} \),

\[ \Delta_{FTE} = \alpha \Delta T \ a = \Delta_{TRF} = \frac{N_x a}{t E_{sec}(\sigma)} \] (27)

Thus, when the thermal stress exceeds the yield stress, the thermal restraining force is

\[ N_{restraining_x} = E_{sec}(\sigma) \ \alpha \ \Delta T \ t \] (28)

Plastic thermal buckling occurs when the thermal restraining force, \( N_{restraining} \), in Equation (28) grows to equal the plastic buckling load, \( N_{x} \) in Equation (23), i.e.,

\[ E_{sec}(\sigma) \ \alpha \ \Delta T \ t = \frac{\pi^2}{b^2} \ \frac{E_{sec}^3}{12(1-\nu^2)} \left[ K_{11} \ m^2 (b/a)^2 + 2(\nu K_{12} + 2K_{33}) + K_{22} \ \frac{1}{m^2} (a/b)^2 \right] \] (29)

Thus, the resulting plastic thermal buckling temperature change, \( \Delta T \), is

\[ \Delta T = \frac{\pi^2}{12(1-\nu^2)} \ \frac{1}{\alpha} \ \left[ \frac{1}{b} \right]^2 \ K_{11} \ m^2 (b/a)^2 + 2(\nu K_{12} + 2K_{33}) + K_{22} \ \frac{1}{m^2} (a/b)^2 \] (30)

for \( \alpha \) constant over the range \( \Delta T \) and throughout the plate volume. This thermal plastic buckling temperature change, unlike the elastic thermal buckling temperature change, obviously depends on the stress-dependent moduli of the stress-strain curve through the coefficients \( K_i \) (which depend on the ratio \( E_{tan}/E_{sec} \) and both the elastic and plastic buckling temperature changes depend on the variable Poisson’s ratio). Thus, the problem is transcendental as is any plastic buckling problem, namely the buckling temperature change depends on the material properties which, in turn, depend on the load, and hence the temperature. In fact, we cannot solve Equation (30) directly. We must first calculate the plastic buckling load of a plate from Equation (23), finding \( E_{tan} \) and \( E_{sec} \) in the process. Then, we solve for \( \Delta T \) from Equation (30) because we know \( E_{sec} \) from the work in solving Equation (23). The solution to Equation (30) is the temperature and stress level at which \( E_{sec}(\sigma) \) and \( E_{tan}(\sigma) \) have consistent (identical) values of \( \sigma = \sigma_\text{final} \) at room temperature or some constant elevated temperature.

2.3 Plastic Thermal Buckling with Temperature-Dependent Material Properties

The major difficulty with the thermal buckling problem is that not only are the nonlinear stress-strain curve properties a function of stress level, but they are also a fairly strong function of temperature over the usual range of \( \Delta T \) values encountered. In addition, the coefficient of thermal expansion is a function of temperature, and that fact causes a pronounced change in the calculation of \( \Delta_{FTE} \), i.e.,

\[ \Delta_{FTE} = \begin{cases} \alpha \ \Delta T \ a, & \text{if } \alpha \text{ is constant} \\ \int_\alpha \ \Delta T \ a, & \text{if } \alpha \text{ varies with } T \end{cases} \] (31)
Thus, the plastic thermal buckling temperature change is not merely Equation (30) with temperature dependence and stress-level dependence of nearly every variable therein, but some more complicated form. The plate plastic buckling load depends only on the nonlinear stress-strain curve properties at the buckling temperature, i.e., the *instantaneous material properties*. In contrast, $\Delta_{FTE}$ depends on the manner in which the coefficient of thermal expansion varies throughout the entire range of $\Delta T$ from the reference stress-free temperature up through the buckling temperature, i.e., the *cumulative behavior* of $\alpha$. That cumulative behavior is best expressed in terms of the manner in which the thermal expansion characteristics are actually measured for a material. The fundamental measurement of thermal expansion of a material is to heat a bar of original length, $L_o$ (measured at room temperature) and determine its change in length, $\Delta L$. Thus, the *free thermal expansion* of the sample bar is $\Delta L$, and the *free thermal strain* is $\Delta L/L_o$ (an engineering strain based on the original length) as shown for 7075-T6 aluminum in Figure 8 in which $\Delta L/L_o$ is in percentage form.

If $\Delta L/L_o$ increases linearly with increase in temperature, then at any temperature $T_{final}$,

$$\frac{\Delta L}{L_o}(T_{final}) = \alpha(T_{final} - T_{initial}) = \alpha\Delta T \quad (32)$$

in which the *coefficient of linear thermal expansion*, $\alpha$, is the (constant) slope of the (linear) $\Delta L/L_o$ versus temperature curve (the dashed $\alpha_{RT}\Delta T$ curve in Figure 8 in which $\alpha_{RT}$ is the room-temperature coefficient of thermal expansion). However, $\Delta L/L_o$ typically does not increase linearly with increase in temperature. Then, the local slope of the $\Delta L/L_o$ versus temperature curve is $\alpha$, the *instantaneous coefficient of thermal expansion*. For aluminum alloys, that curve is concave upward as the solid curve in Figure 8, so $\alpha$ increases with increase in temperature. However, we need not be concerned with the instantaneous $\alpha$ because curves and tables of $\Delta L/L_o$ at various temperatures as can be found in the TPRC Data Series$^{29}$ are information directly useful in a thermal buckling analysis. Then, $(\Delta L/L_o)L$ is precisely $\Delta_{FTE}$ of our plate in Equation (24). Those discrete tabular values are perfectly parallel to the nonlinear stress-strain behavior expressed as stress-strain curves at discrete temperatures.

We therefore recast the thermal buckling problem into one with (cumulative) free thermal expansion as a function of temperature. The free thermal expansion of a plate at any temperature is

$$\Delta_{FTE}(T) = \left[\frac{\Delta L}{L_o}(T)\right] \text{a} \quad (33)$$

The axial compression caused by the thermal restraining force for nonlinear stress-strain behavior is

$$\Delta_{TRF} = \frac{\alpha}{E_{sec}(T, \sigma)} \text{a} = \frac{N_{restraining}}{tE_{sec}(T, \sigma)} \quad (34)$$

Then, the fundamental deformation condition of $\Delta_{TRF} = \Delta_{FTE}$ leads to

$$\Delta_{TRF}(T) = \frac{N_{restraining}}{tE_{sec}(T, \sigma)} = \Delta_{FTE}(T) = \left[\frac{\Delta L}{L_o}(T)\right] \text{a} \quad (35)$$

so that

$$N_{restraining} = tE_{sec}(T, \sigma) \left[\frac{\Delta L}{L_o}(T)\right] \quad (36)$$

The plate buckles when $N_{restraining}$ in Equation (36) reaches $N_x$, the buckling load in Equation (23), so

$$tE_{sec}(T, \sigma) \left[\frac{\Delta L}{L_o}(T)\right] = \frac{\pi^2}{b^2} \frac{E_{sec}^3}{12(1-\nu^2)} \left[ K_{11}m^2(b/a)^2 + 2(\nu K_{12} + 2K_{33}) + K_{22} \frac{1}{m^2} (a/b)^2 \right] \quad (37)$$

(in which the overbar signifies a value at buckling) or the free thermal strain at buckling is
\[
\frac{\Delta L}{L_0}(T) = \frac{\pi^2}{12(1 - \nu^2)} \left[ \frac{1}{b} \right]^2 \left[ K_{11} m^2 (b/a)^2 + 2(\nu K_{12} + 2 K_{33}) + K_{22} \frac{1}{m^2} (a/b)^2 \right]
\]

(38)

in which the \(K_i\) are a strong function of stress level, \(E_{\text{tan}}\) and \(E_{\text{sec}}\).

If the thermal expansion has a constant rate, \(\alpha\), at all temperatures,

\[
\frac{\Delta L}{L_0}(T) = \int \alpha dT = \alpha (T_{\text{final}} - T_{\text{initial}}) = \alpha \Delta T
\]

(39)

in which \(\alpha\) is the linear coefficient of thermal expansion, then

\[
\frac{\Delta L}{L_0}(T) = \alpha \Delta T = \frac{\pi^2}{12(1 - \nu^2)} \left[ \frac{1}{b} \right]^2 \left[ K_{11} m^2 (b/a)^2 + 2(\nu K_{12} + 2 K_{33}) + K_{22} \frac{1}{m^2} (a/b)^2 \right]
\]

(40)

or the change in temperature at buckling is

\[
\Delta T = \frac{1}{\alpha} \frac{\pi^2}{12(1 - \nu^2)} \left[ \frac{1}{b} \right]^2 \left[ K_{11} m^2 (b/a)^2 + 2(\nu K_{12} + 2 K_{33}) + K_{22} \frac{1}{m^2} (a/b)^2 \right]
\]

(41)

which is identical to Equation (30) for plastic thermal buckling with temperature-independent material properties and which reduces to Equation (15) for elastic thermal buckling with temperature-independent material properties because then the moduli are equal, i.e., \(E_{\text{tan}} = E_{\text{sec}} = E\).

However, for temperature-dependent material properties, the concept of a linear coefficient of thermal expansion is not valid because the expansion behavior is generally not linear. Thus, we must solve Equation (38), a two-level transcendental equation because the stress-strain behavior is a function of both temperature and stress level. In fact, temperature is only implicit in the formulation of Equation (38) whereas the temperature change at buckling, \(\Delta T\), is explicit in Equations (15) and (30) for elastic and plastic plate buckling with temperature-independent material properties, respectively. Unlike for elastic buckling in Equation (15), we cannot solve Equation (38) directly for \(\Delta T\) or even \(T_{\text{final}}\) at which buckling occurs. Also, Equation (38) is transcendental in terms of stress level. Moreover, because of temperature-dependent material properties, Equation (38) is transcendental to a higher level, namely in terms of temperature, than Equation (30). To solve the problem, we must search for both a temperature and a stress level at which the left-hand side equals the right-hand side of Equation (38). Thus, two levels of searching are required: (1) a search for the correct plastic buckling load for specific nonlinear stress-strain curve properties at an estimated temperature and (2) a search for the correct temperature at which Equation (38) is satisfied. The solution to Equation (38) is the temperature and stress level at which \(E_{\text{sec}}(T, \sigma), E_{\text{tan}}(T, \sigma), \) and \(\Delta L/L_0(T)\) have consistent (identical) values of \(T = T_{\text{final}}\) and \(\sigma = \sigma_{\text{final}}\). For an estimated right-hand side of Equation (38), the calculated \(\Delta L/L_0(T)\) can be back-interpolated from tabulated values to find the implied temperature. That is, instead of given the temperature, what is \(\Delta L/L_0(T)\) we must ask: given a \(\Delta L/L_0(T)\), what is the corresponding temperature? Alternatively to back-interpolation, we can solve for the buckling temperature from the cubic equation for the free thermal strain, \(\Delta L/L_0(T)\), for 7075-T6 aluminum in the TPRC Data Series:

\[
\frac{\Delta L}{L_0}(T) = -0.478 + 9.368 \times 10^{-4} T + 2.688 \times 10^{-6} T^2 - 1.082 \times 10^{-9} T^3
\]

(42)

in which \(T\) is the number of °K, i.e., without units. Equation (42) is the summary of many data sources and is claimed to be accurate to ±7%. The cubic equation can either be solved directly or by searching with the interval-halving numerical search technique discussed in the following section. The driver for thermal buckling problems is the free thermal strain that must be balanced by the deformation caused by the thermal restraining force. In Figure 8, we see that the temperature to cause a specific free thermal strain is lower for the TPRC curve than for the \(\alpha_{\text{RT}}\Delta T\) line. For example, the temperature to cause the same free thermal strain as that predicted with \(\alpha_{\text{RT}}\) at 600°F (316°C) is 523°F (273°C) from the TPRC equation or 13% less. Such a difference translates directly into a similar percentage difference in predicted thermal stresses. Thus, we simply interpolate or back-calculate the fundamental \(\Delta L/L_0(T)\) data and the parameters of the equations representing the nonlinear stress-strain behavior at an estimated temperature in the numerical search procedure. We address the numerical search procedure for the estimated temperature and its convergence to the final buckling temperature in the next section.
3. Solution Strategy

The solution strategy has two calculation or logic loops: (1) find the plastic plate buckling stress for specified nonlinear material properties corresponding to an estimated thermal buckling temperature and (2) find the actual thermal buckling temperature at which plastic plate buckling occurs by changing the estimated temperature until the plate buckles at a stress with material properties at a calculated temperature equal to the estimated temperature.

3.1 Mechanical Plastic Plate Buckling Stress for Estimated \( \Delta T \)

The solution of the transcendental equation for the plastic plate buckling stress involves the following searching procedure. Note that the load-deformation curve coincides with the stress-strain curve in Figure 9 for this uniaxial loading case. First, estimate a buckling stress, \( \sigma_{\text{estimated}} \). Then, find the plastic moduli, \( E_{\text{tan}} \) and \( E_{\text{sec}} \), for that stress level. Next, calculate the buckling stress, \( \sigma_{\text{calculated}} \), from Equation (23) corresponding to the material properties implied in the first step. Now compare the calculated buckling stress with the estimated buckling stress. If the calculated buckling stress is bigger than the estimated buckling stress, then the estimated buckling stress was too low. This conclusion is easily reached when you recognize that the plastic moduli, \( E_{\text{tan}} \) and \( E_{\text{sec}} \) always decrease as stress increases for concave-downward stress-strain curves. Moreover, from Equation (23), if \( \sigma_{\text{estimated}} \) is too low and thus the estimated properties are too high, then \( \sigma_{\text{calculated}} \) will be too high. Conversely, if \( \sigma_{\text{estimated}} \) is too high and therefore the estimated properties are too low, then \( \sigma_{\text{calculated}} \) will be too low. This relationship will be referred to as the special relationship between the estimated and calculated buckling stresses. For example, if the elastic Young’s modulus is selected, then the first estimated buckling stress, \( \sigma_{1e} \), is, by implication, the stress at yielding or lower. However, buckling does not necessarily take place at yielding. In fact, the material can yield but not buckle until a considerably higher stress level is reached. Thus, buckling and yielding are two totally independent physical events. Buckling can occur at stresses below yielding, and, in that case, the buckling is elastic. In contrast, yielding can occur at stresses below buckling, and, in that case, the buckling is called plastic buckling or inelastic buckling or elastic-plastic buckling.

If the plate buckles plastically, then the first estimated buckling stress \( \sigma_{1e} \) is less than the corresponding calculated buckling stress \( \sigma_{1c} \) in Figure 9. Because of the basic concave-downward nature of the stress-strain curve for most materials, the same relation exists between all estimated and calculated buckling stresses. The estimated buckling stress is less than the actual buckling stress for the first three estimated buckling stresses in Figure 9. The fourth estimated buckling stress leads to a calculated stress that is below the estimated buckling stress because the estimate is above the actual buckling stress. Only when the estimated buckling stress is precisely the actual buckling stress do the estimated, the calculated, and the actual buckling stresses coincide. The special relationship between the estimated, the calculated, and the actual buckling stresses is the fundamental basis for a simple strategy to determine the actual buckling stress of a plate. Thus, if a buckling stress is estimated and a buckling stress calculated, then we know whether to increase or decrease the next estimate to get closer to the actual buckling stress, i.e., we know which way to go on the stress-strain curve.

The next question is how much to increase the second estimated buckling stress above the first estimated buckling stress, if the buckling is plastic. The known special relationship between estimated, calculated, and actual buckling stresses does not, however, help to determine the magnitude of the next estimated buckling stress. Thus, we must resort to simply guessing in an educated manner, and then we can rely upon the known special relationship to determine the sign, but not the amount, of the next adjustment. Thus, we simply march up the stress-strain curve or the load-deformation curve as in Figure 9 until the known special relationship dictates that we have increased the estimated buckling stress to too
high a level. Then, we know two estimated stresses that bracket the actual buckling stress. For example, \( \sigma_{3e} \) is too low and \( \sigma_{4e} \) is too high. Thus, \( \sigma_{\text{actual}} \) must lie between \( \sigma_{3e} \) and \( \sigma_{4e} \).

Now that we have bracketed the actual buckling stress, how do we find that stress? Again, we have no quantitative way of choosing the next estimated buckling stress. Thus, we must again rely upon the known special relationship and adopt a special searching strategy. That special searching strategy could take several forms. The strategy could be to drop back to the estimated buckling stress that is below the actual buckling stress and march up the load-deformation curve at increments of, say, one-tenth the stress difference between \( \sigma_{3e} \) and \( \sigma_{4e} \). That is, split the bracket into ten parts (i.e., interval tenting) and find which of the ten segments is a closer bracket on the actual buckling stress than the original bracket. That closer bracket can subsequently be split into ten parts to get an even closer bracket. The splitting and searching procedure is repeated until a bracket with sufficient accuracy is found. That is, the upper bound and lower bound on the bracket can be averaged to obtain an estimate of the actual buckling stress. The error in that estimate is related to the deviation of the bounds on the bracket from the average of the bounds. Thus, the smaller the bracket, the higher the accuracy of the calculated buckling stress.

Another useful numerical technique for searching for the solution of a transcendental equation is the interval-halving or binomial-search procedure. Instead of dividing the segment between the upper and lower bounds into ten parts as in the preceding method, we merely halve the segment. The ends of each half segment are examined to find new upper and lower bounds to the solution (one is actually an old bound). Then, the half segment that provides the new upper and lower bounds is investigated. Its half that gives yet another more refined set of upper and lower bounds is split in two, and so on. This interval-halving technique is far more efficient, i.e., has fewer calculations, than the interval-tentino procedure. Thus, interval halving will be applied in the solution of the present transcendental equations.

### 3.2 Determination of \( \Delta T \) from \( \Delta T_{\text{estimated}} \) and \( \Delta T_{\text{calculated}} \)

Although the plastic plate buckling stress has been found in the previous search procedure for an estimated temperature, \( \Delta T_{\text{estimated}} \), that \( \Delta T_{\text{estimated}} \) will not correspond to the \( \Delta T_{\text{calculated}} \) (unless we made an incredibly lucky estimate). Thus, we simply search for the correct \( \Delta T \) by use of a special relationship similar to that in Section 3.1. That is, if \( \Delta T_{\text{estimated}} \) is too low, then \( \Delta T_{\text{calculated}} \) will always be too high, and conversely, if \( \Delta T_{\text{estimated}} \) is too high, then \( \Delta T_{\text{calculated}} \) will always be too low. This special relationship is easily reached when you recognize that the plastic moduli, \( E_{\text{tan}} \) and \( E_{\text{sec}} \), always decrease as stress increases for concave-downward stress-strain curves. Moreover, \( E_{\text{tan}} \) decreases more rapidly than \( E_{\text{sec}} \). In addition, \( \Delta L/L_0 \) always increases with temperature causing a larger \( \Delta L_{\text{FTE}} \), but not necessarily a larger thermal restraining force nevertheless leading to a higher \( \Delta T \). We will see that much of the heating goes into softening the material (just as increased stress goes into softening the material in Section 3.1). We increase the \( \Delta T_{\text{estimated}} \) from some initial estimate until we find a \( \Delta T_{\text{estimated}} \) that leads to \( \Delta T_{\text{calculated}} \) less than \( \Delta T_{\text{estimated}} \). Having bracketed the true \( \Delta T \), we proceed with the interval-halving procedure until we find \( \Delta T \) to the desired accuracy. Note that \( \Delta L/L_0(T) \) is actually calculated in Equation (38), so \( \Delta T \) (actually \( \tilde{T} \)) must be back-interpolated from tabular values of \( \Delta L/L_0(T) \) or back-calculated from the \( \Delta L/L_0(T) \) expression in Equation (42).

### 3.3 Summary of Solution Strategy

The sheer mass of data necessary to define the parameters of the material models at the various temperatures and the implementation of the searching strategy for (1) finding \( E_{\text{sec}}, E_{\text{tan}}, \) and \( \nu \) on an interpolated nonlinear stress-strain curve and \( \Delta L/L_0 \) for an estimated temperature and (2) finding the temperature at which the material properties, \( E_{\text{sec}}, E_{\text{tan}}, \) and \( \nu \) as well as \( \Delta L/L_0 \), are consistent such that \( \Delta T_{\text{estimated}} = \Delta T_{\text{calculated}} \) to the desired accuracy require a computer program. This two-level numerical search procedure will be used in the following sections. At each of the estimated temperatures and each of the estimated stresses, the corresponding material properties must be determined and the buckling stress calculated for those properties and temperatures. Fortunately, the calculation of the plate buckling stress from Equation (38) in each of those steps is trivial, so this process takes virtually no perceptible computer time. Graphical solution techniques often used for plastic buckling problems cannot be used in plastic thermal buckling problems because the stress-strain curves and hence tangent modulus, secant modulus, and \( \nu \) versus stress curves essential at all temperatures simply do not exist!
4. Nonlinear Temperature-Dependent Material Model

4.1 Introduction

The procedure for searching for the plastic buckling temperature requires that we know the nonlinear stress-strain curve at every estimated temperature in the search procedure along with the thermal expansion character to that temperature. Obviously, that specific information is simply not available, nor will it ever be, at every °F (or °C) or fraction thereof that is encountered in a numerical search procedure. Instead, only a few stress-strain curves are available over a range of temperatures in which bars are expected to buckle, and a few thermal expansion measurements are available over the same range. Thus, to solve our thermal buckling problem, we must be able to meaningfully interpolate the available data at every temperature encountered in the search procedure. Knowing the stress-strain curves and the thermal expansion data at a few temperatures is not enough. We must be able to represent those curves and data in some appropriate equation form so that we have something definitive to interpolate. We could also desire to extrapolate beyond the available data, e.g., above the highest temperature at which a stress-strain curve is available or above the highest stress defined on a measured stress-strain curve. However, extrapolation is speculation, so it must be done with suitable caution and reservations.

We use the stress-strain curves as a function of temperature measured by Mathauser and Brooks for 7075-T6 (called 75S-T6 in their day) aluminum alloy in Figure 10. There, the yield stress, \( \sigma_y \), decreases by a factor of about ten over the temperature range of 70°F (20°C) to 600°F (316°C). Over that range, the Young's modulus, \( E \), decreases by only a factor of two, but the stress-strain curves become considerably more nonlinear because their maximum strains are all .012. The free thermal strain data are obtained from a Thermophysical Properties Research Center reference book. Over the same temperature range, the instantaneous coefficient of thermal expansion increases by about one-sixth. However, as argued in Section 2.3, it is more appropriate to use the TPRC free thermal strain expression, Equation (42), in the analysis. These attributes of the 7075-T6 aluminum material property data constitute a formidable modeling challenge, especially because the stress-strain curves are not very closely spaced in temperature.

The concept of the Nadai stress-strain curve equation is used as the basic modeling tool, but only after its nature is significantly extended in order to properly represent the high-temperature material behavior at high stress relative to the yield stress with considerable nonlinearity in Figure 10. Then, interpolation procedures must be developed to enable determination of stress-strain curves at temperatures intermediate to those in Figure 10. Finally, the data for description of the extended Nadai-Jones stress-strain curves and the thermal expansion characteristics are summarized in tabular and equation form suitable for use in the numerical search procedure for the thermal buckling temperature. The variation of all material properties with temperature will be interpolated linearly as a first approximation when results at a temperature not on Figure 10 are required in the thermal buckling search procedure. The exception is the thermal expansion behavior for which the actual TPRC expression, Equation (42), for the smooth variation of the free thermal strain as a function of temperature is addressed. Also, there is a large gap between the 400°F (204°C) and the 500°F (260°C) stress-strain curves followed by a smaller gap between the 500°F (260°C) and the 600°F (316°C) curves. That first increasing, then decreasing, gap between curves with the same temperature difference will be seen to have an effect later.

4.2 Nadai Stress-Strain Curve Model

Consider elastic-plastic material behavior with a linear elastic region ended by a yield stress and then a gradual ‘bending over’ of the concave-downward stress-strain curve as the material becomes more and more plastic, such as is typical of aluminum and its alloys at room temperature and is represented in
Figure 7. Often, that nonlinear stress-strain behavior can be described with the Nadai* stress-strain curve model\textsuperscript{22} which was originally developed for alloy steel oil-well casings and which has two parts:

\[
\varepsilon = \frac{\sigma}{E} \quad \sigma \leq \sigma_y 
\]

\[
\varepsilon = \frac{\sigma}{E} + \varepsilon^p_y \left[ \frac{\sigma - \sigma_y}{\sigma_y - \sigma_y} \right]^n \quad \sigma \geq \sigma_y 
\]

in which \(\sigma^p_y\) is the offset yield stress at a specific permanent strain \(\varepsilon^p_y\) in Figure 11, \(\sigma_y\) is the yield stress (the end of linear elastic behavior which is, of course, the beginning of yielding) and \(n\) is an exponent that need not be an integer. We can see in Equation (44) that the strain above yielding is separated into elastic strain plus plastic strain. Thus, \(\varepsilon^p_y\) is easily shown to be the plastic strain at \(\sigma^p_y\), i.e., the permanent strain used to determine \(\sigma^p_y\) shown in Figure 11. A common value used for \(\varepsilon^p_y\) is .002 for both steel and aluminum. Osgood\textsuperscript{30} suggested that Equation (44) be written as

\[
\varepsilon = \frac{\sigma}{E} + K(\sigma - \sigma_y)^n 
\]

\(\sigma > \sigma_y\) (45)

which is called the generalized Nadai model in which some constant terms are gathered as

\[
K = \varepsilon^p_y(\sigma^p_y - \sigma_y)^n 
\]

The strain in Equation (45) at each stress level, just as in Equation (44), is the sum of an elastic component \(\sigma/E\) and a plastic component as shown for the offset yield stress in Figure 11. The plastic component is the deviation from the linear elastic component. The units of \(K\) are ksi\(^{-n}\) (or MPa\(^{-n}\)) and vary as \(n\) changes. Moreover, because \(n\) is generally not an integer, the units of \(K\) are rather unusual, although valid. Expressions for \(E_{\text{tan}}\) and \(E_{\text{sec}}\) needed in the buckling and thermal buckling analyses are readily obtained from Equation (45) as

\[
E_{\text{tan}} = \frac{d\sigma}{d\varepsilon} = 1 \quad \frac{d\varepsilon}{d\sigma} = \frac{E}{1 + KE(\sigma - \sigma_y)^{-n-1}} 
\]

\[
E_{\text{sec}} = \frac{\sigma}{E} = \frac{E\sigma}{\sigma + KE(\sigma - \sigma_y)^n} 
\]

Nadai’s approach was to force the curve to pass through the offset yield point \((\sigma^p_y, \varepsilon^p_y)\) with varying integer powers of \(n\), so there were two assigned variables in addition to \(\sigma_y\). Instead, it is possible to force the curve to pass through two points (in addition to the yield point) and accept the resulting noninteger value of the associated \(n\) and achieve more effective material models than with Nadai’s approach.

The parameters for a curve of the form in Equation (45) are determined by requiring the curve to pass through three points, called pass-through points, on the measured stress-strain curve. The first pass-through point must be \((\sigma_y, \varepsilon_y)\) in order to properly start the nonlinear portion of the curve from the linear portion (to model \(E\) and the extent of the linear portion). The value of \(n\) is determined by requiring the curve to have the same value of \(n\) for the two arbitrarily chosen pass-through points, \((\sigma_2, \varepsilon_2)\) and \((\sigma_3, \varepsilon_3)\) which are the two pass-through points [other than the required point \((\sigma_y, \varepsilon_y)\)]. That is, we require the curve to pass through both points 2 and 3. Thus,

\[
\varepsilon_2 = \frac{\sigma_2}{E} + K(\sigma_2 - \sigma_y)^n 
\]

\[
\varepsilon_3 = \frac{\sigma_3}{E} + K(\sigma_3 - \sigma_y)^n 
\]

which can be solved for \(n\) after eliminating \(K\) (\(K\), like \(n\), must have the same value at both pass-through points) to get (after recognizing that \(\log a^n = n \log a\))

\[
n = \log \frac{\varepsilon_2 - \sigma_2/E}{\varepsilon_3 - \sigma_3/E} + \log \frac{\sigma_2 - \sigma_y}{\sigma_3 - \sigma_y} 
\]

Then, \(K\) is found from

\[
K = \varepsilon_2^p(\sigma_2 - \sigma_y)^{-n} = \varepsilon_3^p(\sigma_3 - \sigma_y)^{-n} 
\]

*Although Holmquist and Nadai co-authored the paper, Nadai was stated as responsible for the stress-strain curve modeling and presented that part of the paper; hence, the name Nadai on the stress-strain curve model without the name Holmquist.
in which $\varepsilon^p_2 = \varepsilon_2 - \sigma_2/E$ and $\varepsilon^p_3 = \varepsilon_3 - \sigma_3/E$ are the plastic strains at the pass-through points as seen for $\sigma_3 = \sigma_{oy}$ in Figure 11. That is, either of the two arbitrarily chosen pass-through points can be used to calculate $K$. In the original Nadai formulation, $(\sigma_{oy}, \varepsilon_{oy})$ was always one of the pass-through points, although Nadai did not use the simple concept of pass-through points (he only displayed curves for integer values of $n$). If neither of the two pass-through points is $(\sigma_{oy}, \varepsilon_{oy})$, then $\sigma_{oy}$ and $\varepsilon_{oy}$ do not appear in the Nadai equation, and the curve does not necessarily (and probably does not) pass through $(\sigma_{oy}, \varepsilon_{oy})$.

The offset yield stress, $\sigma_{oy}$, is simply a conventional parameter often used in reporting measured stress-strain behavior, but otherwise is merely a perfectly arbitrary point on the stress-strain curve, i.e., without any notable physical significance whatsoever, unlike the yield stress, $\sigma_y$. Thus, there is no reason why one of the two arbitrarily chosen pass-through points cannot be located at some stress above or below $\sigma_{oy}$. In addition, there is no reason why one of the pass-through points need be $(\sigma_{oy}, \varepsilon_{oy})$. After all, we're simply trying to model a nonlinear stress-strain curve, i.e., approximate the measured stress-strain curve with a convenient equation, in a simple, yet undeniably approximate manner.

The preceding stress-strain curve equation formulation can be generalized to better enable fitting the Nadai stress-strain curve to measured behavior that changes above $\sigma_{oy}$ from what it is below $\sigma_{oy}$. The stress-strain curve equation is modified with

$$K = \frac{P}{\sigma_0 - \sigma}^n$$

so that the curve is passed through some 'other' point $(\sigma_0, \varepsilon_0)$ in which the subscript 'o' stands for 'other'. That is, the pass-through points must now include a point above $(\sigma_{oy}, \varepsilon_{oy})$ unlike Nadai's originally stated form. The two pass-through points can be used to specify the range of stress and strain over which the Nadai equation fits the measured data. However, compromises in quality of fit occur if the curve of the actual data changes character 'too much' as stress increases. For example, it is difficult to fit any equation to a curve that first bends over gradually and gracefully just above $\sigma_{oy}$ and then dramatically bends over in the region of $(\sigma_{oy}, \varepsilon_{oy})$ as do the curves at high temperature in Figure 10.

The Nadai stress-strain curve formulation is limited to passing through three specified points, namely two arbitrarily chosen pass-through points in addition to the yield point, $(\sigma_y, \varepsilon_y)$ (at which point the Nadai nonlinear curve begins because yielding occurs). Usually, the offset yield stress $(\sigma_{oy}, \varepsilon_{oy})$ is one of those two points. That leaves only one point to choose to represent the shape of the measured stress-strain curve. If the third point is chosen to be the mid-point $(\sigma_m, \varepsilon_m)$ midway between $(\sigma_y, \varepsilon_y)$ and $(\sigma_{oy}, \varepsilon_{oy})$, then the behavior between the later two points is fairly well represented at the expense of the behavior above $(\sigma_{oy}, \varepsilon_{oy})$ as seen with the long-dashed curve in Figure 12. There, the solid curve is the measured stress-strain behavior that we are trying to model. In contrast, if the point $(\sigma_h, \varepsilon_h)$ which is above $(\sigma_{oy}, \varepsilon_{oy})$ is used as a pass-through point, then the behavior between $(\sigma_{oy}, \varepsilon_{oy})$ and $(\sigma_h, \varepsilon_h)$ is well represented at the expense of the behavior between $(\sigma_y, \varepsilon_y)$ and $(\sigma_{oy}, \varepsilon_{oy})$ as seen with the short-dashed curve in Figure 12. The choice of $(\sigma_h, \varepsilon_h)$ leads to a higher than actual buckling stress if the buckling stress falls in the range of $(\sigma_y, \varepsilon_y)$ to $(\sigma_{oy}, \varepsilon_{oy})$, but the buckling stress is properly limited above $(\sigma_{oy}, \varepsilon_{oy})$, i.e., the stress cannot grow above the measured behavior. Somewhat better modeling might be achieved if a point between $(\sigma_n, \varepsilon_n)$ and $(\sigma_{oy}, \varepsilon_{oy})$, say $(\sigma_{3/4}, \varepsilon_{3/4})$, were selected in addition to $(\sigma_h, \varepsilon_h)$. However, then the Nadai stress-strain curve would not be required to pass through $(\sigma_{oy}, \varepsilon_{oy})$, but that pass-through is not an inherent requirement of the modeling process, although it might be an apparent (but artificial and hence false) desire.

The behaviors in Figure 12 are representative of the Nadai stress-strain curve modeling of 7075-T6 aluminum at 600°F (316°C) from Figure 10. For lower temperatures, the contrast between the two approximations and the measured behavior is less pronounced, although still present.

We must be careful about the fit of the Nadai curve above $(\sigma_{oy}, \varepsilon_{oy})$ because in analysis we automatically extend or extrapolate the stress-strain curve to the level at which buckling supposedly occurs. If that extension is not reasonable, the predicted results will be inaccurate in some manner. Note that the point $(\sigma_h, \varepsilon_h)$ does not necessarily correspond to a plastic flow region of behavior, but merely the largest

![Figure 12 Approximation of Measured Behavior with Nadai Stress-Strain Curve Models](image-url)
stress and strain in the available measured behavior. As the stress and strain increase from \((\sigma_{oy}, \epsilon_{oy})\) to \((\sigma_h, \epsilon_h)\), \(E_{tan}\) approaches zero and \(E_{sec}\) decreases substantially. Thus, the bar buckling load more rapidly approaches zero than the thermal restraining force decreases toward zero, leading to an increasing \(\Delta T\). The point \((\sigma_h, \epsilon_h)\) is the best-available high point on the stress-strain curve and is therefore better representative of stress-strain behavior at high stresses than \((\sigma_{oy}, \epsilon_{oy})\). Using \((\sigma_h, \epsilon_h)\) ensures that we do not overestimate \(E_{tan}\) for a specified \(E_{sec}\) at high stresses. Thus, \((\sigma_h, \epsilon_h)\) must be used to model the stress-strain behavior for bars and probably for plates.

With only three pass-through points, the ability to model stress-strain behavior with the Nadai curve is somewhat limited. In particular, if the stress-strain curve is first fairly stiff and then considerably more flexible, as is typical for aluminum above room temperature, the Nadai curve can be used only with serious consequences of being stiffer than the measured behavior in one range of stresses and less stiff in other ranges. In this buckling problem with its natural sensitivity to \(E_{tan}\) and \(E_{sec}\), such approximations lead to inaccurate and uncertain thermal and mechanical buckling predictions. The fundamental problem that we face is that the actual stress-strain behavior changes character as stress and strain increase more than can be represented with the single exponential form of the generalized Nadai stress-strain curve. Fortunately, a stress-strain curve equation can be devised to accurately characterize the behavior of aluminum over a wide range of stresses, e.g., the Mathauser and Brooks curves\(^6\). However, the new equation is a little more complicated than the Nadai equation, involving three regions of applicability with five pass-through points instead of two regions and three pass-through points. Most importantly, there are two regions of modeling above \(\sigma_y\) as opposed to only one for the Nadai model.

### 4.3 Nadai-Jones Stress-Strain Curve Model

The Nadai stress-strain curve model must be extended to properly represent the two distinctly different regions of nonlinear behavior for the aluminum stress-strain curves of Figure 10. The generalized Nadai equation with a single nonlinear term is used to model the first portion of the mildly nonlinear region from \(\sigma_y\) up to some stress, \(\sigma_3\). Then, a second nonlinear term is added to the Nadai formulation to create a new stress-strain equation to represent the upper portion of the highly nonlinear region from \(\sigma_3\) to some high stress, \(\sigma_h\) (see Jones\(^19\)):

\[
\begin{align*}
\sigma \leq \sigma_y: \quad \epsilon &= \frac{\sigma}{E} \\
\sigma_y \leq \sigma \leq \sigma_3: \quad \epsilon &= \frac{\sigma}{E} + K(\sigma - \sigma_y)^n \\
\sigma \geq \sigma_3: \quad \epsilon &= \frac{\sigma}{E} + K(\sigma - \sigma_y)^n + J(\sigma - \sigma_3)^m
\end{align*}
\]  

(52)

in which the constants are determined by forcing the curves to pass through five pass-through points.

\[
\begin{align*}
K &= \epsilon_5^p (\sigma_2 - \sigma_y)^{-n} = \epsilon_3^p (\sigma_3 - \sigma_y)^{-n} \\
J &= \epsilon_4^p (\sigma_4 - \sigma_3)^{-m} = \epsilon_5^p (\sigma_5 - \sigma_3)^{-m}
\end{align*}
\]  

(53)

(54)

in which \(\epsilon_4^p\) and \(\epsilon_5^p\) are two portions of the plastic strain in excess of the plastic strains, \(\epsilon_4^t\) and \(\epsilon_5^t\), respectively, from the Nadai curve as shown for pass-through point 5 in Figure 13. The units of \(K\) and \(J\) are ksi\(^{-n}\) (or MPa\(^{-n}\)) and ksi\(^{-m}\) (or MPa\(^{-m}\)), respectively, and vary as \(n\) and \(m\) change. Moreover, because \(n\) and \(m\) are generally not integers, the units of \(K\) and \(J\) are rather unusual, although still perfectly valid.

The two regions of behavior collectively represented with the two nonlinear formulations in Equation (52) and Figure 13 require three pass-through points each, but have in common the point at the boundary between the two regions. Thus, only five pass-through points are required to determine the parameters in Equation (52). The first point must be the yield point where the nonlinear deformation starts. The first, second, and third points are used to define the Nadai curve used for small nonlinear stresses in the manner of Section 4.2. The third, fourth, and fifth points are used to define the Nadai-Jones curve used for higher nonlinear stresses. The third point must be the end of the Nadai curve range and, simultaneously, the beginning of the Nadai-Jones range. The fourth and fifth points are used to determine \(m\) by requiring \(m\) to have the same value for the two points, i.e., by requiring the curve to pass through both points 4 and 5.
in which $K$ and $n$ are already known from the Nadai phase of modeling. Equation (55) can be solved for $m$ after eliminating $J$ ($J$, like $m$, must have the same value at both pass-through points) to get (after recognizing that $\log a^n = n \log a$)

$$m = \log \left( \frac{\varepsilon_4}{\varepsilon_5} \right) + \log \left( \frac{(\sigma_4 - \sigma_3)}{(\sigma_5 - \sigma_3)} \right)$$

and then $J$ is calculated from Equation (54). Alternatively, $m$ can be obtained from Equation (54). The fourth pass-through point can be the offset yield stress, and the fifth point is typically the highest point on the measured stress-strain curve, although it need not be.

Expressions for $E_{\text{tan}}$ and $E_{\text{sec}}$ in the third region are readily obtained from Equation (52) as

$$E_{\text{tan}} = \frac{E}{1 + KEn(\sigma - \sigma_y)^{n-1} + JEm(\sigma - \sigma_3)^{m-1}}$$

$$E_{\text{sec}} = \frac{E\sigma}{\sigma + KE(\sigma - \sigma_y)^{n} + JE(\sigma - \sigma_3)^{m}}$$

Figure 14 Plastic Moduli Variation with Stress Level

and the plastic moduli are plotted for all three regions in Figure 14. The secant modulus decreases in a seemingly monotonic manner as stress increases. However, the tangent modulus decreases in a non-monotonic fashion. The nature of the tangent modulus decrease is somewhat like a roller coaster track with a drop-off, then a relative rise (relative to the slope prior to the rise) near the bottom of the slope, and next another drop-off followed by the absolute rise at the bottom. The relative rise (a segment of downward curvature in Figure 14) is caused by the third portion of the stress-strain curve equation model being activated in the same manner as the second portion becomes activated just above $\sigma_y$ with an associated initial downward curvature from the Nadai curve. The measure of the relative rise near the bottom of the 'roller coaster track' is the amplitude of the deviation, $\Delta$, from a linear slope of the 'track' (a linear decrease of $E_{\text{tan}}$ with increasing stress) as shown in Figure 14. Although it might be desirable to have a monotonically decreasing $E_{\text{tan}}$, that desire is not necessarily met with the present Nadai-Jones stress-strain curve model. This non-monotonic behavior has some non-serious implications for the accuracy of the buckling stresses and the buckling temperatures for the bar problem, but none are observed for the plate problem.

4.4 Nadai-Jones Stress-Strain Curves for 7075-T6 Aluminum

The Nadai-Jones stress-strain curve equation is used to model Mathauser and Brooks' stress-strain curves for 7075-T6 aluminum alloy over the measured temperature range from room temperature to 600°F (316°C). The modeling process involves estimating the location of the five pass-through points from plotted data, but that step is not as simple as it might seem because it is hard to measure the coordinates of points on a small-scale plot. If the plot is enlarged, the curve width increases, so interpretation of the location of a specific point is made somewhat ambiguous. Small changes to the stress and strain coordinates of the estimated location of each pass-through point lead to decidedly different stress-strain curves at higher stress levels than in the region of the pass-through points. Repeated adjustments to the 'measured data' are needed to force the model curves (1) to 'look like' the measured curves and simultaneously (2) to minimize the 'roller-coaster rise' effect in the tangent modulus in Figure 14.

Mathematica® was used to calculate and plot each adjustment to the 'measured data' (actually, data interpreted by the author from small-scale plots) for comparison to the measured curve on a light
table and to measure the magnitude of the relative rise in the tangent modulus curve in order to select a set of points that satisfy the two 'goodness of fit' criteria. A 'nice-looking' stress-strain curve might have a 'largish' & delta; so we must keep 'adjusting the input data' (but only within a reasonable interpretation of the measured data!) until we find a 'nice-looking' stress-strain curve with a 'small' & delta; . Perhaps surprisingly, the number of combinations of points investigated before that success is achieved (i.e., the two 'goodness of fit' criteria are met) can easily exceed fifty per temperature.

The reason for this difficulty is that the shapes of both the stress-strain curve and the tangent modulus versus stress curve are very sensitive to the specific locations of the pass-through points used. The human eye simply cannot perceive the location of a point on a plotted curve to the accuracy required (especially one at a small scale in an old report). That is, very small changes in the values of the input pass-through points produce changes elsewhere on the stress-strain curves and plastic modulus versus stress curves. For example, the behavior above the first three pass-through points can change dramatically with changes in the fourth significant figure in the input strains. Also, the value of &omicron; is usually well below what you might judge with your eye; the lowness is necessary to achieve a concave-downward nature of E_tan at &omicron; . Moreover, how the slope of the stress-strain curve changes is virtually imperceptible to the human eye.

The coordinates of the five pass-through points are essential to establish the three-region Nadai-Jones stress-strain curves. To model the various Mathauser and Brooks curves in a consistent manner (to enable interpolation between curves), &omicron; is always chosen to be the average of &omicron; and &omicron; , i.e., halfway between &omicron; and &omicron; , and, in turn, &omicron; is always chosen to be the average of &omicron; and &omicron; . Moreover, the strains are \( \varepsilon_4 = 0.002 + \frac{\varepsilon_3}{E} \) and \( \varepsilon_5 = 0.0120 \) for each of the curves (\( \varepsilon_5 \) is the highest strain measured for each of the curves). The final set of model curves are shown in Figure 15 as solid curves which are virtually indistinguishable from the measured curves in Figure 10 when superimposed at the same scale. In addition, the five pass-through points are shown.

4.5 Interpolation of Nadai-Jones Stress-Strain Curves for 7075-T6 Aluminum

The parameters of the Nadai-Jones stress-strain curves for two adjacent measured temperatures can be interpolated to predict a hopefully representative curve at an intermediate temperature. Successfully accomplishing that goal depends on the group of measured stress-strain curves being 'similar enough' that interpolation of the parameters describes representative curves. In contrast to a family of stress-strain curves that are 'similar enough', curves that have different shapes at different temperatures are difficult, if not impossible, to interpolate between.

The family of curves obtained by Mathauser and Brooks\(^6\) meets that somewhat vague similarity criterion, although the curves do not have a uniformly progressive change from 70°F (20°C) to 600°F (316°C). The 400°F (204°C) and 500°F (260°C) curves are further apart than the 300°F (149°C) and 400°F (204°C) curves, and the 500°F (260°C) and 600°F (316°C) curves are closer than the 400°F (204°C) and 500°F (260°C) curves, thus reversing the trend as temperature increases. Accordingly, the Mathauser and Brooks curves do not have a monotonic progression of shape with temperature. The reason for this non-monotonic progression (or different rate of softening as temperature increases) is related to the behavior of the zinc in the 7075-T6 aluminum alloy of aluminum, zinc, magnesium, and traces of other elements [Al + (4-6) Zn + 2.5 Mg + trace] as shown by Nadai\(^32\) (Figure 1-16, p. 27). When the temperature 788°F (420°C) is reached, the zinc has melted, but the remaining aluminum and magnesium combination softens at a slower rate than the original combination of aluminum, magnesium, and zinc. This change in softening rate influence begins well below the melting point of zinc and influences the shape and the spacing of the stress-strain curves with temperature. Note that the Young's modulus, E, does not decrease to zero at the melting temperature for aluminum, but still has some small positive value.
It might seem logical to simply interpolate the parameters $\sigma_y$, $E$, $K$, $J$, $n$, and $m$ to obtain the stress-strain curves at temperatures intermediate to those for the measured stress-strain curves. However, the values of $K$ and $J$ differ so much between adjacent measured curves (sometimes by several orders of magnitude) that the interpolated curves at temperatures intermediate to the available data do not appear to be reasonable members of the measured family of curves. Moreover, the values of $K$ and $J$ depend on $n$ and $m$, respectively, so independent interpolation for all four values is self-contradictory. For example, a curve so obtained for 350°F (177°C) can be calculated, but is much lower than reasonable when viewed among the original curves at 70°F (20°C), 300°F (149°C), 400°F (204°C), 500°F (260°C), and 600°F (316°C). That is, the new curve does not look like part of a reasonable progression of behavior.

We cannot interpolate the yield point, $(\sigma_y, \varepsilon_y)$, between stress-strain curves at two temperatures using the three quantities, $\sigma_y$, $E$, and $\varepsilon_y$, because only two are independent. That interpolation is redundant (we can interpolate two and calculate the third, but we cannot interpolate three) and typically leads to an interpolated $E$ that is too low. Thus, we interpolate $\sigma_y$ and $\varepsilon_y$ and accept the resulting $E$ calculated from the interpolated $\sigma_y$ and $\varepsilon_y$. Analogous to this situation, we sometimes have difficulty interpolating the pass-through points 2 and 3. In fact, interpolating $(\sigma_2, \varepsilon_2)$ between 500°F (260°C) and 600°F (316°C) leads to a point with less strain than the elastic strain, not more as required for a concave-downward stress-strain curve. Accordingly, the numerical stress-strain equation procedure blows up. However, we interpolate $\varepsilon_2$ ($\sigma_2$) from interpolated values of $\sigma_y$ and $\sigma_0y$, and $\sigma_2$ and $\varepsilon_2$ are assumed (hopefully) to constitute a representative viable point. Nevertheless, because an interpolated $\varepsilon_2$ is too low, we must realize that the interpolated $\varepsilon_2$ is probably also lower than a measurement would reveal. If the stress-strain curves are "too far apart" and have somewhat different degrees of nonlinearity, even interpolation of $\varepsilon_2$ can fail.

The solution to this interpolation dilemma is to interpolate the stress-strain curve models for a combination of the pass-through points and $n$. Specifically, the values to be interpolated are $E$, $\sigma_1(=\sigma_y)$, $\varepsilon_2$, $\sigma_4(=\sigma_0y)$, $\sigma_6$, and $n$. All other values are calculated from those values, namely $\sigma_2=(\sigma_1+\sigma_4)/2$, $\sigma_2=(\sigma_1+\sigma_3)/2$, $K$ from Equation (53), $m$ from Equation (56), $J$ from Equation (54), and $\varepsilon_5=.0120$ for all curves. The value of $\varepsilon_2$ is not used because of the previously mentioned difficulty interpolating strains near $\sigma_y$. Linear interpolation of those data result in the dashed curves for 200°F (93°C), 350°F (177°C), 450°F (232°C), and 550°F (288°C) in Figure 10 that appear to be quite reasonable members of the family of curves obtained by Mathauser and Brooks. That is, the two families of curves have a 'fairly nice' progression of shape with increasing temperature. Interpolation of the curves at other intermediate temperatures is presumed to be similarly reasonable and hopefully accurate (hence representative).

### 4.6 Nadai-Jones Model for 7075-T6 Aluminum

The material properties vary with temperature and obviously the temperature at which buckling occurs is sought, so some form of table look-up of material properties must be included in the numerical search procedure. That is, the numerical analysis must have the material properties as a function of temperature in a useable form so that calculations can be made. In accordance with the foregoing comments, the following properties must be available as a function of temperature: $E$, $\sigma_1(=\sigma_y)$, $\sigma_4(=\sigma_0y)$, $\sigma_6$, and $\Delta L/L_0$ plus $\varepsilon_2$, $\varepsilon_3$, and $\varepsilon_5$ ($\sigma_3$ is always midway between $\sigma_1$ and $\sigma_4$, $\sigma_2$ is always midway between $\sigma_1$ and $\sigma_3$, and $\varepsilon_3=.002 + \sigma_4/E$). Alternatively, $n$ can be used in place of $\varepsilon_2$ with better results because interpolation of $\varepsilon_2$ sometimes does not work.

The mechanical properties in Table I are obtained by modeling the stress-strain curves measured by Mathauser and Brooks with the Nadai-Jones stress-strain curve in the manner just described. The stress-strain data are scaled from enlargements of their curves and subsequently 'adjusted' to meet the two criteria for 'goodness of fit'. The free thermal strain expression versus temperature from the TPRC Data Series in Equation (42) can be back-interpolated to find the temperature quite accurately. The quantities $K$, $J$, $n$, and $m$ are included in Table 1 because they are part of the precise model for each temperature at which data are available, although they could be calculated from the other values in the table. Note that $m$ and $n$, although dimensionless, are different in the two sets of units. Also, the results in SI units have an additional significant figure (to ensure accuracy in units conversion) because of the sensitivity of the Nadai-Jones equation to input values.

As temperature increases, Heimerl and Roberts believed that Poisson's ratio also increases although they had no data and no way to measure the change. They claimed that "a consistent lack of correlation was found at elevated temperatures in the elastic range when $\mu$ [$\nu$] was taken as .33, the room-temperature value for 75S-T6 aluminum alloy. When $\mu$ [$\nu$] was *arbitrarily increased with temperature*, however, a satisfactory correlation was obtained in the elastic range." No change in Poisson's ratio with temperature was attempted in the present study.
5. Numerical Results and Observations

First, elastic and plastic buckling stresses for plates mechanically loaded at room temperature are predicted in order to enable comparison of the present plastic buckling prediction procedures with available experimental data. Next, elastic and plastic thermal buckling of uniformly heated pinned-end and fixed-end bars with temperature-dependent material properties is reviewed to set the stage for the plates problem. Then, the more difficult problems of elastic and plastic thermal buckling of uniformly heated simply supported rectangular plates with temperature-dependent material properties are addressed. For bars, the only geometric parameter necessary is the bar slenderness ratio, \( L/r \). For plates, the essential geometric parameters are the plate aspect ratio, \( a/b \), and the plate width-to-thickness ratio, \( b/t \).

5.1 Buckling of Plates under Mechanical Loading at Room Temperature

To establish confidence in the plastic buckling of plates portion of the present plastic thermal buckling analysis, we examine predicted and measured stresses for uniaxial mechanical loading. Definitive plastic versus elastic buckling experiments are quite difficult to perform with plates. Actually creating the simply supported edge boundary conditions on all four edges of a plate to which the present theory applies is quite difficult, if not nearly impossible, to precisely accomplish under conditions of in-plane loading. For a plate with flat edges under axial compression between the platens of a loading frame, the real boundary conditions are somewhere between simply supported and fixed (clamped) because the flat edges cannot rotate freely against the platens. The principal problem is loading the plate and simultaneously permitting both the loaded edges and the non-loaded edges to freely rotate. Certainly, in any practical loading condition, the theoretical approximations to the actual boundary conditions can be quite crude.

Pride and Heimerl measured buckling stresses for uniaxially loaded simply supported rectangular plates of 14S-T6 aluminum (now known as 2014-T6) at room temperature. Simply supporting all four edges and also applying load up to the buckling load is a very difficult experimental problem, as just discussed. Pride and Heimerl largely avoided that difficulty by employing the technique suggested by Timoshenko (Figure 9-3, p. 356). Timoshenko observed that it is possible to reduce the influence of boundary conditions along the two non-loaded lateral edges of a plate by axially loading thin-walled square-cross-section tubes and interpreting each side or wall of the tube as a simply supported plate as in Figure 16. There, each adjacent side or wall of the tube rotates at the adjoining edges such that no restraining moment occurs. Hence, the four sides or walls of the tube are effectively four simply supported plates if the loaded edges of the tube are simply supported.

Use of thin-walled square-cross-section tubes is not the perfect solution to the simply supported edge boundary condition problem because the loaded edges at each end of the tube are certainly not simply supported. Instead, each tube end was machined flat so that it mounted evenly against each platen of a load frame. Thus, the edges at each end are somewhere between fixed and simply supported. However, the longer the tube, the lower the influence the end conditions have on the buckling load. If the tube is too short, each tube wall (plate) is affected by end effects as if it were partially clamped on at least one end edge, so the buckling stress exceeds that of a simply supported plate. In addition, the tube must be short enough that local buckling of the tube walls as in Figure 16 occurs before buckling of the long tube as a column or bar. Pride and Heimerl determined that the tube length must be at least four times the tube width, i.e., \( a/b > 4 \), before a minimum buckling load is achieved in order to avoid the influence of end effects. In contrast, the theoretical results for a simply supported elastic plate have equal minima of the buckling stresses at all integer values of \( a/b \), including low values of \( a/b = 1, 2, 3, ..., \) as shown in Figure 5.

Pride and Heimerl varied the plate aspect ratio, \( a/b \), and the plate width-to-thickness ratio, \( b/t \), by using different lengths and cross sections of commercially available drawn tubes. They observed that the material properties changed somewhat from specimen to specimen as did the thicknesses as well as other dimensions. They presented their results in the form of various stress-strain curves as in Figure 17 by plotting the plastic buckling stress at the elastic buckling strain because the latter is easily calculated. That is, they implicitly assumed that the strain at plastic buckling was equal to the strain at elastic buckling. Various deformation theories of plastic buckling lead to curves similar to, but somewhat above, the short-dashed curve in Figure 17. The incremental or flow theory results of Handleman and Prager are the medium-dashed curve in Figure 17 and are obviously outrageously higher than measured plastic buckling results. Thus, buckling predictions with flow theory are very unconservative.
The problem with the manner of presentation in Figure 17 is that Pride and Heimerl’s implicit assumption that $\varepsilon_P = \varepsilon_E$ is simply wrong! In fact, $\varepsilon_P \neq \varepsilon_E$ and, more importantly, $\varepsilon_E > \varepsilon_P$. That is, complete plastic buckling analysis (calculation of both the buckling stress and strain including all stresses and strains prior to buckling) leads to a lower plastic buckling stress and lower plastic buckling strain than the respective elastic results. Thus, the artificial points $(\sigma_P, \varepsilon_E)$ automatically fall to the right of the stress-strain curve as seen in Figure 17. There is no basis to guarantee that alignment of a theory prediction of $(\sigma_P, \varepsilon_E)$ with the data means the theory is correct, i.e., no guarantee that the point $(\sigma_P, \varepsilon_E)$ means anything at all. Accordingly, the stress-strain curve is not a rational or valid basis for comparison of measured and predicted plastic buckling results. In fact, the stress-strain curve manner of presentation is erroneous and misleading. All behavior of a uniaxially loaded member must result in measured and predicted behavior with points that are precisely on the stress-strain curve. After all, every uniaxial loading experiment before buckling is simply another way to determine the uniaxial stress-strain curve! Pride and Heimerl did not measure the plastic buckling strain in their experiments. Had they done so, they probably would have realized the fallacy in their use of the stress-strain curve in Figure 17 as the basis for comparison of theoretical and experimental results. The two measured buckling results plotted above the stress-strain curve just above $\varepsilon = .004$ in Figure 17 further highlight the inadequacy of this manner of comparing predicted and measured plastic buckling results. However, those two results are for small a/b for which the tube approach is not suitable because of end effects. The important geometric parameters a/b and b/t are ignored, and the variables $\sigma_P$ and \varepsilon_E that are emphasized are, in fact, violated by the manner of presentation in Figure 17.

We now make a valid comparison of predicted and measured buckling stresses on the basis of the important plate geometric parameters width-to-thickness ratio, b/t, and aspect ratio, a/b. Pride and Heimerl’s results\textsuperscript{34} for a/b = 4.5 (long enough that end effects are small) and various b/t are shown as circles in Figure 18. There, two experimental results are shown for each of four b/t ratios. The two measured elastic buckling results are in excellent agreement with the predicted elastic buckling curve (with the usual hyperbolic shape) obtained with use of the Nadai stress-strain curve model\textsuperscript{22} [the behavior of 14S-T6 (2014-T6) aluminum at room temperature is not nonlinear enough to warrant use of the Nadai-Jones model\textsuperscript{19}]. Also, the six measured plastic buckling results agree very well with the predicted plastic buckling curve. If the somewhat lower material properties of the two specimens at b/t = 22.5 were adjusted as if they were made of the same material as for the other data points (as is suggested by Pride and Heimerl), those two points would raise by about 1 ksi making the agreement between the measured and predicted buckling stresses excellent. Pride and Heimerl reported other buckling results that were primarily elastic, but all were at a/b values other than 4.5, so they are not comparable to results for a/b = 4.5 in Figure 18. Other plastic buckling stresses measured earlier by Kollbrunner\textsuperscript{36} and later by Teodosiadis, Lang-
haar, and Smith\textsuperscript{37} were not compared with the present theory. The agreement between measured and predicted results in Figure 18 gives us confidence that the present plastic buckling analysis is essentially correct, so we can proceed to the plastic thermal buckling problem.

Plastic buckling stresses for mechanical loading generally can also be plotted as a function of the plate aspect ratio, $a/b$, as for the elastic results in Figure 5, so we can learn even more about the transition from elastic buckling to plastic buckling. Pride and Heimerl's results could not be effectively plotted against $a/b$ because the tube $a/b$ had to be four or greater to avoid the influence of end effects. Moreover, each plot of $\sigma$ versus $a/b$ must be for a specific plate-width-to-thickness ratio, $b/t$. Only one group of their measured results could be plotted, namely at $a/b = 4.5$ with variable $b/t$ after their use of the stress-strain curve as a basis for comparing theoretical and experimental results is rejected. Of course, if the data agree well with the theory for constant $a/b$ and variable $b/t$ as in Figure 18, then we would certainly expect them to also agree for constant $b/t$ and variable $a/b$ (except any tube data for $a/b < 4$).

Other plastic buckling predictions under mechanical loading are obtained from implementation of the present buckling criterion embedded in the solution strategy of Section 3 for a specified range of buckle mode values. For a 7075-T6 aluminum plate of thickness $t = .40$ in (1.02 cm), width $b = 10$ in (25.4 cm) ($b/t = 25$), and variable length, the elastic and plastic buckling stresses are shown in Figure 19 as the usual festooned curves with various buckling mode shapes that change at cusps. The yield stress is 55 ksi (379 MPa). The plate always buckles into one lateral half-sine wave, i.e., $n = 1$, with a variable number of axial half-sine waves, $m$. Below $a/b = .8$, very large reductions from elastic to plastic buckling stress are observed. On Figure 19, dots are located at cusps at low values of $a/b$, and arrows go from the cusps for the elastic results to the cusps for the plastic results. Note in Figure 19 that buckle mode shape changes (the cusps) occur at lower values of $a/b$ for plastic buckling than for elastic buckling. The cusps in the plastic buckling results migrate from coincidence with the cusps in the elastic buckling results for thin plates toward lower values of $a/b$ than for the elastic buckling results as the plate thickness increases. Thus, the plate that buckles plastically behaves as if it were longer than the elastic plate. This shift in minimum $\sigma_x$ is a characteristic of plastic buckling and will also be observed later in plastic thermal buckling. For a slightly thinner plate of thickness $t = .37$ in (.94 cm) and width 10 in (25.4 cm) ($b/t = 27$) in the intermediate range of $a/b$ from .8 to 1.5, sometimes the buckling is elastic and sometimes plastic. For an even thinner plate ($b/t > 27$), all buckling is elastic except at very low plate aspect ratios. Only in the vicinity of $t = .37$ in (.94 cm) is a transition from elastic to plastic buckling observed with varying plate aspect ratio, $a/b$.

5.2 Thermal Buckling of Pinned-End and Fixed-End Bars with Temperature-Dependent Material Properties

Thermal buckling results by Jones\textsuperscript{19} for simply supported bars with temperature-dependent material properties are shown as a function of the bar slenderness ratio, $L/r$, in Figure 20. The results are plotted as the buckling temperature, $T$, instead of the eigenvalue, i.e., the change in temperature at buckling, $\Delta T$, from room temperature. Plotting $T$ instead of $\Delta T$ enables a direct correlation between behavior and the corresponding material properties that strongly affect the behavior. Thus, we do not always have to add 70°F (20°C) to $\Delta T$ to know the temperature and hence the corresponding material properties that play such a big role in the thermal buckling problem. We can therefore readily perceive when the $T$ behavior curve passes from the influence of a stress-strain curve at one temperature to the influence at another temperature. Zones of temperature influence (horizontal bands) could be drawn on Figure 20 for each of the stress-strain curves in Figure 10, but would have to be drawn for either °F or °C values (not both!). We naturally refer to $T$ as a buckling temperature because the calculated $\Delta T$ is always measured relative to the stress-free state at room temperature in the present results. With proper attention to (nonlinear)
deformation conditions such as Equation (1), $\Delta T$ can be measured relative to any other desired temperature. If all properties are presumed to be elastic and are measured only at room temperature (actually, the coefficient of thermal expansion, $\alpha$, alone leads to the elastic $\Delta T$), the highest (long-dashed) curve in Figure 20. Room-Temperature Properties, results. The bar with room-temperature properties yields at about $T = 500^\circ F$ (260°C) (from $\alpha_y = -E\alpha T$), obviously far above any temperature at which room-temperature properties could be even approximately applicable. Thus, the variation in material properties with temperature must be taken into account. If only free thermal strain properties as a function of temperature are considered, i.e., if $\Delta L/L_0$ is a function of temperature, then the second highest (short-dashed) curve, Linear Properties ($T$), results which is always lower than the Room-Temperature Properties curve. The free thermal strain to cause buckling is the same for both curves, but corresponds to different temperatures in Figure 8. For example, if $L/r = 38.45$, the Room-Temperature Properties curve is precisely at $600^\circ F$ (316°C) in Figure 20, and the horizontal distance in Figure 8 at the same free thermal strain is $77^\circ F$ (43°C) leading to $T$ of $523^\circ F$ (273°C), the value of the Linear Properties ($T$) curve at $L/r = 38.45$ in Figure 20, a difference of 13%. Smaller percentage differences between the Room-Temperature Properties curve and the Linear Properties ($T$) curve occur as $L/r$ increases in Figure 20. If the inherent nonlinearity of the stress-strain behavior is considered in addition to temperature dependence of all material properties, the lowest (solid) curve, Nonlinear Properties ($T$), is obtained. The reduction in predicted plastic thermal buckling temperature, Nonlinear Properties ($T$), from both the Room-Temperature Properties curve and the Linear Properties ($T$) curve is quite large. The Room-Temperature Properties curve is too high by 50% at $L/r = 40$ and by 137% at $L/r = 30$. The Linear Properties ($T$) curve is too high by 33% at $L/r = 40$ and by 98% at $L/r = 30$. Both curves for elastic properties are even more inaccurate below $L/r = 30$, although those results need not be shown because they exceed the validity limit of the applicable material property data.

Similar thermal buckling results were obtained for fixed-end bars, i.e., bars with both rotational and axial restraint at their ends. These results are easily obtained by merely substituting the known fixed-end bar buckling load solution, $P = 4\pi^2E/I^2$, in place of $P = \pi^2E/L^2$ in the appropriate places in the analysis and proceeding to solve for $\Delta T$ (or $T$). As would be expected, the predicted plastic $T$ are higher for fixed-end bars than for pinned-end bars, so a higher $T$ results. All elastic results for room-temperature properties have fixed-end buckling temperature changes four times those for pinned-end bars, as they must be because of the factor of four difference in the two equations governing buckling. However, at stresses above $\alpha_y$, the increase in $T$ or $\Delta T$ because of the end-fixity condition is far less than a factor of four because the implicit higher stress level in fixed-end bars leads to extensive yielding that reduces the difference between the Nonlinear Properties ($T$) curves for pinned-end and fixed-end bars in Figure 20. The difference varies from a factor of four at $L/r = 105$ (elastic buckling) and above to about 15% at $L/r = 50$ and below (bars with both support conditions have yielded). Moreover, the transition from elastic to plastic buckling as $L/r$ decreases takes place at higher $L/r$ for fixed-end bars than for pinned-end bars (105 versus 50, respectively). Note that the plastic thermal buckling results, including the temperatures and stresses, are identical, for example, for (1) fixed-end bars with $L/r = 60$ and (2) pinned-end bars with $L/r = 30$ because the factor of four in the fixed-end results combined with $60^2$ precisely equals $30^2$ in the pinned-end results.

No measured thermal buckling loads for bars appear to be available. However, confidence in the pinned-end bar results (and by implication the fixed-end bar results) was increased by verifying that the predicted mechanical buckling loads at various constant elevated temperatures were in very good agreement with the mechanical buckling portion of the analysis with the corresponding material properties.
5.3 Thermal Buckling of Simply Supported Plates with Temperature-Dependent Material Properties

The change in temperature needed to cause thermal buckling of a uniformly heated, unidirectionally restrained elastic plate with room-temperature material properties is, from Equation (15), the minimum of

$$\Delta T = \frac{a^2}{12} \frac{1}{\alpha} \left[ 1 - v^2 \right] \left( \frac{1}{b/t} \right)^2 \left[ \frac{m}{a/b} + \frac{1}{m} \frac{a}{b} \right]^2$$

(58)

for an integer number of buckling half-sine waves, m. This expression depends simultaneously on two geometric parameters, the plate width-to-thickness ratio, b/t, and the plate aspect ratio, a/b. Conceptually, we could create a three-dimensional plot with vertical axis, z = ΔT, and with two horizontal axes, x = a/b and y = b/t to elegantly and compactly display all the buckling results. However, those comprehensive results would be difficult to present and even harder to interpret. Thus, we settle for a few simple slices through the three-dimensional plot parallel to each of the two horizontal axes in the following manner:

(1) If a/b is constant, then m is correspondingly fixed at some integer value [i.e., constrained to achieve a minimum of Equation (58)]. Accordingly, for a constant a/b, ΔT depends on the inverse of (b/t)² which is a hyperbolic relationship just like the ΔT of bars depends on the bar slenderness ratio, L/r, in Equation (6) and Figure 20. That is, ΔT rapidly approaches zero as b/t increases. Thus, ΔT for a plate is a strong function of b/t as in Figure 6.

(2) If b/t is constant, then ΔT depends on the term in brackets in Equation (58) which results in the scalloped behavior as a function of a/b in Figure 5 for integer values of m, a behavior with no bar analogy. Note that the term in brackets always approaches a non-zero minimum as a/b increases. The term in brackets is the plate effect of support on all four edges [as opposed to the bar effect of supports at two ends in (1)] that does not permit buckling simply as a/b increases except at the minimum of the term in brackets. Thus, ΔT for a plate is a fairly weak function of a/b except for a/b < 1 as in Figure 5.

The product of the two functions, 1/(b/t)² and the bracketed term involving a/b, as represented by Equation (58), must approach zero in a nearly hyperbolic manner as b/t increases, but approaches some minimum for a constant b/t as a/b increases. Two material properties, α and ν, affect Equation (58). The coefficient of thermal expansion, α, has a wide range of possible values for engineering materials, but appears in a simple form in Equation (58), namely the higher the α, the lower the ΔT. The Poisson's ratio, ν, plays a relatively modest role in Equation (58) because ν varies over a relatively narrow range of values for any isotropic material, i.e., most engineering materials have ν in a tight band around some fraction between 0 and .5. Note that no data are available from which to determine how ν varies with temperature. Thus, only the variation of ν with stress is treated, and that occurs only when nonlinear properties are addressed. If ν(T) data were available, then that variation with temperature would be relatively mild in comparison to other effects.

The equivalent of the change in temperature expression in Equation (58) for plates with stress-dependent material properties is Equation (30) and for plates with stress-dependent and temperature-dependent material properties is Equation (38). Both Equations (30) and (38) are far too complicated to attempt to break down the stress and temperature dependencies into as simple a situation as just presented for elastic, room-temperature behavior. Instead, we will observe those dependencies in the light of various numerical examples.

We now investigate the effect of the various stress-dependent and temperature-dependent material properties on the ΔT in two manners: (1) dependence on a/b and (2) dependence on b/t. Three types of results for temperature-dependent material properties are presented: (1) T versus a/b; (2) versus a/b, and T versus b/t. In all cases, the results are plotted as the buckling temperature, T, instead of the eigenvalue, i.e., the change in temperature at buckling, ΔT, from room temperature. Plotting T instead of ΔT enables a direct correlation between the response and the corresponding material properties that strongly affect the response. Thus, we do not always have to add 70°F (20°C) to ΔT to know the temperature and hence the corresponding material properties that play such a big role in the thermal buckling problem. We can therefore readily perceive when the T response curve passes from the influence of a stress-strain curve at one temperature to the influence at another temperature. We naturally refer to T as a buckling temperature because the calculated ΔT is always measured relative to the stress-free state at room temperature in the present results. With proper attention to the (nonlinear) deformation conditions such as Equation (1), ΔT can be measured relative to any other desired temperature.
Three types of analysis approximations to material property dependence on stress and temperature are studied, i.e., $T_T$ is calculated for three different sets of material properties with various stress and temperature dependencies:

1. **Room-Temperature Properties**, i.e., $\overline{\Delta T}(\alpha, \nu)$ (all properties constant)
2. **Linear Properties** ($T$), i.e., $\overline{\Delta T}(\frac{\Delta L}{L_0}(T), \nu)$ (free thermal strain is a function of temperature)
3. **Nonlinear Properties** ($T$), i.e., $\overline{\Delta T}(\frac{\Delta L}{L_0}(T), E_{\text{sec}}(\sigma, T), E_{\text{tan}}(\sigma, T), \nu(\sigma))$ (free thermal strain is a function of temperature plus mechanical properties are a function of temperature and stress)

### 5.3.1 $T_T$ versus $a/b$

The buckling temperature, $T_T$, is plotted against the plate aspect ratio, $a/b$, for plate width-to-thickness ratio $b/t = 25$ for the three material property dependencies, **Room-Temperature Properties**, **Linear Properties** ($T$), and **Nonlinear Properties** ($T$), in Figure 21. The three festooned buckling-mode-shape-dependent curves are roughly 'parallel' to one another in a generalized sense of the term parallel and each rapidly approaches a different minimum as $a/b$ increases. Thus, $T_T$ is not a strong function of $a/b$. The essentially 'parallel' nature of the three material property approximations is caused by the fact that the term in brackets in Equation (58) or its highly modified equivalent in Equations (30) and (38) achieves a constant minimum as $a/b$ increases. The value of $T_T$ for **Room-Temperature Properties** is about 110°F (60°C) above the $T_T$ for **Nonlinear Properties** ($T$). Also, $T_T$ for **Room-Temperature Properties** is about 65°F (36°C) above $T_T$ for **Linear Properties** ($T$). Those numbers are for the minima of each curve, e.g., at integer values of $a/b$ for **Room-Temperature Properties** and **Linear Properties** ($T$), and at somewhat lower values of $a/b$ for **Nonlinear Properties** ($T$). The lowest buckling temperature, $T_T$, with elastic material properties always occurs at integer values of $a/b$, i.e., 1,2,3,..., as in Figure 5. In contrast, for plastic material properties, the values of $a/b$ for the minimum buckling temperature shift to the left from the values for elastic buckling (as noted previously for the plastic versus elastic buckling under mechanical loading results in Figure 19). In addition, the plastic buckling curve 'flattens out' (approaches its minimum) at much lower $a/b$ than does the elastic buckling curve. That is, the plastic buckling results are effectively for a longer plate (higher $a/b$) than the elastic buckling results.

The $T_T$ values predicted with room-temperature properties are unrealistically high as would be expected. At the minima, the **Linear Properties** ($T$) curve is about 13% below the **Room-Temperature Properties** curve. That magnitude is about what we expect given that the only difference between the two curves is the actual variation of the free thermal strain, $\Delta L/L_0$, as a function of $T_T$ curve for the **Linear Properties** ($T$) curve as opposed to the constant $\alpha$ of the **Room-Temperature Properties** curve. That different approach lowers the temperature to achieve the same free thermal strain by about 13% at 600°F (316°C) with lesser decreases in the temperature range from room temperature to 600°F (316°C) than the 13% at 600°F (316°C). Of course, an even better approach is to use the material properties as a function of both temperature and stress as in the **Nonlinear Properties** ($T$) curve.

Thermal buckling for a plate as thick as $b/t = 25$ excites both material properties as a function of temperature and material properties as a function of stress level. Thinner plates (higher $b/t$ than the present 25) exhibit less plastic behavior and less temperature effect than that shown in Figure 21 because the buckling temperatures are much closer to room temperature. Thicker plates (lower $b/t$ than the present 25) buckle nearly at 600°F or above which is beyond the applicability of the present material property data, so the thermal buckling predictions cannot be relied upon. Of course, the minimum buckling temperatures are always the highest for **Room-Temperature Properties**, intermediate for **Linear Properties** ($T$), and the lowest for **Nonlinear Properties** ($T$) irrespective of the plate thickness.

**Figure 21** Thermal Buckling Temperature versus Aspect Ratio
5.3.2 $\bar{\sigma}$ versus a/b  The stresses at thermal buckling corresponding to the $T$ values in Figure 21 are interesting to observe in Figure 22. There, the elastic buckling stress for Room-Temperature Properties increases very rapidly in the usual manner corresponding to the buckling temperature as the plate aspect ratio, a/b, decreases below one. In contrast, the predicted plastic buckling stress in the Nonlinear Properties ($T$) curve in Figure 22 actually decreases as a/b decreases below one because the stress-strain curves at high temperatures are lower than at room temperature in Figure 10. Similarly, the predicted elastic stresses for Linear Properties ($T$) also decrease as a/b decreases below one because the modulus decreases with increasing temperature (however, the predicted elastic stresses are invalid because they exceed the yield stress at the respective temperatures by a large amount). Moreover, the Nonlinear Properties ($T$) curve is upside down relative to the Room-Temperature Properties curve, but the reason is quite simple. The higher the $T$, the lower the material properties because the stress-strain curves decrease dramatically with increasing temperature in Figure 10 and hence the lower the corresponding buckling stress, $\bar{\sigma}$, which is highly affected by the high temperature and the corresponding low stress-strain curves. In contrast, for the Room-Temperature Properties curve, the properties are constant, so the higher the $T$, the higher the corresponding buckling stress, $\bar{\sigma}$. The Linear Properties ($T$) curve has some of both attributes, although it is decreasing only at very high temperatures. The values of the plastic thermal buckling stresses are, of course, all above yielding, but below the maximum stresses in Figure 10, i.e., well within the range of applicability of the measured stress-strain curves. The differences between the three types of stresses in Figure 22 increase as b/t decreases from 25 to thicker plates (with corresponding increased room-temperature stresses) and decrease as b/t increases from 25 to thinner plates (with corresponding decreased room-temperature stresses). Quantitative comparison of the stresses is not useful because of yielding and temperature effects that render the stresses in the Room-Temperature Properties and Nonlinear Properties ($T$) approaches inherently inaccurate.

The two cusps in the Nonlinear Properties ($T$) curve below a/b = .5 in Figure 22 (one at a/b = .36 is difficult to see at this scale except as a small dash) are not buckling mode shape changes like the other cusps. Instead, those two cusps are caused by the fact that the material properties change very differently above the temperature at the cusp than below that temperature. This observation is solidified by examining the expanded crucial region of the buckling stress, $\bar{\sigma}$, versus a/b plot in Figure 23. There, the buckling temperatures at specific values of a/b are labeled. The two cusp-like deviations in the behavior, one at a/b = .36 and the other at a/b = .46, coincide precisely with $T = 600°F (316°C)$ and $T = 500°F (260°C)$, respectively. Thus, although the $T$ versus a/b behavior is smooth, the $\bar{\sigma}$ versus a/b behavior is not. The behavior below $T = 500°F (260°C)$ [above $\bar{\sigma} = 17$ ksi (110 MPa)] is quite smooth and progresses as might be expected (except for being 'upside down'). At the 'top' of the curve, i.e., at a/b = .7, $T = 435°F (224°C)$; at a/b = .6, $T = 450°F (232°C)$; and at a/b = .5, $T = 478°F (248°C)$. At $T = 500°F (260°C)$ [$\bar{\sigma} = 17$
ksi (110 MPa)], the material property linear interpolation scheme changes from involving the stress-strain curves at 400°F (204°C) and 500°F (260°C) to involving the stress-strain curves at 500°F (260°C) and 600°F (316°C). Such a change naturally causes quite different behavior on each side of the point where $\Delta T = 500°F (260°C)$ ($\sigma_T = 17$ ksi (110 MPa)], although, of course, the two behaviors match there (in value, but not in slope). If the measured stress-strain curves were more closely spaced than the present 100°F (55°C) difference between the Mathauser and Brooks stress-strain curves, this cusp-like behavior would be reduced, if not eliminated. Or, if the linear interpolation between two adjacent stress-strain curves were replaced with interpolation that involves three stress-strain curves in the neighborhood of the estimated temperature, then the cusps might be smoothed out. However, such an enhanced interpolation scheme might not be possible to implement because of the interpolation difficulties mentioned in Section 4.5. No similar temperature-related cusp exists in the Linear Properties ($T$) curve in Figure 22 because the pertinent free thermal strain expression, the TPRC equation in Equation (42), is continuous with continuous derivatives throughout the range presented.

5.3.3 $\bar{T}$ versus b/t For a plate aspect ratio, $a/b$, that is low enough that significant plastic effects can occur, the plate width-to-thickness ratio, b/t, is varied over a wide range to obtain the thermal buckling curves for the three material property approximations in Figure 24. There, the elastic room-temperature response is hyperbolic as shown with the long-dashed curve (Room-Temperature Properties). The behavior of $\bar{T}$ with b/t for linear (elastic) material properties that are a function of temperature, Linear Properties ($T$) is also hyperbolic, but with a modifying effect that the instantaneous $\alpha$ always rises as $\bar{T}$ increases. At $b/t = 29.5$, the comparison between the three curves is particularly convenient because the Room-Temperature Properties curve is precisely at 600°F (316°C) which is the upper limit of the range of applicability of the Mathauser and Brooks stress-strain curve data. Also at $b/t = 29.5$, the Linear Properties ($T$) curve is at 523°F (273°C) and the Nonlinear Properties ($T$) curve is at 406°F (208°C). Thus, the Room-Temperature Properties curve value at $b/t = 29.5$ is 13% above the Nonlinear Properties ($T$) curve because of the difference in temperature for the same free thermal strain between the $c_{RT} \Delta T$ and $\Delta L/L_0$ curves in Figure 8 as previously noted. The $\bar{T}$ for nonlinear properties that are a function of stress and temperature, Nonlinear Properties ($T$), departs markedly from the $\bar{T}$ for Linear Properties ($T$) starting below $b/t = 37$ as $b/t$ decreases. That behavior is quite similar to, but much less dramatic than, the behavior of $\bar{T}$ versus L/r for a bar in Figure 20 because of the moderating influence of the bracketed term involving a/b in Equation (58) that slows the approach of $\bar{T}$ to zero. The Nonlinear Properties ($T$) curve is about 50°F below the Room-Temperature Properties curve at $a/b = 37$ and about 180°F below at $a/b = 30$. The Nonlinear Properties ($T$) curve departs from the Linear Properties ($T$) curve at $a/b = 37$ and, at $a/b = 30$, is about 100°F below the Linear Properties ($T$) curve. The $\bar{T}$ for Room-Temperature Properties and the $\bar{T}$ for Linear Properties ($T$) approach each other as b/t increases. However, they never actually meet (except for practical purposes at $\bar{T} = 70°F$). The effects of nonlinear material behavior as a function of temperature shown for $a/b = .5$ in Figure 24 diminish somewhat as a/b increases as can be inferred by comparison with the variable $a/b$ results in Figure 21. In contrast, the results in Figure 24 would be even farther apart if $a/b$ were to decrease from the value .5.  

5.3.4 Summary There is less difference between the results for the Nonlinear Properties ($T$) approximation and the two elastic material property approximations for plates in Figures 21 and 24 than exists for bars in Figure 20. The reason for the smaller differences is related to the additional factor of the bracketed term in Equation (58) which depends on $a/b$ and which exists for plates, but not for bars. The bracketed term is caused by the presence of four edges on a plate as contrasted with the two ends of a bars and is responsible for the considerable difference between the elastic and plastic behavior of the two
structural elements. As expected, $T$ is a fairly strong function of $b/t$ in Figure 24 and a fairly weak function of $a/b$ in Figure 21 except for $a/b < 1$.

The nature of results for different $a/b$ or $b/t$ than displayed is alluded to as much as possible in the preceding sub-sections in an effort to generalize the present few slices through the three-dimensional world of plastic thermal buckling of plates. As part of that effort, the character of the plate plastic thermal buckling results from Equation (30) are investigated in a somewhat crude fashion. The expressions for the plasticity coefficients $K_{ij}$ and $H$ in Equations (21) and (22) are such complicated functions of $\nu$ that they are difficult to understand. Moreover, $\nu$ is a function of stress level, i.e., position on the stress-strain curve. Thus, to cut through the maize of various complexities, two special cases of constant $\nu$ are examined: (1) $\nu = 1/2$ and (2) $\nu = 0$. In both cases, the complicated expressions simplify enormously (with certain approximations being necessary for the $\nu = 0$ case). Only a square plate is treated for further simplification and more focus on plasticity factors alone, but with no reduction in generality of the results. For $\nu = 1/2$, the $\Delta T$ expression in Equation (30) simplifies for a square plate to

$$ \Delta T_{\nu=1/2} = \frac{\pi^2}{36} \frac{1}{\alpha} \frac{1}{(b/t)^2} \left[ 1 + 3 \frac{E_{\tan}}{E_{\sec}} \right] m^2 + 8 + \frac{1}{m^2} $$

(59)

for which the minimum $\Delta T$ always occurs for $m = 1$. Thus,

$$ \Delta T_{\nu=1/2} = \frac{\pi^2}{36} \frac{1}{\alpha} \frac{1}{(b/t)^2} \left[ 1 + 3 \frac{E_{\tan}}{E_{\sec}} \right] $$

(60)

For $\nu = 0$, the $\Delta T$ expression in Equation (30) simplifies for a square plate to approximately (in some terms, $E_{\tan}/E_{\sec}$ has been neglected in comparison to five, but not in comparison to one)

$$ \Delta T_{\nu=0} = \frac{\pi^2}{60} \frac{1}{\alpha} \frac{1}{(b/t)^2} \left[ 1 + 4 \frac{E_{\tan}}{E_{\sec}} \right] m^2 + 10 + \left[ 4 + \frac{E_{\tan}}{E_{\sec}} \right] \frac{1}{m^2} $$

(61)

for which the minimum $\Delta T$ always occurs for $m = 1$. Thus, in parallel to Equation (60),

$$ \Delta T_{\nu=0} = \frac{\pi^2}{36} \frac{1}{\alpha} \frac{1}{(b/t)^2} \left[ 9 + 3 \frac{E_{\tan}}{E_{\sec}} \right] $$

(62)

Therefore, $E_{\tan}/E_{\sec}$ has more influence in the $\nu = 0$ expression than in the $\nu = 1/2$ expression. The plastic thermal buckling temperature change for a bar is shown by Jones to be

$$ \Delta T = \frac{\pi^2}{1} \frac{E_{\tan}}{E_{\sec}} \frac{1}{(L/r)^2} $$

(63)

For a concave-downward stress-strain curve as in Figure 7, as the stress increases, both $E_{\tan}$ and $E_{\sec}$ decrease from the value $E$ for elastic behavior. However, $E_{\tan}$ decreases much more rapidly than $E_{\sec}$. Thus, $E_{\tan}/E_{\sec}$ decreases from one and rapidly approaches zero as stress increases. This behavior is a measure of the sensitivity to plasticity effects to position on the stress-strain curve. As $E_{\tan}/E_{\sec}$ decreases, a few simple numerical substitutions will readily reveal that the bar $\Delta T$ expression in Equation (63) decreases far more rapidly than the plate $\Delta T$ expressions in Equations (60) and (62). Furthermore, the bar $\Delta T$ rapidly goes to zero whereas the two approximate plate $\Delta T$ expressions for $\nu = 1/2$ in Equation (60) and for $\nu = 0$ in Equation (62) slowly approach different limiting minima as $E_{\tan}/E_{\sec}$ goes from one to zero. Thus, for plates, $\Delta T$ is a much weaker function of $E_{\tan}/E_{\sec}$ than for bars because the effect of $E_{\tan}/E_{\sec}$ is diminished by the term in brackets in Equation (60) going from 16 to 13 as $E_{\tan}/E_{\sec}$ goes from one to zero and in Equation (62) going from 12 to 9. Thus, we have proved why the plastic thermal buckling results for plates in Figure 24 have so much smaller effect of plasticity than the bar results in Figure 20. The further dependence of plate thermal buckling on temperature-dependent material properties does not need to be investigated in any approximate manner because we know that, although all moduli decrease with increasing temperature, the behavior of the moduli ratio, $E_{\tan}/E_{\sec}$, has the same character, but with the complications of temperature dependence. Thus, no fundamental conclusions are changed if temperature is introduced in the approximate analysis.
6. Concluding Remarks

The concluding remarks are first a summary of what is accomplished in the present reported re-
search, including the physical significance of the present results. Then, possible direct extensions of
the present problem to other in-plane restraint and loading conditions (such as combined thermal and
mechanical loading) are described. Finally, more complex problems involving other plate edge support
boundary conditions and nonuniform heating situations are discussed relative to the difficulties encount-
ered including the computational effort required in comparison to the present research. The latter two
sub-sections are an attempt to put the present study into the perspective of the general plate thermal
buckling problem.

6.1 The General Plate Thermal Buckling Problem

Geometrically perfect plates that are restrained from in-plane expansion when slowly heated sym-
metrically about the plate middle surface generally develop compressive stresses and then buckle at
some specific amplitude of the temperature distribution in the plate. Some temperature distributions
cause compressive stresses even when the plate is not restrained in its plane. However, the temperature
at which buckling occurs can be high enough to render inapplicable the room-temperature material prop-
erties that are typically used to calculate the buckling temperature. Moreover, the stresses generated in
the plate can exceed the yield stress of the material thus exciting nonlinear stress-strain behavior. Finally,
the nonlinear stress-strain behavior of the material varies significantly with temperature, as does the free-
thermal-expansion behavior. Thus, these temperature-dependent and stress-dependent material prop-
erties must be taken into account in the calculation of the plastic thermal buckling temperature of rec-
tangular plates that develop compressive thermal stresses.

6.2 The Present Problem

Thermal buckling under slow, uniform heating of simply supported, geometrically perfect rectangular
plates with temperature-dependent nonlinear stress-strain behavior is addressed in this paper. Creep
buckling, i.e., buckling under constant load after some time during which the material properties decrease,
is not treated. The plates are restrained from free thermal expansion in one direction in their plane as in
Figure 1, so they develop stresses that can exceed the yield stress, and they attain temperatures that can
be well above room temperature. Thus, the elevated-temperature nonlinear stress-strain behavior and
free-thermal expansion behavior are considered. The specific manner of achieving prebuckling in-plane
restraint is schematically shown in Figure 1 using Almroth’s notation for the four possible types of simply
supported edges, i.e., edges with no rotational restraint and zero deflection, but with four types of in-plane
support conditions. The equilibrium boundary conditions that all can be called simply supported edges
are shown in Figure 2. Analogous buckling boundary conditions are obtained by putting the variational
symbol, δ, in front of each prebuckling equilibrium boundary condition, e.g., $w = 0$ before buckling goes
to $\delta w = 0$ during buckling. The plates are regarded as ‘perfect’, i.e., without any geometric or material
imperfections. However, Shanley’s ‘no strain reversal’ approach to plastic buckling is used in which the
inherent imperfections of a real structural element are recognized implicitly. The $J_2$ deformation theory
of plasticity is employed along with a variable Poisson’s ratio after the material yields. The equivalent
mechanical load concept is used to solve the plastic thermal buckling problem in a very straightforward
manner. The highly nonlinear stress-strain behavior characteristic of aluminum alloys at high temperature
is represented with the Nadai-Jones stress-strain curve model and interpolated at temperatures that
are intermediate to the discrete temperatures at which Mathauser and Brooks measured stress-strain
curves. Finally, the two-level transcendental buckling problem in temperature and stress level on the
stress-strain curve is solved with an interval-halving technique. Examples of plastic thermal buckling of
uniaxially in-plane restrained 7075-T6 aluminum plates are used to illustrate the theory.

Two ancillary efforts are undertaken: (1) thermal buckling of bars with temperature-dependent non-
linear stress-strain behavior is reviewed to set the stage for the plate thermal buckling problem and to
provide a basis for comparison with plate response, and (2) plastic buckling stresses of plates under me-
chanical loading predicted with the present theory are shown to be in excellent agreement with buckling
stresses measured by Pride and Heimerl. Thus, because of that favorable comparison with exper-
imental results, we have at least one measure of confidence in the present approach, although not under
actual thermal buckling conditions. Pride and Heimerl’s use of the uniaxial stress-strain curve as the basis
for comparison of theoretical and experimental results is demonstrated to be incorrect and misleading.
Thermal buckling temperatures of uniformly heated, simply supported 7075-T6 aluminum plates with temperature-dependent nonlinear material properties using the Nadai-Jones model and the two-level numerical search procedure are predicted as a function of the two plate geometric variables, the plate aspect ratio, a/b, and the plate width-to-thickness ratio, b/t. Three types of analysis approximations to material property dependence on stress and temperature are studied, i.e., $\Delta T$, the change in temperature from room temperature at buckling, is calculated for three different sets of material properties with various stress and temperature dependencies:

1. **Room-Temperature Properties**, i.e., $\Delta T(\alpha, \nu)$ (all properties constant)
2. **Linear Properties** ($T$), i.e., $\Delta T\left[\frac{AL}{L_0}\left(T\right), \nu\right]$ (free thermal strain is a function of temperature)
3. **Nonlinear Properties** ($T$), i.e., $\Delta T\left[\frac{AL}{L_0}(T), E_{\sec}(\alpha, T), E_{\tan}(\alpha, T), \nu(\sigma)\right]$ (free thermal strain is a function of temperature plus mechanical properties are a function of temperature and stress)

Actually, $T$ is calculated and is $\Delta T$, the eigenvalue, plus room temperature to enable direct comparison with the temperatures at which the nonlinear stress-strain curves are measured. Three numerical results are obtained: $T$ versus a/b, $\overline{\sigma}$ versus a/b, and $T$ versus b/t.

The highest buckling temperatures and stresses are obtained with the **Room-Temperature Properties** approximation, intermediate values with the **Linear Properties** ($T$) approximation, and the lowest values with the **Nonlinear Properties** ($T$) approximation, as expected. The **Room-Temperature Properties** results differ from the **Linear Properties** ($T$) results by at most 13% in the range of temperatures from room temperature to 600°F (316°C) because only the difference between the free thermal strain as a function of temperature for the **Linear Properties** ($T$) approximation and the $\alpha_{RT}\Delta T$ for the **Room-Temperature Properties** approximation affects the two results. The more important, inherently nonlinear stress-strain behavior is considered in addition to temperature dependence of all material properties, the lowest prediction for plate buckling temperatures and stresses is obtained. Because of the very good agreement between the predicted and measured plastic buckling stresses under mechanical loading, the **Nonlinear Properties** ($T$) results for thermal buckling are believed to be relatively accurate. However, the author is not aware of any relevant measured plate thermal buckling temperatures or stresses to verify that claim.

The **Room-Temperature Properties** and **Linear Properties** ($T$) curves for a thin plate with variable a/b and b/t = 25 in Figure 21 are 25% and 10% too high, respectively, relative to the **Nonlinear Properties** ($T$) results. For a very short plate of a/b = 5, at b/t = 29.5, the **Room-Temperature Properties** buckling temperature is 48% higher than the **Nonlinear Properties** ($T$) result, and the **Linear Properties** ($T$) buckling temperature is 29% higher than the **Nonlinear Properties** ($T$) result. Those percentage differences are larger for thicker plates and smaller for thinner plates. Also, those percentage differences are larger for shorter plates and smaller for longer plates with the caveat that the percentage differences approach a constant difference for long plates.

There is less difference between the results for the **Nonlinear Properties** ($T$) approximation and the two elastic material property approximations for plates with variable a/b in Figure 21 and with variable b/t in Figure 24 than exists for bars with variable L/r (the only bar geometric variable) in Figure 20. The reason for the smaller differences is related to the additional factor of the bracketed term for the elastic results in Equation (58) which depends on a/b and which exists for plates, but not for bars. That term results from the fact that plates are (simply) supported on all four edges, including those in the restraint direction, as opposed to bars being supported only at their two (pinned) ends (and not along their axial sides). Two very approximate expressions are developed for $\nu = 0$ and $\nu = 1/2$, respectively, to represent the crude effects of plasticity for plates as contrasted with bars. From those approximate expressions, we easily see that plates have much lower plasticity effects on buckling loads than bars because of less demonstrated effect of the plastic moduli ratio, $E_{\tan}/E_{\sec}$. In general, from the present numerical results, $\overline{T}$ is a fairly strong function of b/t and a fairly weak function of a/b except for a/b < 1, as expected. Moreover, plates are clearly much less sensitive to plasticity effects than are bars. The present procedure can be readily applied to plates with other boundary (edge) conditions if the buckling stress solution for those boundary conditions is known.

No measured thermal buckling temperatures for uniformly heated simply supported rectangular plates appear to be available. However, confidence in the present results was increased by verifying that the plastic buckling stresses for mechanical loading at room temperature predicted with the plastic buckling portion of the plastic thermal buckling analysis with the appropriate material properties are in very good agreement with measured stresses. Many difficulties are identified with creating actual simply supported
edge boundary conditions on all plate edges. Loading an edge and simultaneously requiring and enabling it to freely rotate is the biggest challenge. Moreover, application of uniform heating throughout the plate volume is also quite difficult to implement. Note especially that the edge supports must not be a heat sink to locally disturb the plate temperature distribution, but that objective is also very difficult to achieve.

One case of measured buckling behavior of uniformly heated plates with other than simply supported edges is known. Murphy and Ferreira analyzed and almost uniformly heated very thin elastic rectangular plates with clamped edges (which they defined as zero edge rotation and zero in-plane movement, i.e., C1 boundary conditions in Almroth's notation). The difference between the actual heating and uniform heating occurs near the plate edges where the boundary insulation interferes with the plate fixity condition and was therefore removed to ensure the proper support boundary condition at the expense of developing nonuniform heating because the heating boundary condition is violated. The presence of initial geometric imperfections in the thin plates leads to a nonlinear relation of temperature versus deflection perpendicular to the plate surface (w in Figure 1). That is, bending, bowing, or curling takes place from the very onset of temperature application. In contrast, without initial geometric imperfections, the deflection perpendicular to the plate surface is zero until bifurcation buckling at a specific load followed by nonlinear behavior. The behavior prior to bifurcation buckling is nonlinear in the present analysis because of the nonlinear material properties. In Murphy and Ferreira's problem, bifurcation buckling does not occur because of imperfections, but buckling (mode-shape change at a specific temperature) does occur at temperatures above the buckling temperature that corresponds to a geometrically perfect plate. The clamped-edge plate does not, of course, have a closed-form solution for the buckling load or buckling temperature, so it would be computationally expensive to implement their plate in the present plastic thermal buckling analysis procedure. Moreover, their plates were so thin (b/t = 100 to 200) that they buckled at very low temperature changes of only about 30°F (15°C). Thus, they were concerned with only temperature-independent linear elastic room-temperature material properties. Accordingly, their study is not amenable to simple analysis or to inclusion in the present study of temperature-dependent nonlinear material properties. Moreover, their experimental results are not comparable to the present analysis predictions in any range of behavior because of both initial geometric imperfections and the large differences in boundary conditions.

6.3 Practical Significance of the Present Results

The calculated plate buckling load or buckling temperature must be put into the perspective of general plate behavior to determine its practical significance. The buckling load for a linear elastic plate is typically the end of one straight segment of the load-deformation curve and the beginning of another straight segment with a significantly lower stiffness as described by Jones. Thus, buckling of a plate does not constitute the end of its useful load-carrying capability as is buckling of a bar. More load (in this case, temperature) can be applied to a plate and readily carried if the resulting additional deformation is acceptable in the design application. Such concepts of operating a structure in the post-buckling regime are not uncommon, e.g., some high-performance military aircraft have such operating characteristics. However, structural elements in a commercial jetliner would probably not be designed to operate in the post-buckling regime. Nonlinear stress-strain behavior (as opposed to linear elastic behavior) leads to curved load-deformation plot segments, still with a lesser initial slope of the second segment than the final slope of the first segment. Other segments develop as higher buckling modes are encountered. With initial geometric imperfections, the present results are an upper bound on the buckling behavior in the following sense. An imperfect plate would continuously deform out of plane as it is heated (instead of suddenly at the buckling temperature as in the present problem), and the magnitude of that deformation at a specific temperature is larger for larger initial imperfections. Thus, the behavior of the imperfect plate always lies below and to the right of the present behavior on a load-deformation plot.

6.4 Possible Direct Extensions of the Present Problem

The present approach could readily be extended to plastic thermal buckling of biaxially in-plane restrained plates with temperature-dependent nonlinear stress-strain behavior. Then, the plasticity coefficients for the bending stiffnesses during buckling in Equation (21) would need to be modified because of the biaxial state of stress as opposed to the present uniaxial state of stress. Several efforts have been made toward parts of that goal, except with temperature-independent material properties. Wang, Xiang, and Chakrabarty studied buckling under mechanical loading of thick plates with temperature-independent material properties by use of Mindlin's approach and found that flow theory results are even higher than deformation theory results for thick plates than the usual discrepancy that occurs for thin plates.
They comprehensively addressed rectangular plates with uniaxial and equal biaxial loading and boundary conditions with two opposite edges simply supported and the other two various combinations of free, clamped, and simply supported with various types of Ramburg-Osgood material model parameters\textsuperscript{21}. They similarly addressed simply supported and clamped circular plates with uniform in-plane load.

The present approach could also be extended to uniaxial restraint of a plate under thermal loading plus mechanical loading perpendicular to the uniaxial restraint. In such a situation except with only temperature-independent elastic material properties, Jones\textsuperscript{40} showed that transverse tension (transverse to the uniaxial restraint) can raise the thermal buckling load (temperature) just as transverse compression decreases the thermal buckling load. Similarly, cooling raises the mechanical buckling load perpendicularly to the uniaxial restraint, and heating, of course, lowers that mechanical buckling load. Durban and Zuckerman\textsuperscript{41} showed for temperature-independent material properties that biaxial mechanical loading in which tension in one direction normally increases the buckling load in the compression direction has a diminished effect with plastic deformation, irrespective of whether flow theory or deformation theory is used. Analogously, the effect of tension in one direction would be expected to have a diminished effect on the buckling temperature of a plate with restraint in the perpendicular direction.

### 6.5 Other Plate Edge Support Boundary Conditions

Thermal buckling loads for uniformly heated plates with boundary conditions other than simply supported edges are much more complicated to determine than in the case of the present focus on uniformly heated simply supported plates. That is, plates with boundary conditions other than simply supported edges generally do not have exact solutions for the buckling load (with a few exceptions) as does the present problem. One of the exceptions is the class of elastic plates with two opposite edges that are loaded and simply supported with the other two edges unloaded and either clamped, simply supported, or free\textsuperscript{25}. Such combinations as clamped and free on the other two edges are possible and are representative of the flanges of beams. The separation of variables approach to the differential equations results in transcendental equations that are trivially easy to solve with current techniques. For plates with support boundary conditions that do not have an exact solution, approximate solution techniques, such as Rayleigh-Ritz or finite elements, must be employed at each step of a very large number of steps in the two-level transcendental search procedure to find the corresponding buckling load. Accordingly, computational demands are very significantly higher than with the present simple closed-form buckling solution.

### 6.6 Nonuniform Heating

Thermal buckling loads (temperatures) for nonuniformly heated plates have several complicating factors over those of uniformly heated plates. Uniform heating of a plate results in uniform material properties and stresses throughout the plate, so the differential equation governing thermal buckling has constant coefficients, and is readily solved in an exact manner for plates with simply supported edges as demonstrated in this paper. In contrast, with nonuniform heating, the material properties and stresses change over the surface of the plate and perhaps as well through the thickness of the plate. Such inhomogeneity of material properties results in a differential equation governing the buckling load that has nonconstant coefficients and is not easily solved even if the plate edges are simply supported. Accordingly, the solution must be approached numerically with finite element techniques being the probable preferred method of solution. However, the computational expense of repetitively determining the buckling load at each step of a very large number of steps in the two-level search procedure is quite significant, yet perhaps no higher than if the edges were not simply supported. That is, if the plate has both non-simply-supported edges plus nonuniform heating, then the problem is no more complicated from a computational expense standpoint than either case separately because both involve idealization of the entire plate with finite elements over the surface (so both aspects require a very similar computational outlay). One factor that might require additional finite elements for the nonuniform heating problem than for the different boundary conditions problem is the number of elements needed to represent the nonuniform temperature distribution with the associated material property variability, especially if the temperature varies through the plate thickness. Of course, any nonuniform heating must be such that the plate has a continuously increasing amplitude of some characteristic facet of the nonuniform heating distribution without any moment being induced in the plate. Such moments would cause immediate bending, bowing, or curling of the plate thereby eliminating the possibility of thermal buckling and reducing the problem from an eigenvalue problem to a nonlinear equilibrium problem. That is, thermal buckling is an instantaneous action of the plate (a sudden change of deformation mode at a specific load or temperature) rather than a gradually developing deformation such as bending, bowing, or curling. All the issues of actual
plates buckling under heating are clouded by the realities of geometric imperfections of the plate as well as inevitable variabilities in the heating distribution. The heating distribution is heavily influenced by the realities of the plate support conditions such as how well the edge and surface boundaries either 'carry off' (act as a heat sink) or help retain the heating of the interior of the plate.

A few nonuniform heating distributions for rectangular plates have been treated, although all seemingly are for temperature-independent material properties and usually for linear stress-strain curves. To simulate the heating condition on aircraft wing panels in supersonic flight, Heldenfels and Roberts\textsuperscript{43} developed the heating apparatus to apply a tent-shaped distribution to an aluminum plate that is not restrained at its edges. Then, for that same tent-shaped temperature distribution, Gossard, Seide, and Roberts\textsuperscript{44} developed both a thermal buckling solution with a postbuckling behavior analysis for a geometrically perfect plate and a large-deflection equilibrium solution for the deformation of a plate with initial geometric imperfections. Indeed, \textit{buckling can be caused without the presence of edge restraint} if the temperature varies over the plate surface and causes regions of compressive stress with self-equilibrating tensile stress in other regions. The measured and predicted plate center deflections agreed with each other and approached that of the geometrically perfect plate analysis with postbuckling behavior accounted for as temperature increased. Klosner and Forray\textsuperscript{42} applied a double Fourier sine series to address an arbitrary, but symmetric, temperature distribution with a parabolic distribution as an example. However, their specific procedure was not clear, and their references were either missing or not accurate. Of course, neither of the two nonuniform temperature distributions could be addressed with the present plastic thermal buckling analysis procedure without very significant computational expense.

6.7 Summary

The effect of temperature-dependent nonlinear stress-strain behavior on thermal plastic buckling of uniformly heated, simply supported, uniaxially restrained rectangular plates is readily apparent from the present results and can be quite strong. Thus, in a robust thermal environment, the actual nonlinear stress-strain behavior of a material as a function of temperature must be considered when evaluating structural response of plates, as was previously shown by Jones\textsuperscript{19} for bars. Other types of in-plane restraint and combined thermal and mechanical loading of uniformly heated, simply supported plates should be assessed. The response of plates with other edge support boundary conditions and other types of heating distributions as well as other structural elements such as shells, and even complete structures, should be similarly affected and modeled.

References

Congress on Thermal Stresses and Related Problems, TS2003, 8–11 June 2003, Virginia Polytechnic Institute and State University, Blacksburg, Virginia.


### Table 1 Nadai-Jones Stress-Strain Curve Parameters as a Function of Temperature

<table>
<thead>
<tr>
<th>Temperature °F</th>
<th>α_1 = α_1 ksi</th>
<th>α_2 = α_2 ksi</th>
<th>ε_3</th>
<th>α_4 = α_4 ksi</th>
<th>K ksi^-n</th>
<th>n</th>
<th>J ksi^-m</th>
<th>m</th>
<th>E ksi</th>
<th>ΔL/L_0</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>56.0</td>
<td>68.0</td>
<td>.006380</td>
<td>70.</td>
<td>6.146x10^-7</td>
<td>3.170</td>
<td>4.374x10^-9</td>
<td>6.347</td>
<td>10000.</td>
<td>.00000</td>
</tr>
<tr>
<td>300</td>
<td>36.0</td>
<td>51.0</td>
<td>.004805</td>
<td>52.9</td>
<td>8.529x10^-9</td>
<td>4.519</td>
<td>2.079x10^-14</td>
<td>11.501</td>
<td>9200.</td>
<td>.00314</td>
</tr>
<tr>
<td>400</td>
<td>24.3</td>
<td>36.3</td>
<td>.003845</td>
<td>37.35</td>
<td>5.397x10^-8</td>
<td>4.157</td>
<td>4.284x10^-17</td>
<td>16.588</td>
<td>8075.</td>
<td>.00464</td>
</tr>
<tr>
<td>500</td>
<td>11.0</td>
<td>15.8</td>
<td>.002260</td>
<td>17.0</td>
<td>3.331x10^-5</td>
<td>2.347</td>
<td>4.077x10^-6</td>
<td>5.840</td>
<td>6700.</td>
<td>.00621</td>
</tr>
<tr>
<td>600</td>
<td>2.60</td>
<td>8.40</td>
<td>.001034</td>
<td>9.00</td>
<td>5.811x10^-7</td>
<td>4.218</td>
<td>5.187x10^-9</td>
<td>11.462</td>
<td>5600.</td>
<td>.00784</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Temperature °C</th>
<th>α_1 = α_1 MPa</th>
<th>α_2 = α_2 MPa</th>
<th>ε_3</th>
<th>α_4 = α_4 MPa</th>
<th>K MPa^-n</th>
<th>n</th>
<th>J MPa^-m</th>
<th>m</th>
<th>E GPa</th>
<th>ΔL/L_0</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>386.1</td>
<td>468.8</td>
<td>.006380</td>
<td>482.6</td>
<td>1.3108x10^-9</td>
<td>3.1779</td>
<td>1.6632x10^-25</td>
<td>11.8963</td>
<td>68.95</td>
<td>.00000</td>
</tr>
<tr>
<td>149</td>
<td>248.2</td>
<td>351.6</td>
<td>.004805</td>
<td>364.7</td>
<td>1.2898x10^-12</td>
<td>4.5372</td>
<td>8.9444x10^-14</td>
<td>11.501</td>
<td>63.43</td>
<td>.00314</td>
</tr>
<tr>
<td>204</td>
<td>167.5</td>
<td>250.3</td>
<td>.003845</td>
<td>257.5</td>
<td>1.7379x10^-11</td>
<td>4.1612</td>
<td>3.5864x10^-31</td>
<td>16.6869</td>
<td>55.68</td>
<td>.00464</td>
</tr>
<tr>
<td>260</td>
<td>75.84</td>
<td>108.9</td>
<td>.002260</td>
<td>117.2</td>
<td>3.5415x10^-7</td>
<td>2.3513</td>
<td>4.9266x10^-11</td>
<td>5.8547</td>
<td>46.20</td>
<td>.00621</td>
</tr>
<tr>
<td>316</td>
<td>17.93</td>
<td>57.92</td>
<td>.001034</td>
<td>62.05</td>
<td>1.6853x10^-10</td>
<td>4.2187</td>
<td>1.2635x10^-18</td>
<td>11.4634</td>
<td>38.61</td>
<td>.00784</td>
</tr>
</tbody>
</table>

*α_3 is calculated from α_y and α_oy (their average), and ε_h is .01200 for all temperatures*
Nonlinear Dynamic Buckling of a Composite Shell
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A computationally effective method is described to evaluate the nonlinear dynamic buckling of thin composite shells. The method is a judicious combination of available computer codes for finite element, composite mechanics and incremental structural analysis. The solution method is an incrementally updated Lagrangian. It is illustrated by applying it to a thin composite cylindrical shell subjected to dynamic loads. Buckling loads are evaluated to demonstrate the effectiveness of the method. A universal plot is obtained for the specific shell that can be used to approximate buckling loads for different dynamic loading rates. Results from this plot show that the faster the rate, the higher the buckling load and the shorter the time. Results also show that the updated solution can be carried out in the post buckling regime until the shell collapses completely.

I. Introduction

Thin shell structures are in general very efficient structural components for resisting combined loading conditions. Examples of their use are aircraft fuselages, submarine hulls and space launch vehicles and many others for transportation and storage. Cylindrical shells made from composites utilize composites most effectively. Thin shells are susceptible to buckling when subjected to compressive static loads. In more aggressive loading environments, they may also be subjected to dynamic or time dependent loads. Predicting the buckling resistance of thin shells is not difficult because the simplifying assumptions that are made in order to obtain results that may be representative of the physical situation. The advent of the finite element method has overcome many of the difficulties associated with the shell boundary conditions, loadings and geometric configuration. The finite element method has also made possible the evaluation of the buckling load of thin composite shell under dynamic loading. Dynamic Buckling of imperfect cylindrical shell has been investigated in Ref. 1, where relevant references are also cited. However, nonlinear evaluation of the dynamic buckling of composite shells has not been performed as of this writing. Therefore, the objective of this investigation is to describe one approach that has been successfully used to perform nonlinear dynamic buckling of composite shells. A secondary objective specific and centerpiece to the approach was to use conventional finite elements, available composite mechanics and incremental structural analysis methods. In essence, the approach may be considered an updated nonlinear Lagrangian solution method. The emphasis of the investigation was on developing the method and demonstrating its effectiveness by using a cylindrical composite thin shell. The authors recognize that the how part of the solutions is not unique and that other methods could be used. The authors’ objective was to develop a method that is generic and not restrictive to any class of problems or conditions. The authors believe that the method described meets and perhaps exceeds those objectives.

II. Fundamental Considerations

The governing equation for dynamic structural response in matrix form is

\[ [M] [\ddot{u}] + [C] [\dot{u}] + [K] [u] = \{F(t)\} \]

where \(M\) is the mass; \(C\) is the damping; \(K\) is the stiffness and \(F\) is the forcing function; \(\ddot{u}\) is the acceleration, \(\dot{u}\) is the velocity and \(u\) is the displacement. Equation (1) is of generic form and represents the single or multi-degrees of freedom structures. Dynamic buckling is obtained by solving Equation (1) as a linear eigen value problem or as a large displacement amplitude problem by using the updated Lagrangian method. Available structural analysis finite element computer codes/programs have both options.\textsuperscript{2} The linear eigen value approach is usually referred to as the frequency domain. The large amplitude is usually referred to as the time domain. The approach (method) used
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expresses the displacements in Equation (1) in finite difference form and then solve the equation by incrementing the time. In this approach, updates for material properties, temperature changes, geometric deformations and structural damage are readily incorporated as they occur in time. This approach is often referred to as the updated Lagrangian, as was mentioned earlier. A combined capability of at least multidisciplinary composite mechanics, dynamic structural analysis and incremental simulation methods are needed to evaluate nonlinear dynamic buckling of composite shell structures. The multidisciplinary computer code used in this investigation is called EST/BEST for Engine Structures Technology/Benefits ESTimator depicted schematically in Figure 1. It is noted that the modules in EST/BEST are integrated stand-alone computer programs that are connected and communicate with the executive module by soft (loose) coupling. Those that were used to evaluate the nonlinear dynamic buckling of composite shells are: Engine Component Structural and Fluid Modeling, ICAN (PMC) in the Materials Library, and CODSTRAN for Progressive Damage in Composite Structures. More details will be described as each of these modules is used in the evaluation.

**III. Nonlinear Dynamic Buckling**

The specific shell evaluated is depicted schematically in Figure 2 where the material and loading conditions are also shown. The corresponding constituent material properties are listed in Table 1. The undamped version of Equation (1) can be expressed in finite difference and in the time domain as follows by assuming that at relatively very small time increments the Equation (1) can be decomposed:

\[
\{\ddot{u}\} = \left[ M \right]^{-1} \{F(t)\} \\
\{\dot{u}\} = \Delta T \{\ddot{u}\} = \Delta T^2 \{\dot{u}\} \\
\{u\} = \Delta T^3 \{u\}
\] (2)

The acceleration is solved first, then the velocity and then displacement. The results obtained from solving the undamped version of Equation (1) by direct time integration are shown in Figure 3 for loaded-end axial acceleration; in Figure 4 for the corresponding velocity; and in Figure 5 for the corresponding incremental displacement. It is instructive to examine the results shown in Figures 3-5. There is considerable fluctuation in the acceleration from about 357,000 to 750,000 cm/sec\(^2\) (150,000 to 300,000 in/sec\(^2\)) initially and decreases monotonically with time to near zero. The only explanation at this time about the intermediate fluctuations is interactions with either radial or circumferential acceleration responses. The velocity plotted in Figure 4 is also oscillatory varying from about 12.7 to 127 cm/sec (5 to <50 in/sec) initially. The velocity is smooth compared to the acceleration and appears to approach a value of 62.5 cm/sec (25 in/sec). The incremental end displacement (axial shell shortening) plotted in Figure 5 is also oscillating from 0.01 to 0.25 cm (0.004 to 0.01 in). The oscillatory behavior is more predominant at early times as can be seen in Figure 6 where it decays very rapidly approaching a value of about 0.0178 cm (0.007 in). The effects of the total time for the same total load are evident in Figure 6 where the two rates differ by one decade.

The nonlinear dynamic buckling load is obtained at each time step by first satisfying Equation (1), including iteration for convergence when necessary, and then solving for the buckling load from the equation

\[
\left[ [K] - [F(t)] \right] \{\ddot{u}\} = \lambda^2 \{\ddot{u}\}
\] (3)

Equation (3) is solved by available eigen value extraction routines in conventional structural analysis computer codes by using the differential stiffness method, such as MSC NASTRAN. The step-by-step procedure is outlined in the Appendix. The nonlinear dynamic buckling load predicted by using Equation (3) versus incremented dynamic load is shown in Figure 7. As can be seen, the dynamic buckling load decreases monotonically approaching asymptotically a value that is about 50% of the static value (at \(t=0\)). The corresponding buckled shapes of the shell are shown in Figure 8a for static load, and in Figure 8b for the dynamic load prior to ply failures. Ply failure is determined by the combined-stress failure criterion. It is interesting to observe that the buckled shape of the shells is about the same, relative to the number of waves especially around the circumferences. The amplitudes are different, as would be expected. The other notable observation in Figure 8 is that most of the buckled activity dominates the middle part of the shell. It is seen from Equation (3) that a shell-buckling load exists for any dynamic load magnitude greater than zero. The graph in Figure 7 suggests that superimposing the increasing dynamic load in the same graph with the nonlinear dynamic buckling load, the dynamic buckling load can be determined from the intersection of the two curves, which is the innovation of this investigation. This is illustrated graphically in Figure 458.
9. The authors consider the results in Figure 9 as demonstration of a straightforward procedure to evaluate nonlinear dynamic buckling loads of composite shell structures by using available general purpose structural analysis finite element with updated Lagrangian and composite mechanics computer codes. The approach is not limited to linearly incremented dynamic loads, although the authors have not checked it for nonlinearly incremented loads or for “suddenly applied” \((t \rightarrow 0)\) loads.

IV. Nonlinear Dynamic Buckling and Snap-Through Results and Discussion

The nonlinear part of the loaded end displacement is shown in Figure 10 at a time of 0.052 sec. It is observed in Figure 10 (left scale) that the nonlinear end-displacement grows exponentially as the dynamic load increases. The corresponding shell deformation is shown in Figure 11. It is seen in Figure 11 that the nonlinear deformation is concentrated at the loaded end and at the supported end. The deformed nonlinear buckled shape for 0.05225 seconds is illustrated in Figure 12. Note that the nonlinear displacement activity has become greater at the loaded end.

At this point it is important to see whether the shell is operating near a snap through and post buckling positions. This aspect of the shell status is illustrated in Figure 13, where the snap through is displayed by a large decrease in the nonlinear buckling load curve at about 0.050 sec. Expanding the time scale shows the snap through more graphically as is illustrated in Figure 14 for the radial displacement. The corresponding structured shape of the shell is shown in Figure 15 for the two times just before and after snap through. The initial circular section of the shell deforms into Figure 8. The results in Figure 15 demonstrate the flexibility of the updated Lagrangian method. It is possible to capture the entire behavior of the dynamic nonlinear response with one simulation.

It is instructive to evaluate the nonlinear response of the shell under a static load. A graphical illustration of the post buckling nonlinear behavior is shown in Figure 16. In this figure deformed shapes of the shell are indicated for three different static loading conditions. The top part of the figure shows the changes in frequency as the nonlinear deformation progresses from a static load of 12,746N (3044 kips) to 15,220N (5000 kips). At the 15,220N (5000 kips) case the shell has collapsed completely. The corresponding frequencies changed from 268.5 cps for the pristine shell to 124.7 cps for the collapsed position.

The afore-discussion leads to the conclusion that nonlinear dynamic buckling of composite shell structures can be evaluated by a capability that integrates (1) dynamic structural simulation, (2) composite mechanics and (3) updated structural analysis. As was demonstrated in the evaluation for the dynamic buckling of a composite shell, that capability appears to be sufficient and efficient since it relies on proven and readily available methods.

V. Summary of Results

The salient results of an investigation to develop an effective method for the nonlinear dynamic buckling of thin composite shells are as follows: (1) The method was developed and consists of the judicious combination of conventional finite element method, available composite mechanics, and incrementally updated Lagrangian solution algorithm. (2) The method is generic and it is not restricted to any special class of shells and/or loading conditions. (3) The effectiveness of the method is demonstrated by evaluating the nonlinear dynamic buckling load of a specific thin composite shell. (4) Typical results obtained include nonlinear dynamic buckling, buckling modes shapes. (5) A universal plot is developed which shows the nonlinear dynamic buckling load at the intersection of the dynamic load versus time. (6) The authors consider the method easy to apply and to their knowledge the first of its kind.

APPENDIX

Procedure to Perform Nonlinear Dynamic Buckling Evaluation of Structures

The following steps are suggested to perform a nonlinear buckling analysis of composite shells:
1. Generate finite element model for the structure in consideration.
2. Make appropriate material selection.
3. Impose proper structural boundary conditions.
4. Choose a total time for dynamic analysis.
5. Select time step \(\Delta t\).
6. Define time dependent (dynamic) load \(F(t)\).
7. For each time step \(\Delta t\):
   7.1 Perform dynamic analysis of the structure.
   7.2 Save the structural displacements in X, Y, and Z directions \(\Delta X(t), \Delta Y(t), \Delta Z(t)\).
and $\Delta Z(t)$ for use in the next step.

7.3 Generate a time dependent static buckling input file based on updated geometry as follows:

$$X(t) = X(t-1) + \Delta X(t)$$
$$Y(t) = Y(t-1) + \Delta Y(t)$$
$$Z(t) = Z(t-1) + \Delta Z(t)$$

7.4 Carry out static buckling analysis using updated geometry from 7.3 and calculate the critical load for the structure $F_{cr}(t)$.

8. The dynamic buckling load $F_{db}$ is determined graphically by plotting the $F_{cr}(t)$ and $F(t)$ as a function of time. Note that the plot must use the same scale for the two time dependent loads $F_{cr}(t)$ and $F(t)$. The magnitude of $F_{db}$ is determined by the ordinate of the intersection of the curves from the two loads $F_{cr}(t)$ and $F(t)$.

9. Time of occurrence of dynamic buckling $TIME_{db}$ is determined from the abscissa of the plot generated in the current step. When the two loads $F_{cr}(t)$ and $F(t)$ intersect, that would be the time of occurrence of dynamic buckling: point of intersection ordinate – dynamic buckling load, abscissa – time of occurrence.
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### Table 1: Graphite/Epoxy Constituents Material Properties

<table>
<thead>
<tr>
<th>Constituents</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fiber:</strong></td>
<td></td>
</tr>
<tr>
<td>Normal Modulus $E_{11}$</td>
<td>32 mpsi</td>
</tr>
<tr>
<td>Normal Modulus $E_{22}$</td>
<td>3 mpsi</td>
</tr>
<tr>
<td>Poisson’s Ratio $\nu_{12}$</td>
<td>0.23</td>
</tr>
<tr>
<td>Poisson’s Ratio $\nu_{23}$</td>
<td>0.25</td>
</tr>
<tr>
<td>Shear Modulus $G_{12}$</td>
<td>2.5 mpsi</td>
</tr>
<tr>
<td>Shear Modulus $G_{23}$</td>
<td>2.5 mpsi</td>
</tr>
<tr>
<td>Tensile Strength $S_{T}$</td>
<td>400 ksi</td>
</tr>
<tr>
<td>Compressive Strength $S_{C}$</td>
<td>400 ksi</td>
</tr>
<tr>
<td><strong>Matrix:</strong></td>
<td></td>
</tr>
<tr>
<td>Normal Modulus $E_{m}$</td>
<td>0.45 mpsi</td>
</tr>
<tr>
<td>Poisson’s Ratio $\nu_{m}$</td>
<td>0.41</td>
</tr>
<tr>
<td>Tensile Strength $S_{mT}$</td>
<td>6.7 ksi</td>
</tr>
<tr>
<td>Compressive Strength $S_{mC}$</td>
<td>39 ksi</td>
</tr>
<tr>
<td>Shear Strength $S_{mS}$</td>
<td>8.9 ksi</td>
</tr>
<tr>
<td><strong>Fabrication Variables:</strong></td>
<td></td>
</tr>
<tr>
<td>Fiber volume ratio (fvr)</td>
<td>60%</td>
</tr>
<tr>
<td>Void volume ratio (vvr)</td>
<td>0.01%</td>
</tr>
<tr>
<td>Ply thickness</td>
<td>0.005 in.</td>
</tr>
<tr>
<td>Ply misalignment</td>
<td>0</td>
</tr>
</tbody>
</table>

(1 mpsi = 6890 GPa; 1 ki = 6.89 MPa; 1 in = 25 mm)
Material and Loading Configurations
- Graphite Epoxy: [ (45,-45,0,90)\text{\scriptsize{4s}} ]
- Ply thickness: 0.005"
- Total thickness: 0.16"
- Fiber volume ratio: 0.65
- Void volume ratio: 0.05
- Time step for dynamic analysis: 0.00025 sec
- Total time considered for dynamic analysis: 0.05 sec
- 20 Kips dynamic load is applied in equal increment.
- Buckling analysis is performed at the end of each time step using updated deformed geometry.

Converging Factors: 1 kip = 4.45 N; 1 in = 2.54 cm

Figure 2: Buckling of a Clamped-Clamped Composite Shell
(With Static and Dynamic Compressive Axial Loads)
Graphite Epoxy: $[45, -45, 0, 90]_s$
Ply Thickness: 0.005" (1 in = 25.4 mm)
Time Step = 0.00025 sec
Total Time = 0.050 sec

Figure 3: Incremental End Acceleration of a Composite Shell Due to Compressive Axial Loading

Graphite Epoxy: $[45, -45, 0, 90]_s$
Ply Thickness: 0.005" (1 in = 25.4 mm)
Time Step = 0.00025 sec
Total Time = 0.050 sec

Figure 4: Incremental End Velocity of a Composite Shell Due to Compressive Axial Loading
Graphite Epoxy: $[45, -45, 0, 90]_s$
Ply Thickness: 0.005" (1 in = 25.4 mm)
Time Step = 0.00025 sec
Total Time = 0.050 sec

Figure 5: Incremental End Displacement of a Composite Shell Due to Compressive Axial Loading

Figure 6: Effect of Loading Rate on the Incremental End Displacement of a Compressive Shell
(With Dynamic Compressive Axial Loading (1 kip = 4.45 N))
Graphite Epoxy: [45,-45,0,90]s
Ply Thickness: 0.005"
Loading Rate: 20 kips/0.00025 sec
Total Time for Dynamic Analysis: 0.050 sec

Figure 7: Effect of Dynamic Load on the Buckling Load of a Composite Shell

Max Modal Displacement
0.00920

Max Modal Displacement
0.0103

Time Step = 0.000250 sec
Time of Occurrence = 0.01925 sec

Figure 8: First Buckling Mode Shape of a Composite Shell – Static and Dynamic (With Compressive Axial Loading (1 kip = 4.45 N))

a) Static Buckling
Buckling Load = 3044 kips

b) Dynamic Buckling
Buckling Load = 1540 kips
Figure 9: Effect of Time on the Buckling Load and Applied Dynamic Load
(Composite Shell with Compressive Axial Loading (1 kip = 4.45 N; 1 in = 25.4 mm))

Dynamic Buckling Load = 1540 kips,
Time = 0.01925 sec

Graphite Epoxy: [45, -45, 0, 90]_4s
Ply Thickness: 0.005"
Time Step: 0.00025 sec
Total Time for Dynamic Analysis: 0.05 sec

Figure 10: Incremental End Displacement of a Composite Shell Based on Non-Linear Dynamic Analysis
(With Dynamic Compressive Axial Loading (1 kip = 4.45 N; 1 in = 25.4 mm))
Figure 11: Nonlinear Dynamic Buckling of a Composite Shell
(1st Buckling Mode Shape at 0.052 sec)

Figure 12: Nonlinear Dynamic Buckling of a Composite Shell
(1st Buckling Mode Shape at 0.05225 sec)
Figure 13: Dynamic Buckling Load of a Composite Shell Based on Nonlinear Dynamic Analysis
(With Dynamic Compressive Axial Loading; 1 kip = 4.45 N; 1 in = 25.4 mm)

Figure 14: Incremental Radial Displacement of a Composite Shell Based on Non-Linear Dynamic Analysis
(With Dynamic Compressive Axial Loading; 1 kip = 4.45 N; 1 in = 25.4 mm)
Figure 15: Nonlinear Dynamic Buckling of a Composite Shell – Mode Switch
1\textsuperscript{st} Buckling Mode Shape at 0.052 and 0.05225 sec

Figure 16: Nonlinear Static Analysis of a Composite Shell – Deformed Body Plot
DYNAMIC THERMAL STRESS CREEP BUCKLING,
PROBABILISTIC FAILURES AND SURVIVAL TIMES OF
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ABSTRACT

The influence of temperatures on viscoelastic energy dissipation is investigated. While dissi-
pation may help retard creep buckling the associated presence of thermal stresses can be detri-
mental to material failures and thus shorten column lifetimes. Analytical results indicate that large
deflection linearly viscoelastic columns with quasi-static follower and thermal loads under quasi-
static conditions exhibit smaller deflections, smaller probabilities of failure and longer survival
times than identical columns under the same loads but with dynamic effects caused solely by vis-
coelastic creep. Column end shortening due to both curvature, and external and thermal loads
is also taken into account and the governing coupled nonlinear differential equations are solved
numerically. The effects of end shortening on elastic and viscoelastic columns are discussed.
Probabilistic column survivability due to creep buckling and material failure (delamination) are
examined in detail.

Key words: buckling, columns, creep, delamination, failure probabilities, follower loads,
large deformations, material damping, thermal stresses, survival times, and viscoelasticity.

DEDICATION

This paper is dedicated to Dr. James H. Starnes Jr. whose tremendous contributions in solid
mechanics and flight structures led us all into the 21st century.

INTRODUCTION

Previous investigations of quasi-static creep buckling due to follower loads (Hilton et al.,
1994a, 1996) indicate the significant contributions follower loads play. Equally important effects
have been observed in non-follower load linear viscoelastic columns due to inertia loads (Hilton
2002a, b). In the present paper the effects of inertia are examined for large deformation non-
homogeneous columns with linear viscoelastic responses, large deformations, initial imperfections
and follower loads. The additional nonlinear contributions due to column end shortening due to both curvature and compressive loads are taken into account. Galerkin’s method is used to eliminate spatial variations and the resulting nonlinear temporal governing relations are solved numerically using a fourth order Runge-Kutta approach. The effects of end shortening on elastic and viscoelastic follower load columns are discussed. Column probabilities of failure and survival times due to creep buckling and/or material failure (delamination) are examined in detail including the influence of temperature.

Previously developed deterministic and stochastic combined load invariant failure criteria (Hilton & Ariaratnam 1994) are used to determine the onset of delamination in viscoelastic columns. The analysis includes the effects of initial imperfections as well as offset column loads and transverse shear contributions. The delamination predictions are found to be sensitive to the magnitude of applied loads and of initial imperfections. Illustrative numerical examples are presented for elastic and viscoelastic columns with random combined failure stresses in bending, shear, compression and with normal interlaminar stresses. Probabilities of delamination onset are established for various axial loads and initial imperfections and in the viscoelastic columns additionally as a function of lifetime. Since the failure theories consider the combined effects of bending, shear, compression and normal interlaminar stresses, delamination onset is predicted at smaller axial loads than the critical buckling loads in the elastic case and at shorter viscoelastic lifetimes compared to equivalent columns with no delamination effects.

Polymer matrix composites are rapidly becoming the structural materials of choice because of their lightweight and relatively high failure stresses which produce very attractive strength to weight ratios. Even though their initial behavior is elastic, composites require viscoelastic stress-strain and failure analyses at higher than room temperatures. At these conditions elastic analyses are inadequate because they fail to take into account material property degradation time dependencies of polymer matrix composites. However, for some forms of loading and for some conditions, elastic solutions may be considered as first order design approximations and they always form the initial conditions for viscoelastic composite problems. For example, Ashby & Jones (1986) used a general form of the elastic modulus to approximate the behavior of fiber reinforced composites. Additional comprehensive treatments of composite structural analyses have been presented by Vinson & Sierakowski (1987).

Failure mechanisms observed in composites are substantially different from those observed in metals (Hiel et al. 1991). Delamination, a phenomenon unique to laminated composites, is frequently characterized by rapid crack propagation resulting in eventual catastrophic structural failures (Chai et al. 1983). From a design analysis point of view one needs only to consider delamination onset because at that stage the structure has for all practical purposes failed, particularly if it is a lightweight flight structure. Dillard & Brinson (1983) have formulated an expression for the temperature, moisture and time dependency of uniaxial composite failure stresses and Hilton & Yi (1993) have presented an extensive review of available experimental composite failure data.

The buckling of elastic columns, which are not subject to delamination, is a purely geometric phenomenon described by the classical Euler theory (Timoshenko 1936, Bleich 1952, Elishakoff 1952).
et al. 2001). However, polymer matrix composites at moderately elevated temperatures exhibit
general viscoelastic behavior, i.e. they are a class of materials exhibiting creep and relaxation
properties and, consequently, cause viscoelastic columns to buckle in time at loads smaller than the
Euler loads of corresponding elastic columns (Bažant & Cedolin (1991), Hilton (1952), Jahn
additional problems such as degradation of material properties (modulus and failure stresses with
time.

Deterministic elastic and single Maxwell model viscoelastic delamination buckling has been
studied by Kachanov (1988). Kim et al. (1992) have found that elastic and viscoelastic plates will
propagate cracks only after the buckling stress has been reached, however it must be remembered
that the plate stability problem is quite distinct from column buckling. The viscoelastic laminated
plate problem has also been treated extensively by Wilson & Vinson (1984). Another interesting
problem is the investigation by Suemasu (1992) into the effects of through the width delaminations
using a Rayleigh-Ritz approximation and Timoshenko type shear effects.

Furthermore, viscoelastic material property and failure condition data are generally very scat-
tered and may require stochastic analyses (Hilton et al. 1991) including the possibility of indepen-
dently random loads. Stochastic failure criteria under combined random loads have been formu-
lated by Hilton & Feigen (1960) and by Hilton & Ariaratnam (1994). Multidimensional determin-
istic and stochastic delamination of plates has been considered respectively by Yi (1991) and by
Hilton & Yi (1993). In the latter paper relationships of delamination onset probabilities to times of
occurrence were predicted.

The phenomenon of stochastic delamination buckling combines the consequences of creep
buckling, delamination, random material properties and temperatures, moistures and loads, and of
failure (Hilton & Yi 1996). In the present paper, the effects of random failure criteria on delamina-
tion buckling are studied under deterministic loads, geometries, moduli, temperatures and moisture
contents. This allows for an investigation, which focuses on random delamination failure criterion
effects under otherwise deterministic conditions.

Viscoelastic failure stresses and moduli decrease in time, while column bending stresses,
strains and deformations increase with time. Using the experimentally determined delamination
probability distributions reported by Hiel et al. (1994) in conjunction with the combined load
invariant stochastic failure criterion of Hilton & Ariaratnam (1994), probabilities of delamination
onset occurrence as time functions are formulated and evaluated.

The expressed purpose of this investigation is to conduct a sensitivity analysis of determin-
istic and stochastic delamination onset conditions in composite columns. In order to isolate this
phenomenon only the failure stresses will be considered random, while all other parameters such
as geometry, temperature, moisture, applied loads, material properties (moduli) are deterministic.
This approach, as will be seen subsequently, reduces the usual two failure conditions (Hilton 1952,
Hilton & Ariaratnam 1994) to a single expression. The composite column no longer presents a
simple homogeneous and isotropic Euler type stability problem, since it is subject to delamination
failures in addition to instability. Furthermore, because its various ply orientations make up the
cross section, the composite column becomes non-homogeneous as well as anisotropic. The delamination onset criterion must account for the combined effects of bending, shear, compressive and normal interlaminar stress conditions of the column.

Large deformations and nonlinearities due the presence of follower loads combined with viscoelastic constitutive relations are considered in the present analysis and computer simulations. Fig. 1 illustrates the deflected column indicating the extent of the lateral deflections, end shortening and load rotations. Galerkins method is used for spatial considerations and the temporal solutions are based on a Runge-Kutta approach as well as a step-by-step time evaluation of the constitutive integrals. During the time that the column creeps and lateral deflections and consequently applied bending moments are increasing, material strength is decreasing.

Temperature effects manifest themselves in terms of (1) additional axial loads due to thermal expansions, (2) thermal stresses due to in-plane and/or longitudinal temperature gradients and (3) decreases in relaxation moduli with increasing temperatures. The first two conditions increase applied bending moments and, therefore, increase failure probabilities and decrease column survival times. Condition (3) further exacerbates the situation by increasing creep rates and, consequently, shortening columns life times and increasing failure probabilities.

Column failure will occur either through creep buckling or by exceeding in time the ever-decreasing failure stresses, thus introducing the additional concept and restraint of column life or survival time. Results show that large deflection linearly viscoelastic columns with quasi-static follower loads under quasi-static conditions exhibit smaller deflections, smaller probabilities of failure and longer survival times than identical columns under the same loads but with dynamic effects caused solely by creep included.

**COLUMN BENDING ANALYSIS**

Consider a linear isotropic viscoelastic prismatic column with large deflections subjected to external follower loads and thermal expansions due to temperatures $T(x_2, t)$. The reference system consists of Cartesian coordinates, $x = \{x_i\}, (i = 1, 2, 3)$ and an embedded coordinate $s(x_1, t)$ tangent to the deformed column mid-surface (Fig. 1). The Bernoulli-Euler prescriptions of plane sections remaining plane apply. Bending, compressive, tension, thermal and shear stresses will arise from the deformations. The column constitutive relations are

$$\begin{align*}
\begin{bmatrix}
\sigma_b(x, t) \\
\sigma_c(x, t) \\
\sigma_s(x, t)
\end{bmatrix} &= \int_{-\infty}^{t} \begin{bmatrix} E_b(\Xi) & E_c(\Xi) & E_s(\Xi) \end{bmatrix} \begin{bmatrix}
\epsilon_b(x, t') \\
\epsilon_c(x, t') \\
\epsilon_s(x, t')
\end{bmatrix} dt' \\
\Xi &= \Xi(x, t, t') = \Xi \left[ x, t, t', T(x, t') \right]
\end{align*}$$

(1)

where

$$\Xi = \Xi(x, t, t') = \Xi \left[ x, t, t', T(x, t') \right]$$

(2)

and the relaxation moduli are
\[ E_\beta(x, t) = E_{\infty\beta} + \sum_{n=1}^{N} E_{n\beta} \exp \left\{ \int_0^t \frac{-dt'}{\tau_{n\beta}(x, t', T(x, t'))} \right\} \quad \text{and} \quad E_{\infty\beta} + \sum_{n=1}^{N} E_{n\beta} = E_{0\beta} \quad (3) \]

with \( \beta = b, c, s \) and where \( E_{0\beta} \) are the corresponding elastic moduli.

The follower loads \( F(t) \) are taken as normal to the column cross section of area \( A \). This is essentially a 1-D spatial problem and the governing relations are

\[
\begin{align*}
&\frac{m}{2} \frac{\partial^2 w(s, t)}{\partial t^2} + \frac{\partial^2}{\partial s^2} \int_{-\infty}^{t} \int_{A} E_b \left[ x_2, t, t', T(x_2, t') \right] x_2^2 dA \frac{\partial \left[ \theta(s, t') - \theta_0(s) \right]}{\partial s} dt' \\
+ \left[ F(t) + N_T(t) \right] \frac{\partial^2 \left\{ \cos \left[ \theta(s, t) \right] w(s, t) \right\}}{\partial s^2} = - \frac{\partial^2 M_T}{\partial s^2} \\
\frac{\partial w(s, t)}{\partial s} &= \sin \left[ \theta(s, t) \right] \quad \text{and} \quad \frac{dw_0(s)}{ds} = \sin \left[ \theta_0(s) \right] \\
\frac{\partial x_1(s, t)}{\partial s} &= \cos \left[ \theta(s, t) \right] 
\end{align*}
\]  

(4)

Fig. 2 depicts temperature influences on relaxation moduli.

The initial imperfection \( w_0(x_1) \) or \( w_0(s) \) is prescribed \textit{a priori} and with its associated angle \( \theta_0 \) can both be expressed in terms of Fourier series as

\[
w_0(s) = \sum_{m=1}^{\infty} w_{0m} \sin \frac{m \pi s}{L_0} \quad \theta_0(s) = \sum_{m=1}^{\infty} \theta_{0m} \sin \frac{m \pi s}{L_0} \quad (7)
\]

whereas the actual deflection \( w(s, t) \) and angle \( \theta(s, t) \) are expressible by similar but more complicated series with sets of unknown coefficients and with the original length \( L_0 \) replaced by the instantaneous length \( L_s^c(t) \) given by

\[
L_s^c(t) = \int_0^t \int_0^{L_s^c(t')} \frac{F(t') + N_T(t')}{A} \cos \left[ \theta(s', t') \right] J\left[ s', t, t', T(0, t') \right] ds' dt' \quad \text{with} \quad \Delta L_s^c(t) \leq 0
\]

(8)

The length change \( L_s^c(t) \) is due to compressive/tension loads and represents the distance along the column between its ends at the neutral axis. There is an additional component due to bending given by
\[ \int_0^{L_1(t)} dx_1 = \int_0^{L_b^b(t)} \sqrt{1 - \left( \frac{dw(s,t)}{ds} \right)^2} \, ds \quad \text{with} \quad \Delta L_s^b(t) > 0 \]  

(9)

The unloaded length due to the initial imperfection \( w_0(s) \) is similarly given by

\[ \int_0^{L_1^0} dx_1 = \int_0^{L_s^0} \sqrt{1 - \left( \frac{dw_0(s)}{ds} \right)^2} \, ds \quad \text{with} \quad \Delta L_s^0 > 0 \]  

(10)

The thermal contributions are

\[ N_T(t) = \int_{-\infty}^{t} \int_A E_c \left[ x_2, t, t', T(x_2, t') \right] \alpha T(x_2, t') \, dA \, dt' \]  

(11)

\[ M_T(t) = \int_{-\infty}^{t} \int_A E_b \left[ x_2, t, t', T(x_2, t') \right] \alpha T(x_2, t') \, x_2 \, dA \, dt' \]  

(12)

If one column end is free to move in the \( x_1 \)-direction, then \( N_T(t) = 0 \). The thermal bending moment \( M_T(t) \) is non zero only if the kernel of its integral is an odd function.

In order to keep the beam prismatic, the temperature distribution cannot vary in its axial \( x_1 \)-direction as material properties are considered temperature dependent. Since the expressed purpose of this study is to focus on the influence of viscoelastic material damping properties on dynamic column responses, the follower load and the temperature distribution are prescribed as time independent. This conditions effectively changes all integrals involving moduli or compliances to time convolution ones, such that

\[ \int_{-\infty}^{t} E_\beta \left[ x, t, t', T(x, t') \right] f_2(t') \, dt' = \int_{-\infty}^{t} E_\beta(x, \xi - \xi') f_2(\xi') \, d\xi' \]  

(13)

with

\[ \xi(x,t) = \int_{0}^{t} a_T [T(x,t')] \, dt' \]  

(14)

where \( a_T \) is the temperature shift function and is a material property.

While this permits expressing viscoelastic material behavior in terms of master relaxation or compliance curves, it does not, however, allow the use of integral transforms (Laplace, Fourier, etc.) due to the nonlinear nature of the governing Eqs. (4) – (6).

Viscoelastic initial conditions (IC) correspond to elastic solutions \( w^e(x_1, t) \) at \( t = 0 \) of equivalent problems with identical \( F(t), T(x, t) \) and boundary conditions at \( s = 0, L_s \), but with time
independent elastic Young’s moduli $E^c$. All elastic relations are then obtained from modification of all above ones by the removal of all time integrals.

**FAILURE ANALYSIS**

The classical creep buckling definition is

$$\lim_{t \to t_{cr}} \{ w(x, t) \} \to \infty \text{ or } \lim_{t \to t_{cr}^*} \left\{ \frac{\partial w(x, t)}{\partial t} \right\} \to \infty$$

However, Hilton (1952, 1961) and Kempner & Pohle (1953) have shown that small deflection linear viscoelasticity analysis results in finite deflections for $0 < t_{cr}, t_{cr}^* < \infty$. Consequently, alternate creep buckling definitions based on material failure criteria must be sought.

Viscoelastic failure criteria, such as ultimate stresses, degrade in time independently of relaxation moduli and failures may occur before or after any creep buckling instabilities manifest themselves. These are material failures which are independent of creep buckling and define the life time of the structure designated as $t_{LF}$. Consequently, $t_{cr}$ or $t_{cr}^*$ may be greater, smaller or equal than $t_{LF}$. Indeed, Gerard (1962), Hilton (1952) and Steinbacker & Gerard (1952) have used the Shanley & Ryder’s (1937) interaction curve approach to estimate failures under combined inelastic deterministic stresses.

Some failure mechanisms observed in composites are substantially different from those observed in metals (Dillard & Brinson 1983, Hiel et al. 1991, Lifshitz & Rotem 1970, Phoenix 1979, Phoenix & Tierney 1982, Watson & Smith 1985). For example, delamination is a phenomenon unique to composites. From a design analysis point of view, one needs only to consider delamination onset because at that stage a structure has for all practical purposes failed, particularly if it is a light weight flight structure. Dillard & Brinson (1983) have formulated an expression for the temperature, moisture and time dependency of uniaxial composite failure stresses and Hilton & Yi (1993) have presented an extensive review of available experimental composite failure data. Using such data, they have formulated deterministic and stochastic delamination failure analyses. Experimental results indicate that uniaxial deterministic delamination onset stresses in tension and shear obey laws of the type

$$\sigma_{ij}^F(t) = \begin{cases} 
\sigma_{ij0} & -\infty \leq t \leq t_{2}^F \\
\sigma_{ij0} - D_{ij} \log \left( t/t_4^F \right) & t_2^F \leq t \leq t_3^F \\
0 & t \geq t_3^F
\end{cases}$$

where all parameters are material, temperature, moisture and load (tension, shear, etc.) dependent (Fig. 3).

Hilton & Ariaratnam (1994) developed deterministic and stochastic invariant combined load failure criteria in terms of two relations

$$\frac{1}{3} \sum_{i=1}^{q} \left[ \frac{\bar{J}_i(x, t)}{\bar{J}_i(x, t)} \right]^{c_i} = \bar{V}(x, t)$$

475
where $\tilde{J}_i$, $J_i$ and $c_i$ are mean values and random variables are indicated with a $\tilde{\cdot}$. The upper summation limit $q$ is the number uniaxial loads. Typical deterministic failure stress surfaces may be found in Hilton & Ariaratnam (1994), Hilton et al. (1997a). The applied and failure stress invariants are defined by

$$
\tilde{J}_1 = \tilde{\sigma}_{ii} \quad \tilde{J}_2 = \tilde{\sigma}_{ij} \tilde{\sigma}_{ij} \quad \tilde{J}_3 = \tilde{\sigma}_{ij} \tilde{\sigma}_{ik} \tilde{\sigma}_{kj}
$$

(19)

$$
\tilde{J}_1 = \tilde{F}_{ii} \quad \tilde{J}_2 = \tilde{F}_{ij} \tilde{F}_{ij} \quad \tilde{J}_3 = \tilde{F}_{ij} \tilde{F}_{ik} \tilde{F}_{kj}
$$

(20)

where $F_{ij}$ are uniaxial failure stresses.

Failure occurs whenever

$$
\tilde{U}(x, t) = \tilde{V}(x, t) - \tilde{v}(x, t) \leq 0
$$

(21)

For deterministic applied loads and random failure stresses, or vice versa, one needs only to apply one probability density function (PDF) to either Eq. (17) or (18). Hiel et al. (1991) have reported experimental delamination data which can be represented by a Weibull type probability density function (PDF) (Weibull 1951). Upon integrating this PDF, one obtains the failure probability $\tilde{P}_F$ as

$$
\tilde{P}_F(x, t) = 1 - \exp \left\{ - \frac{[\tilde{U}(x, t)]^\gamma}{\kappa} \right\}
$$

(22)

where the material property parameters $\gamma$ and $\kappa$ and their values were discussed in detail by Hiel et al. (1991) and Hilton and Yi (1993). Since for column problems the stresses $\sigma_b$, $\sigma_n$ and $\sigma_s$ are functions of $x$ and $t$, it follows that the failure probabilities $\tilde{P}_F$ are also dependent on position within the column and on time.

The time $t_{LF}$ corresponding to the largest value of $\tilde{P}$ at a point $x_i = c_i$ in a structure is the life time or survival time. It is defined by

$$
\tilde{P}(c, t_{LF}) = \max \left\{ \tilde{P}(x, t) \right\} \leq 1
$$

(23)

In stochastic probabilistic structural failure analysis, one seeks similar points or regions where $\tilde{P}_F(x, t_{LF}) = 1$ or alternately the maximum probability value $\tilde{P}_F(x, t_{LF}) < 1$ to indicate column survival probabilities under a prescribed load $F(t) < F_E$, the Euler load, and a given initial imperfection $w_o(x_1)$. A similar but distinct class of problems arises from the imposition of the specification of design survival times $t_{LF_D}$ each corresponding to a design failure probability $\tilde{P}_{FD}(t_{LF_D}) \leq 1$, or conversely the prescription of a $t_{LF_D}$ with an attendant $\tilde{P}_{FD}(t_{LF_D})$.

It must, of course, be remembered that the four distinct times of Eqs. (15) and (23), namely $t_{cr}$, $t^*_{cr}$, $t_{LF}$ and $t_{LF_D}$, are unrelated and each represent distinct definitions of instability or failure conditions.
COMPUTATIONAL ISSUES

The viscoelastic governing relations (4) – (6), even in quasi-static or solely elastic configurations, are too complicated due to their nonlinear geometric nature to be reducible to analytical solutions and numerical protocols need to be applied. They consist of

- Reduction of spatial dependence through the application of collocation, Rayleigh-Ritz, Timoshenko, Galerkin or like methods (Hoff 1956).
- Subsequent solution of the time integral-differential relations by Runge-Kutta approaches.
- Alternately, finite element methods with numerical evaluation of the material property time integrals can be undertaken.
- The use of the elastic-viscoelastic analogy as described in Hilton (2002b) is prohibited due to the nonlinear nature of the governing relations.

The simultaneous solution of Eqs. (4) – (6) presents special difficulties, in particular due to the presence of the time integral in (4) which does not allow an analytical solution as is the case for the nonlinear viscoelastic column. A direct formal numerical approach necessitates the storage of all function values at all $s$ points for all preceding times. This is obviously uneconomical in terms of computer storage as well as computational real time usage and other approaches must be sought.

In connection with viscoelastic finite element analyses, a number of step by step time approximations for the evaluation of convolution and of non-convolution integrals have been proposed by Taylor et al. (1970), Yi et al. (1993, 1994, 1999) and Zak (1968). These methods are summarized and compared by Hilton & Yi (1993). The advantage of these approaches is that only the previous time step needs to be retained for each time interval, thereby drastically reducing the needed computer memory and required computational time. The disadvantage lies in the close relation between accuracy and time step size. The accuracy can only be determined by varying the time step sizes and comparing results until “convergence” takes place. Yi & Hilton (1993, 1994) have developed recurrence relations which involve only the two previous time steps and yield solutions which are markedly more accurate than other methods.

Solution by Galerkin’s method

Galerkin’s method (Hoff 1956) consist of assuming expressions for the unknown functions with arbitrary coefficients where each term independently satisfies prescribed boundary conditions, such as for example

$$\theta(s, t) = \sum_{m=0}^{M} \Theta_m(t) \, F_m^\theta(s)$$

(24)
\[
\frac{\partial w(s, t)}{\partial s} = \sin[\theta(s, t)] = \sum_{m=0}^{M} W_m(t) F_w^m(s) \tag{25}
\]
\[
\frac{\partial x(s, t)}{\partial s} = \cos[\theta(s, t)] = \sum_{m=0}^{M} X_m(t) F_x^m(s) \tag{26}
\]

Each function \(F_m(s)\) satisfies all BCs identically for all \(m\) without constraining any of the amplitude functions \(\Theta_m(t), W_m(t)\) and \(X_m(t)\).

Introducing expressions (24) – (26) into Eqs. (4) – (6) and integrating each w.r.t. \(s\) over the length of the column according to the Galerkin or other aforementioned protocols eliminates the variable \(s\) and reduces the system of governing PDE relations to \(3M\) simultaneous second order ordinary integral-differential relations in the unknown functions \(\Theta_m(t), W_m(t)\) and \(X(t)\) which are amenable to solutions by finite difference approaches or Runge-Kutta methods.

Note from the discussion in the previous Section that the column lengths \(L_c^c(t)\) and \(L_1(t)\) of Eqs. (8) and (9) are part of the solution and are, of course, heavily influenced by the BCs.

DISCUSSION

In order to isolate dynamic effects solely due to viscoelastic material time responses, simulations studies were carried out on prismatic columns subjected to time independent follower loads\(^3\) and temperature distributions, i.e. \(F = F_0\) and \(T = T(x_2)\). Under such thermal conditions, the relaxation modulus is reduced to a non-homogenous material property function and the time integrals become convolution types, since now

\[
E_b \left[ x, t, t', T(x, t') \right] = E_b \left[ x, t-t', T(x) \right] \tag{27}
\]

Shear stresses due to bending produced by external and thermal moments but not by twist, given by

\[
\sigma_s(x_1, x_2, t) = \int_{x_2}^{c} \frac{\partial \sigma_b(x_1, x_2', t)}{\partial x_1} \, dx_2' \tag{28}
\]

are included. Previously, Beldica et al. (2004) have classified the types of temperature distributions producing thermal moments, and the relationship between thermal expansions and column end conditions in non-follower load columns. These relations apply equally here, except that the axial thermal loads, if present, are now considered as normal to the cross section and not parallel to the longitudinal \(x_1\)-axis. (See Eq. (4).)

Material nonlinearity could also be added to problem definition through the relaxation time dependence on displacement or strain velocity, such that the relaxation moduli of Eqs. (3) become

\(^3\)Note that by their very nature even though the follower end loads \(F_0\) have time independent magnitudes, their directions normal to cross sectional column areas and hence tangent to \(s(x_1, t)\) are time dependent as measured by the angle \(\theta(x_1, t)\).
\[ E_\beta = E_{\infty \beta} + \sum_{n=1}^{N} E_{n\beta} \exp \left\{ \int_{0}^{t} \frac{-dt'}{\tau_n} \left[ x, t', T(x, t'), \frac{\partial w(x, t')}{\partial t} \right] \right\} \]  \hspace{1cm} (29)

This would require an interactive solution protocol with instantaneous updating of material properties as deformations and their velocities change with time. In this paper, however, linear viscoelastic properties are considered and nonlinearities are introduced only through large deformations, follower loads and column length changes.

The time dependent relaxation moduli and hereditary constitutive relations (1) lead to creep and energy dissipation through changes in phase angles between stresses and strains which are distinct from their elastic counterparts. This phenomenon is readily discernible if one takes a Fourier transform (FT) of Eqs. (1) with \( T(x) \) only, leading to

\[ \begin{bmatrix} \overline{\sigma}_b(x, \omega) \\ \overline{\sigma}_c(x, \omega) \\ \overline{\sigma}_s(x, \omega) \end{bmatrix} = \begin{bmatrix} \overline{E}_b(x, \omega) \overline{E}_c(x, \omega) \overline{E}_s(x, \omega) \end{bmatrix} \begin{bmatrix} \overline{\epsilon}_b(x, \omega) \\ \overline{\epsilon}_c(x, \omega) \\ \overline{\epsilon}_s(x, \omega) \end{bmatrix} \]  \hspace{1cm} (30)

and compares them to the equivalent FT elastic ones

\[ \begin{bmatrix} \overline{\sigma}_b^e(x, \omega) \\ \overline{\sigma}_c^e(x, \omega) \\ \overline{\sigma}_s^e(x, \omega) \end{bmatrix} = \begin{bmatrix} E_b^e(x) E_c^e(x) E_s^e(x) \end{bmatrix} \begin{bmatrix} \overline{\epsilon}_b^e(x, \omega) \\ \overline{\epsilon}_c^e(x, \omega) \\ \overline{\epsilon}_s^e(x, \omega) \end{bmatrix} \]  \hspace{1cm} (31)

where

\[ \overline{E}_\beta(x, \omega) = E_{\infty \beta} + \sum_{n=1}^{N} \frac{E_{n\beta}}{t \omega + 1/\tau_n(x)} \]  \hspace{1cm} (32)

It is clearly seen in the above that elastic moduli, being time and frequency independent, do not cause stresses and strains to be out of phase \textit{per se}. In the elastic case, only inertia terms will cause out of phase responses. In viscoelastic materials, on the other hand, stresses and strains will always be out of phase with each other because of the time variations of relaxation moduli, regardless whether the system is exposed to inertia forces.

Fig. 4 represents an extreme situation where dynamic deformation contributions are severe when compared to equivalent quasi-static ones. The oscillatory deformations are only due to material contributions and inertia effects, as loads and temperatures are time invariant. It must be remembered that the external energy supplied to the column and given by
\[ E_{\text{ext}}(t) = \int_0^t \int_0^{L'(t')} F(t') \dot{w}(s, t') \, ds \, dt' \] 

is essentially unlimited and produces an ever increasing column creep deflection due to the applied bending moment \( M(s, t) = F(t) \cos[\theta(s, t)]w(s, t) > 0 \), including when oscillatory amplitudes diminish in time. This leads to \( \dot{w}(s, t) > 0 \) for \( 0 \leq t \leq t_{cr} \). It is, of course, possible to impose prescribed temperature distributions such that resulting thermal moments \( M_T(s, t) \) are of opposite sign to \( M_{\text{ext}}(s, t) \), which helps to delay creep buckling by increasing \( t_{cr} \). Additionally in order to maintain the same trend, the thermal load moment due to \( N_T \) must also be of opposite sign to \( M \).

However, during all this time the column continues to creep.

Independently of these creep buckling phenomena, viscoelastic failure properties degrade with time as seen in Fig. 3. This leads to the possibility that material failures may precede creep buckling as seen in Fig. 5 where \( t_{ult} < t_{cr} \), as these two times bear no relations to each other. Once the column is loaded and the creep process is initiated, then it is a race to instability or failure to see which will occur first. With either event as long as the load \( F \) remains in place at some compressive magnitude, the viscoelastic column is doomed and its lifetime or survival time is finite.

Figs. 6 and 7 provide a measure of comparison between quasi-static and dynamic conditions at a number of operating temperatures. The results are based on the invariant failure criteria discussed in a previous Section and derived in detail in Hilton & Ariaratnam (1994). Probability of failure results are presented based on Weibull (1951) distribution of failure stresses with all other variables as deterministic. The first set of graphs indicates that when dynamic effects (inertia) are included in the column analysis, survival times are shortened and failure probabilities are increased when compared to equivalent quasi-static conditions. This should not be unexpected due to the oscillatory motion seen in Fig. 4.

The consequence of rising temperatures is the appearance of creep effects at earlier times and thus shorten the duration during which elastic moduli prevail \( (E(t) = E_0) \) as shown in Fig. 2. The result is to shorten lifetimes and increase failure probabilities, since relaxation moduli degrade sooner.

The severity of thermal stresses leading to bending generated by temperature distributions \( T(x_2) = T_0 f(x_2) \) depends primarily on \( df/dx_2 \) with \( T_0 \) acting as an amplitude multiplier. However, independently additional follower thermal loads \( N_T \) are proportional to \( \alpha T_0 \), under proper boundary conditions. Consequently, thermal distributions affect column lifetimes in two distinct modes.

CONCLUSIONS

The following observations emerge from this study

- Increasing temperatures reduce column lifetimes and augment failure probabilities.
- Higher temperatures degrade relaxation moduli and failure properties earlier.
• Steady state temperature distributions with their attendant thermal stresses and longitudinal expansions are detrimental to column life.

• Time dependent temperatures may delay dynamic column lifetimes provided phase relationship are properly altered to dissipate additional energy.

• Viscoelastic columns with materials which are less sensitive to property degradation under combined loads will survive longer at lower failure probabilities.
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Behavior of Composite Laminates and Sandwich Panels Subject to Compression
and Fire

Victor Birman\textsuperscript{1}, George A. Kardomateas\textsuperscript{2} and George J. Simitses\textsuperscript{2}

Abstract

The problem of failure and residual properties of laminated composite structures subject to fire is of critical importance in aircraft and naval applications as well as in civil engineering. The effects of fire are multifaceted, including the heat transfer problem, a degradation of properties of the constituent phases, and structural strength and/or stability. All these problems are coupled making a comprehensive analysis particularly difficult. In the present paper, we analyze the response of cross-ply composite and sandwich panels subject to compression and fire applied at one of the surfaces. Two problems are considered and solved exactly, i.e. bending of a large aspect-ratio thin panel where geometrically nonlinear effects are present and bending of a shear-deformable finite aspect ratio panel where geometric nonlinearity can be disregarded. While the solution of the former problem is based on a quasi-static formulation neglecting time-dependent effects, the approach to the latter problem includes dynamic effects into the formulation. The solutions obtained in the paper present both deformations and stresses throughout the panels.

Introduction

In the present paper, we analyze the response of composite and sandwich panels subject to a simultaneous action of fire that occurs on one side of the panel and compressive stresses. The dynamic formulation of the heat transfer problem and the resin decomposition problem modeled by the Arrhenius equation has previously been developed (Gibson et al., 2004; Krysl et al., 2004). The solution of these coupled problems has to account both for the influence of resin decomposition on the thermal properties of the composite material as well as for the effect of the instantaneous local temperature on thermal properties. The outcome from the solution of this inherently nonlinear thermal problem includes a distribution of temperature as a function of time.
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and position within the structure and a map of progressive decomposition of the matrix and core materials. Subsequently, a micromechanical theory can be employed to evaluate the instantaneous values of the matrices of extensional, coupling and bending stiﬀnesses i.e. $[A][B]$ and $[D]$. 

A large number of studies of the behavior of composite structures subjected to an elevated temperature has been published since the seventieth, including the papers by Whitney and Ashton (171), Chang and Allen (1988), Hamamoto and Hyer (1987), Meyers and Hyer (2002), Librescu et al. (1993), Nemeth (2001), Birman, (2004, 2005) and Birman et al. (2005). The problems considered in the present paper eliminate some of the simplifying assumptions employed in the previous studies and incorporate the boundary conditions that are rather typical in applications where in-plane displacements of the panel are not constrained by adjacent structures.

In the first problem considered in the paper, a large aspect ratio cross-ply panel was subject to compression along the short edges. The panel being symmetrically laminated about its middle plane, such compression does not cause bending and it is not sufficient to result in buckling or wrinkling instabilities. When elevated temperature due to fire is applied on one side of the panel, both the presence of thermally induced bending moments as well as the non-zero coupling stiﬀness generated as a result of a nonuniform through the thickness degradation of material properties cause bending. While the heat transfer problem is dynamic, the variations of temperature and resin content are assumed relatively slow compared to the period of vibrations of a typical composite or sandwich structure warranting the formulation of a quasi-static structural problem.

In the case of a thin laminated plate or a slender sandwich panel, the technical (thin-plate) geometrically nonlinear theory is suﬃcient for the analysis of large deformations and stresses. The solution of the nonlinear problem for a panel bending into the cylindrical surface is obtained exactly. The solution shown in this paper could also be generalized accounting for transverse shear deformations.

The second problem analyzed in the paper refers to a relatively thick finite aspect ratio composite or sandwich panel where transverse shear deformations have to be incorporated in the analysis. The solution is obtained using a geometrically linear formulation.
Analysis: Part 1. Thin large aspect ratio cross-ply composite or sandwich panels

Consider a large aspect ratio cross-ply composite or sandwich panel subjected to compression along short edges and fire (Fig. 1). The long edges \( x = \pm \frac{a}{2} \) are assumed free to move in the x-direction, transmitting the applied compressive stress resultant \( N \) to the sandwich or composite structure (the solution for the case of edges immovable in the x-direction was considered by Birman, 2005). Temperature is uniformly distributed over the surface (it is independent of x and y coordinates), but it is nonuniform through the thickness of the plate resulting in thermally-induced property variations through the thickness. Accordingly, even if the panel was symmetrically laminated prior fire, it becomes asymmetric as a result of heating (and also, as a result of material decomposition). The distribution of temperature and properties through the thickness are assumed known.

As a result of combined effects of temperature, degradation of properties and compression, the panel bends in both xz and yz planes, contrary to the case of symmetrically laminated structures that form a cylindrical surface at a sufficient distance from the short edges. However, bending in the xz-plane is dominant, i.e. strains in the yz-plane can often be neglected. In this case, the formulation is simplified, i.e. the central sections of the panel deform similarly to a composite beam, although the stresses in the y-direction are present.

According to the previous discussion, the solution is obtained neglecting strains in the y-direction. The strain in the composite panel or in the facings of a sandwich panel that are assumed to be in the state of plane stress is composed of the contributions of the strain of the middle plane of the panel and the change of its curvature (both of them in the xz-plane):

\[
\varepsilon_x = \varepsilon'_x + \kappa_x
\]

where

\[
\varepsilon'_x = u^0_{,x} + \frac{1}{2} W_{,x}^2
\]

\[
\kappa_x = -W_{,xx}
\]
In these equations, \( u^0 \) is a displacement of the middle plane in the x-direction, \( w \) is a deflection of the panel, and \( (\ldots)' = \frac{d(\ldots)}{dx} \).

The stresses in the i-th specially laminated layer are given by

\[
\left\{ \sigma_x, \sigma_y \right\}_i = \left[ Q_{11}(T_i), \quad Q_{12}(T_i) \right] \left[ \varepsilon_x - \alpha_x(T_i) \right] \nonumber
\]

where \( Q_{mn}(T_i) \) and \( \alpha_p(T_i) \) are transformed reduced stiffnesses and the coefficients of thermal expansion, respectively, evaluated at the temperature of the layer.

The stress resultant and stress couple acting in the xz-plane are

\[
N_x = A_{11}\varepsilon'_x + B_{11}\kappa_x - N_x^T \nonumber
\]
\[
M_x = B_{11}\varepsilon'_x + D_{11}\kappa_x - M_x^T \nonumber
\]

where \( h \) is the total thickness of the panel.

The substitution of the axial displacement from the first equation into the second equation (7) yields a linear differential equation

\[
\left( D_{11} - \frac{B_{11}^2}{A_{11}} \right) w_{,xxx} - Nw_{,x} = 0 \nonumber
\]
The solution of this equation is

\[ w = K_0 + K_1x + K_2 \sin \eta x + K_3 \cos \eta x \]  \hspace{1cm} (9)

where \( K_i \) are constants of integration and

\[ \eta = \sqrt{\frac{|N|}{D_{11} - \frac{B_{11}^2}{A_{11}}}} \]  \hspace{1cm} (10)

The requirement that deflections must be symmetric with respect to \( x = 0 \) yields \( K_1 = K_2 = 0 \). Subsequently, applying the requirement that deflections are zero at the edges, we obtain

\[ w = K_3 \left( \cos \eta x - \cos \frac{\eta a}{2} \right) \]  \hspace{1cm} (11)

This result is substituted into the first equation (7) yielding

\[ u = K_4 + K_5x - \frac{B_{11}K_3\eta}{A_{11}} \sin \eta x + \frac{K_3\eta}{8} \sin 2\eta x \]  \hspace{1cm} (12)

The antisymmetry requirement for axial displacements implies that \( K_4 = 0 \).

It remains to determine two constants of integration, i.e. \( K_3, K_5 \). They can be found from the conditions

\[ M_x \left( \frac{\eta a}{2} \right) = 0 \]
\[ N_x \left( \frac{\eta a}{2} \right) = N \]  \hspace{1cm} (13)

In case where the long edges of the panel are prevented from axial displacements, the stress resultant \( N_x \) is not known in advance and the second boundary condition in (13) is replaced with \( u \left( \frac{\eta a}{2} \right) = 0 \). An additional condition has to be satisfied, implying that the axial stress resultant, while remaining independent of the \( x \)-coordinate, is defined by a degree of stretching of the middle plane, i.e. for a thin panel,
Details of this solution are presented for geometrically nonlinear in the recent paper (Birman, et al., 2005). As is shown in this paper, it is also possible to account for transverse shear deformations and the effect of geometric nonlinearity yields the following results for axial and transverse displacements and for the rotation in the xz-plane:

\[ u^0 = C'_5 + C'_6 x + \frac{B_{11} N_x}{A_{11}} \left( 1 + \frac{N_x}{A_{55}} \right) \left( C'_2 \sqrt{\lambda} \cosh \sqrt{\lambda} x + C'_3 \sqrt{\lambda} \sinh \sqrt{\lambda} x - \frac{\eta}{\lambda} C'_4 \right) - F(C'_2, C'_3, C'_4) \]

\[ w = C'_1 + C'_2 \sinh \sqrt{\lambda} x + C'_3 \cosh \sqrt{\lambda} x - \frac{\eta C'_4}{\lambda} x \]

\[ \psi = -\left( 1 + \frac{N_x}{A_{55}} \right) \psi_{xx} + C'_4 \]

where \( F(C'_2, C'_3, C'_4) \) is a nonlinear function of constants of integration. The constants of integration are related to the axial stress resultant by a counterpart of (14):

\[ N_x = N^T_x - \frac{1}{a} \left( A_{11} \int_0^a (u^0_{xx} + \frac{1}{2} w_{xx}^2) dx + B_{11} \int_0^a \psi_{xx} dx \right) \]

Six boundary conditions employed to evaluate the constants of integration in case of immovable edges are:

\[ x = \pm a/2 : \]
\[ u^0 = w = 0 \]
\[ M_x = B_{11} (u^0_{xx} + \frac{1}{2} w_{xx}^2) + D_{11} \psi_{xx} - M_x^T = 0 \]

**Analysis: Part 2. Dynamic problem for a finite aspect ratio shear deformable geometrically linear composite or sandwich panel subject to compression and fire**

The analysis is conducted by the first-order shear deformation theory that was shown accurate in the problems of global deformations of composite and sandwich structures. The solution shown here for a sandwich panel employs standard assumptions of the technical theory for such structures, neglecting transverse shear in thin facings that
are in the state of plane stress, while assuming that the core is capable of resisting transverse shear stresses only. In the case of a shear deformable composite panel, the following solution is also applicable and the constitutive relations have to employ engineering constants of the layers of the panel. Contrary to the previous section, in the case of a finite aspect ratio panel, the strains in both xz and yz planes have to be considered. The panel and the coordinate system employed in the analysis are shown in Fig. 1.

The strain-displacement relations in an arbitrary laminated layer of the facings is

\[
\begin{align*}
\varepsilon_x &= u_x^0 + z\varphi_x, \\
\varepsilon_y &= v_y^0 + z\varphi_y, \\
\gamma_{xy} &= u_y^0 + v_x^0 + z(\varphi_{xy} + \psi_{yy}),
\end{align*}
\]

where \( u_x^0 \) and \( \varphi_x \) are the displacement at the middle plane in the x-direction and the rotation of the normal to the middle plane in the xz-plane, respectively, while \( v_y^0 \) and \( \varphi_y \) are the displacement at the middle plane in the y-direction and the rotation of the normal to the middle plane in the yz-plane, respectively.

Transverse shear strains in the core are

\[
\begin{align*}
\gamma_{xz} &= w_{xz} + \varphi_x, \\
\gamma_{yz} &= w_{yz} + \varphi_y.
\end{align*}
\]

The stresses in the i-th layer of the facings are

\[
\begin{bmatrix}
\sigma_x \\
\sigma_y \\
\tau_{xy}
\end{bmatrix}_i =
\begin{bmatrix}
Q_{11}(t) & Q_{12}(t) & Q_{16}(t) \\
Q_{12}(t) & Q_{22}(t) & Q_{26}(t) \\
Q_{16}(t) & Q_{26}(t) & Q_{66}(t)
\end{bmatrix}_i
\begin{bmatrix}
\varepsilon_x - \alpha_x(t)\gamma_x(t) \\
\varepsilon_y - \alpha_y(t)\gamma_y(t) \\
\gamma_{xy} - \alpha_{xy}(t)\gamma_{xy}(t)
\end{bmatrix}_i
\]

where \( Q_{kl} \) are transformed reduced stiffnesses of the layer that vary with time reflecting gradual degradation of material exposed to the effect of fire, \( \alpha_k \) are the coefficients of thermal expansion that may be affected by temperature (therefore, they are functions of time), and \( T \) is an increase of temperature over the reference value. Note that in cross-ply facings, \( Q_{16} = Q_{26} = \alpha_{xy} = 0 \).

The stresses in the core can be determined as
\[
\begin{align*}
\{\tau_{yz}\} &= \begin{bmatrix} Q_{44}(t) & Q_{45}(t) \end{bmatrix} \gamma_{yz} \\
\{\tau_{xz}\} &= \begin{bmatrix} Q_{45}(t) & Q_{55}(t) \end{bmatrix} \gamma_{xz}
\end{align*}
\]

(21)

where \(Q_{45} = 0\) if the core is isotropic.

The stress resultants and stress couples can now be evaluated. Notably, even if the sandwich structure was symmetric relative to the middle plane prior to fire, the symmetry is lost as a result of nonuniform property degradation during fire. Accordingly, all terms must be retained in the matrices of extensional \([A]\), coupling \([B]\), and bending \([D]\) stiffnesses. The stress resultants and couples are

\[
\begin{align*}
\{N_x(t)\} &= \begin{bmatrix} A_{11}(t) & A_{12}(t) & A_{16}(t) \end{bmatrix} \begin{bmatrix} u^0_{,x} \\ v^0_{,y} \end{bmatrix} + \begin{bmatrix} B_{11}(t) & B_{12}(t) & B_{16}(t) \end{bmatrix} \varphi_{x,xx} + q_{,x,y} + \varphi_{y,xy} \\
\{N_y(t)\} &= \begin{bmatrix} A_{12}(t) & A_{22}(t) & A_{26}(t) \end{bmatrix} \begin{bmatrix} u^0_{,y} \\ v^0_{,y} \end{bmatrix} + \begin{bmatrix} B_{12}(t) & B_{22}(t) & B_{26}(t) \end{bmatrix} \varphi_{y,yy} + q_{,y,y} + \varphi_{y,xy} \\
\{M_x(t)\} &= \begin{bmatrix} B_{11}(t) & B_{12}(t) & B_{16}(t) \end{bmatrix} \begin{bmatrix} u^0_{,x} \\ v^0_{,y} \end{bmatrix} + \begin{bmatrix} B_{12}(t) & B_{22}(t) & B_{26}(t) \end{bmatrix} \varphi_{y,yy} + q_{,y,y} + \varphi_{y,xy} \\
\{M_y(t)\} &= \begin{bmatrix} B_{16}(t) & B_{26}(t) & B_{66}(t) \end{bmatrix} \begin{bmatrix} u^0_{,x} \\ v^0_{,y} \end{bmatrix} + \begin{bmatrix} B_{26}(t) & B_{66}(t) \end{bmatrix} \varphi_{y,yy} + q_{,y,y} + \varphi_{y,xy}
\end{align*}
\]

(22)

where \(\varphi\) and \(q\) are functions of time. The vectors in the left side of these equations are also time-dependent. The elements of the matrices of extensional, coupling and bending stiffnesses are defined by standard equations.

Thermal contributions to stress resultants and stress couples are

\[
\{Q_x(t)\} = k \begin{bmatrix} A_{44}(t) & A_{45}(t) \end{bmatrix} \begin{bmatrix} w_{,y} + q_y \\ q_{,x} + w_{,x} + q_x \end{bmatrix}
\]

\[
\{Q_y(t)\} = k \begin{bmatrix} A_{45}(t) & A_{55}(t) \end{bmatrix} \begin{bmatrix} w_{,y} + q_y \\ q_{,x} + w_{,x} + q_x \end{bmatrix}
\]
where the integration is carried out through the thickness of the facings.

The equations of motion can now be formulated. For the first-order shear deformation theory utilized in this study such equations are well known (see for example, Reddy, 2004):

\[
\begin{align*}
N_x (t)_{x} + N_y (t)_{y} &= I_0 \ddot{u}^0 + I_1 \dddot{u}
N_x (t)_{x} + N_y (t)_{y} &= I_0 \ddot{v}^0 + I_1 \dddot{v}
Q_x (t)_{x} + Q_y (t)_{y} + Nw_{xx} &= I_0 \ddot{w}
M_x (t)_{x} + M_y (t)_{y} - Q_y (t) &= I_1 \dddot{u}^0 + I_2 \dddot{v}
M_x (t)_{x} + M_y (t)_{y} - Q_x (t) &= I_1 \dddot{v}^0 + I_2 \dddot{u}
\end{align*}
\]

The coefficients at the inertial terms are \( I_i (t) = \int \rho (t) \varepsilon_i' dz \) where \( \rho \) is a mass density.

Naturally, the dependence of the inertial coefficients on time reflects the process of material degradation and its conversion into char in the case of fire.

The substitution of constitutive equations (22) yields the system of equations of motion in terms of displacements. This system usually cannot be integrated analytically, even if the problem is static. However, an important practical case is found in cross-ply composite panels and in sandwich panels with cross-ply facings. It is easy to show that in this case

\[
A_{16} (t) = A_{26} (t) = A_{45} (t) = B_{16} (t) = B_{26} (t) = D_{16} (t) = D_{26} (t) = 0, \quad N_{xy} (t) = M_{xy} (t) = 0 \quad (25)
\]

If the conditions (25) are satisfied, the equations of motion in terms of displacements can be written as an expansion of the corresponding equations for a laminate with constant stiffness matrices (Reddy, 2004). For simplicity, the stiffness, thermal and inertial terms are shown in the following equations without a reference to their dependence on time, i.e. \( A_i (t) \rightarrow A_i, \quad N_{ij} (t) \rightarrow N_{ij}, \quad I_i (t) \rightarrow I_i \), etc. Accordingly,
\[ A_{11}u^0_{xx} + A_{12}v^0_{xy} + A_{66}(u^0_{yy} + v^0_{xy}) + B_{11}(u^0_{xx} + v^0_{yy}) + B_{12}(u^0_{xy} + v^0_{xy}) + B_{66}(u^0_{xy} + v^0_{xy}) - N^T_x = I_0 \ddot{u}^0 + I_0 \ddot{v}^0 \]
\[ A_{22}v^0_{yy} + A_{12}u^0_{xy} + A_{66}(u^0_{yy} + v^0_{xy}) + B_{22}(u^0_{xy} + v^0_{xy}) + B_{12}(u^0_{xx} + v^0_{xy}) + B_{66}(u^0_{xy} + v^0_{xy}) - N^T_y = I_0 \ddot{v}^0 + I_0 \ddot{w}^0 \]
\[ kA_{55}(w^0_{xx} + q^0_{x} + q^0_{y}) + kA_{44}(w^0_{yy} + q^0_{y} + q^0_{y}) + Nw^0_{xx} = I_0 \ddot{w} \]
\[ B_{11}u^0_{xx} + B_{12}v^0_{xy} + B_{66}(u^0_{yy} + v^0_{xy}) + D_{11}(u^0_{xx} + v^0_{yy}) + D_{12}(u^0_{xy} + v^0_{xy}) + D_{66}(u^0_{xy} + v^0_{xy}) - kA_{55}(w^0_{xx} + q^0_{x} + q^0_{y}) - M^T_x = I_0 \ddot{u}^0 + I_0 \ddot{v}^0 \]
\[ B_{22}v^0_{yy} + B_{12}u^0_{xy} + B_{66}(u^0_{yy} + v^0_{xy}) + D_{22}(u^0_{xy} + v^0_{xy}) + D_{12}(u^0_{xx} + v^0_{xy}) + D_{66}(u^0_{xy} + v^0_{xy}) - kA_{44}(w^0_{yy} + q^0_{y} + q^0_{y}) - M^T_y = I_0 \ddot{v}^0 + I_0 \ddot{w}^0 \]

(26)

The analytical solution can be obtained by specifying the boundary conditions. In the present problem, the panel is assumed simply supported along all boundaries. The boundaries do not constrain in-plane displacements in the direction perpendicular to the corresponding edge. Such conditions are often found in applications where the panel is not supported by adjacent panels in the same plane. Mathematically, the conditions outlined above imply:

\[ x = 0, \quad x = a : \quad w = N_x = M_x = 0 \]
\[ y = 0, \quad y = b : \quad w = N_y = M_y = 0 \]

(27)

The solution can be obtained by representing the distribution of temperature within the panel in double Fourier series, i.e.

\[ T(x, y, z, t) = \sum_{m,n} T_{mn}(z, t) \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} \]

(28)

Using temperature given by (28), it is now possible to represent thermal loading terms in the form of double Fourier series, i.e.

\[ N^T_x = \sum_{m,n} N_{xmn}(t) \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} \]
\[ N^T_y = \sum_{m,n} N_{ymn}(t) \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} \]
\[ M^T_x = \sum_{m,n} M_{xmn}(t) \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} \]
\[ M^T_y = \sum_{m,n} M_{ymn}(t) \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} \]

(29)
Displacements and rotations that can be sought in the form

\[
\begin{align*}
  u &= \sum_{m,n} U_{mn}(t) \cos \frac{m\pi x}{a} \sin \frac{n\pi y}{b} \\
  v &= \sum_{m,n} V_{mn}(t) \sin \frac{m\pi x}{a} \cos \frac{n\pi y}{b} \\
  w &= \sum_{m,n} W_{mn}(t) \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} \\
  q_x &= \sum_{m,n} P_{mn}(t) \cos \frac{m\pi x}{a} \sin \frac{n\pi y}{b} \\
  q_y &= \sum_{m,n} R_{mn}(t) \sin \frac{m\pi x}{a} \cos \frac{n\pi y}{b}
\end{align*}
\] (30)

It is easy to check by substitution that thermal loads and displacements given by (29) and (30) satisfy all boundary conditions of the problem.

The substitution of (29) and (30) into equations of motion (26) yields a system of five equations with respect to time-dependent amplitudes for each harmonic of motion:

\[
[I(t)] [f_{mn}(t)] + [K(t)]_{mn} \{f_{mn}(t)\} = \{F_{mn}(t)\}
\] (31)

where the vector of displacements is

\[
\{f_{mn}(t)\} = [U_{mn}(t), V_{mn}(t), W_{mn}(t), P_{mn}(t), R_{mn}(t)]^T
\] (32)

The matrix of inertial coefficients is

\[
I(t) = \begin{bmatrix}
  I_0(t) & 0 & 0 & I_1(t) & 0 \\
  0 & I_0(t) & 0 & 0 & I_1(t) \\
  0 & 0 & I_0(t) & 0 & 0 \\
  I_1(t) & 0 & 0 & I_2(t) & 0 \\
  0 & I_1(t) & 0 & 0 & I_2(t)
\end{bmatrix}
\] (33)

The symmetric matrix of the time-dependent stiffness coefficients \([K(t)]_{mn}\) is omitted for brevity.

The vector of loading thermal terms in the right side of (28) is

\[
\{F_{mn}(t)\} = \{-m'N_{sxmn}(t), n'N_{smymn}(t), 0, m'M_{sxmn}(t), n'M_{smymn}(t)\}^T
\] (34)

where \(m' = \frac{m\pi}{a}, n' = \frac{n\pi}{b}\).

The integration of the system of five equations of motion (31) should be conducted by one of the initial value methods, such as the Runge-Kutta method, using zero initial conditions.
Numerical results and discussion

Numerical results for large aspect ratio panels with long edges restrained against displacements in the x-direction were obtained both for thin and for shear deformable sandwich structures. The properties of cross-ply graphite/epoxy facings and two grades of the 20mm thick core (Divinycell H45 and H60) are presented in the paper by Birman et al. (2005). Two facing thicknesses were considered in examples, i.e. $h_f = 2.5\, mm$ and $h_f = 5.0\, mm$. The temperature of air on the colder surface of the panel was assumed to be $20^\circ C$. The results obtained accounting for a degradation of the properties of the facing and core material reported in literature (Kulkarni and Gibson, 2004; Elkin, 2004) reflect the effect of stretching of the middle plane of the panel as it experiences increasing thermally-induced deformations. As a result of this stretching, the in-plane axial reaction of the immovable edges decreases with a higher surface temperature (Fig. 2 and Table 1). It is interesting to note that the stiffness of the panel has a relatively small effect on the axial restraint at the immovable edge.

A typical panel experienced a reversal of deformations and stresses as temperature of the exposed surface increased. This situation is depicted in Fig. 3 illustrating maximum deflections of a representative panel with long edges completely restrained against in-plane displacements as a function of the exposed surface temperature. Note that the phenomenon of the reversal of deformations as the exposed surface temperature increases was also reported by Meyers and Hyer (1992) who analyzed deflections of a composite panel subject to a linearly distributed through the thickness temperature. A recent experimental paper of Lattimer et al. (2004) who considered deformations of sandwich panels subjected to fire also supports the observations in the present paper. The reversal of deflections occurs even before temperature reaches the glass transition value for the matrix material of the facings.

The results shown in Figs. 4 and 5 refer to deformations and stresses in a square plain-woven glass/polyester panel with the boundaries that are not constrained against in-plane displacements (Part 2 of the analysis shown above). The material data has been adopted from the paper of Gibson et al. (2004). The plates were subject to a compressive load along the x-axis equal to 20% of the static buckling value (Fig. 4) or increasing in increments to 95% of this value (Fig. 5). It is interesting to consider the results shown in
Fig. 5 that illustrate a small change in stresses, even as the compressive load increases from zero to 95% of the buckling value. The factors contributing to the stress include bending due to fire, a degradation of material properties associated with the exposure to fire, and directly applied compressive stresses. As a result of the combination of these factors there is a relatively small increase in compressive stresses on the surface exposed to fire as the compressive load increases. On the colder surface, the stresses remain tensile, reflecting a dominant bending effect.

It is emphasized that the loss of strength is only one possible failure mode for sandwich panels subjected to a combination of compressive and thermal loads (the latter loads include those generated by fire). Another possible mode of failure is wrinkling of one of the facings. This phenomenon has to be analyzed, accounting for temperature-induced property degradation of the facings and the core. Accordingly, it is often impossible to predict in advance which of two facings will actually wrinkle first. An example of the analysis illustrating the wrinkling stress in a quasi-isotropic E-glass vinyl-ester facing supported by Divinycell H60 is shown in Fig. 6 (Birman, 2005). As follows from this figure, the analysis neglecting the effect of temperature on the properties of the facings and core produces inadequate and unconservative predictions of the wrinkling stress. Moreover, as a result of the loss of stiffness due to elevated temperatures, wrinkling may become the dominant mode of failure in sandwich panels where it does not represent danger at room temperature.

Conclusions

The paper presents a comprehensive methodology of the structural analysis of composite and sandwich panels subject to compression and fire, accounting for geometrically nonlinear deformations, a degradation of the properties due to an elevated temperature, and the effect of the resin decomposition. The solutions for real-time deformations and stresses shown in the paper can be efficiently introduced into design of composite and sandwich panels. The ultimate outcomes from the solution are a predicted life for the structure subjected to compression and elevated temperature or fire and/or real-time and residual strength and stiffness of such structure.
One of the important conclusions from the analysis is the necessity to account for a degradation of material properties in composite and sandwich structures as a result of their exposure to fire. This may result in a rather unexpected behavior of the structure, affecting both deformations and stresses. Therefore, “conventional” wisdom should not be applied to predicting the effect of fire on composite structures.
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TABLE 1. Axial edge restraint stress resultant of a large aspect ratio sandwich panel
\((MN * m)\) as a function of the exposed surface temperature \(T_0\)

<table>
<thead>
<tr>
<th>(T(\degree C))</th>
<th>50.0</th>
<th>75.0</th>
<th>100.0</th>
<th>125.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>H45 ((h_f)=2.5mm)</td>
<td>0.340791</td>
<td>0.326334</td>
<td>0.304722</td>
<td>0.247510</td>
</tr>
<tr>
<td>H60 ((h_f)=2.5mm)</td>
<td>0.416041</td>
<td>0.398344</td>
<td>0.371917</td>
<td>0.302148</td>
</tr>
<tr>
<td>H45 ((h_f)=5.0mm)</td>
<td>0.341365</td>
<td>0.327056</td>
<td>0.305511</td>
<td>0.248027</td>
</tr>
<tr>
<td>H60 ((h_f)=5.0mm)</td>
<td>0.417263</td>
<td>0.399664</td>
<td>0.373288</td>
<td>0.303093</td>
</tr>
</tbody>
</table>

Note: The properties of facings and two grades of core (H45 and H60) are presented in
the paper by Birman et al. (2005). The core is 20mm thick. Two facing thicknesses
considered are \(h_f = 2.5 mm\) and \(h_f = 5.0 mm\).

Fig. 1. Geometry and coordinate axes of panels considered in the analysis (large aspect
ratio panel is on the left and finite aspect ratio panel is on the right). The z-axis that is
oriented perpendicular to the plane of the panel is not shown.
Fig. 2. Axial edge restraint stress resultant of a large aspect ratio sandwich panel \((MN*m)\) as a function of the exposed surface temperature \(T_0\). The facings are 2.5mm thick.

Fig. 3. Maximum deflections of a large aspect ratio sandwich panels as a function of the exposed surface temperature. The length of the short edge of the panels is equal to 101.6mm.
Fig. 4. The shape of a square 12-mm thick glass/polyester plate subjected to heat flux of 75 kW/m$^2$ for 60 seconds. The compressive load is equal to 20% of the buckling value. The in-plane dimensions of the plate are 600 mm. Time elapsed since the ignition is 60 seconds.

Fig. 5. A distribution of the stresses $\sigma_x$ at the center of a square plate (600*600mm) through the thickness under different loads. The plate is subjected to a compressive load directed along the x-axis and heat flux of 75 kW/m$^2$ applied for 60 seconds.
Fig. 6. Wrinkling stress of a quasi-isotropic E-glass vinyl ester facing supported by a Divinycell H60 core. Case 1: Thermal stresses are accounted for, while the effect of temperature on properties of the facing and core is neglected. Case 2: Thermal stresses and the effect of temperature on the properties of the facing are accounted for. Cases 3 and 4: Thermal stresses and the effect of temperature on the properties of the facing and core are accounted for (20% and 50% of the stiffness of the core is retained at 140°C in cases 3 and 4, respectively).
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More than two years ago a research project was initiated to design a smart fin utilizing a piezoelectric actuator in order to alter the ballistic trajectory of a surface-to-surface projectile to a maneuverable flight path. This activation would involve developing an angle of attack to provide lift for any desired maneuver. Thus a capability would be developed to better track a moving target, change targets in midcourse flight, and/or move around an obstacle such as a mountain or building. The original design involved piezoelectric ceramics bonded onto the upper and lower surfaces of composite cantilevered beams that were the spars of the fin. With the forward beam bending in one direction and the aft beam bending in the opposite direction, an angle of attack was created. Practical application of smart fins requires that the piezoelectric material being bonded onto the host composite can withstand rough handling. Piezoelectric ceramics are not capable of meeting this requirement since they are extremely brittle. The piezoelectric material that was found to be sufficient for the requirement is Macro Fiber Composites (MFC). As a result of using this new piezoelectric material, the overall design was modified to one involving a steel tube as the spar located at approximately the quarter chord of the rectangular fin. It includes a slot to pot in the piezoelectric actuator, which is cantilevered aft from the spar. An MFC is adhesively bonded to each side of the host plate. Thus, when one MFC is activated in tension and the other in compression, an angle of attack is achieved. Bench top tests as well as wind tunnel tests were conducted on the smart fins. The primary objective of the wind tunnel tests was to analyze the performance of the smart fins in a practical application. The smart fin performance was based on the amount of flutter experienced by the smart fin and the maximum angle of attack/rotation achieved by the smart fin when applying the maximum allowable voltage.
Nomenclature

\[ \phi \] = smart fin angle of attack
\[ L \] = length from middle of spar to tip of outer shell
\[ \delta \] = tip deflection

I. Introduction

This research project investigates the feasibility of designing an active fin structure, referred to as a smart fin, which utilizes piezoelectric materials to activate the fin. The piezoelectric actuation rotates the fin, which alters the ballistic trajectory of a small-scale surface-to-surface projectile to a maneuverable flight path. Thus, the steering of the flight trajectory can be controlled using the global positioning satellite guidance system. Control of the small scale projectile will be provided by sending electrical signals to the piezoelectric materials in the smart fin. The electrical signals will generate a fin rotation thus developing an angle of attack to provide lift for a desired maneuver. The possible capabilities of this active fin structure would be to better track a moving target, change targets in midcourse flight, and/or move around an obstacle such as a mountain or building.

A. Original Smart Fin Design

The original design shown in Figure 1 was developed by Oded Rabinovitch and Jack R. Vinson. This design uses piezoelectric ceramics to actuate composite cantilevered beams that were used as spars of the smart fin. A piezoelectric ceramic was bonded to the top and bottom surfaces of the composite cantilevered beams. In order to activate a composite cantilevered beam a voltage of positive or negative polarity is applied to the top surface piezoelectric ceramic and a voltage with a polarity opposite to that of the voltage sent to the top surface piezoelectric ceramic is applied to the bottom piezoelectric ceramic. The piezoelectric ceramics would expand or contract depending on the polarity of the voltage thus causing the composite cantilevered beam to bend. With the forward composite cantilevered beam bending in one direction and the aft composite cantilevered beam bending in the opposite direction, an angle of attack is produced.

The design approach by Oded Rabinovitch and Jack R. Vinson uses analytical and computational tools that are based on a high-order beam theory in order to predict the optimized design of the smart fin. Design curves were generated from their analysis which determined the optimized design for each parameter of the smart fin. The design parameters that were investigated included the properties and geometries of both the host composite beam and adhesive layers, the number of active piezoelectric layers, the distance between the piezoelectric composite beam benders, and the effects of various applied voltages. Their analysis also provided the capability to compare the structural analyses with the aerodynamic analyses.

B. Macro Fiber Composites

Practical application of smart fins requires that the piezoelectric material being bonded onto the host composite can withstand rough handling and harsh environments. Piezoelectric ceramics are not capable of meeting this requirement since they are extremely brittle and fragile. Due to this requirement a search for different and new types of piezoelectric materials began. The piezoelectric material that was found to be sufficient for the requirement.
is Macro Fiber Composites (MFC). The robustness of MFC makes them ideal for the smart fins application. The main advantage that MFC have over piezoelectric ceramics is that they are very flexible and durable. A schematic of Macro Fiber Composites is seen in Figure 2. According to R. Brett Williams and Daniel J. Inman⁴ Macro Fiber Composites combine piezoelectric and composite material technologies that use interdigitated electrodes to apply voltage to the piezoelectric fibers. They also stated that MFC are designed to have uniaxially aligned fibers surrounded by a polymeric matrix as well as an interdigitated electrode pattern that is used to deliver an applied electric field along the length of the fibers, as illustrated in Figure 2.

**Figure 2. Macro Fiber Composite Schematic (reprinted from Ref (2)).**

C. New Smart Fin Design

As a result of using this new piezoelectric material, a new smart fin design was adopted. The new design is approximately six inches in width and four inches in length. A steel hollow circular shaft is used as the spar which is located at approximately the quarter chord of the rectangular fin. A composite rectangular plate, referred to as the actuator, is cantilevered from the steel hollow circular shaft. Bonded to the top and bottom surfaces of the composite rectangular plate are MFC patches. Thus when one MFC is activated in tension and the other in compression, an angle of attack is achieved. Figure 3 (a) shows the assembled view of the smart fin where the black and white checkered region indicates the active MFC patch area. Figure 3 (b) describes the angle of attack, $\phi$, that is generated from the actuator inside the fin.

Design decisions were made using parametric studies so that the newly designed smart fins could be manufactured. Two complete smart fins have been assembled and tests have been conducted to characterize their performance. Deflection tests conducted to date have been mostly statically measured by a laser and a rotary encoder, as the actuator and

**Figure 3.** a) Assembled view of new smart fin design, b) Angle of attack generated from piezoelectric actuation.
smart fin are subjected to various mechanical loads, various voltages applied to the MFC patches, and the combination of both.

Wind tunnel tests have been conducted on the newly designed smart fins at the Glenn L. Martin (GLM) wind tunnel located at the University of Maryland. During these tests the smart fins were subjected to aerodynamic loads as well as a combination of piezoelectric actuation and aerodynamic loads. The wind tunnel test facility provided velocities of up to 200 mph. The maximum angles of attack obtained from the wind tunnel tests will be presented to show the feasibility of using piezoelectric actuators in smart fins.

II. Research Objective

A. Design and Fabrication Objective

The main objective of this research is to develop and fabricate a smart fin design to a point where the performance capabilities of a smart fin can be characterized. This characterization will help in determining the feasibility of using piezoelectric materials in smart fins. The design must involve using a piezoelectric actuator. The fabrication of the piezoelectric actuators starts with having an analytical model to help determine the actuator’s optimized design. This analytical model was developed by Oded Rabinovitch and Jack R. Vinson which determined the design objectives for this project. The design objectives are to manufacture a thin and flexible composite host panel to which the piezoelectric material can be bonded and to manufacture an actuator with a thin adhesive layer. Another design objective is to use a piezoelectric material which is flexible and durable. Meeting these design objectives will provide an optimized smart fin.

A fabrication goal was set to manufacture three actuators using three different types of adhesives. Different fabrication techniques were used in manufacturing each of the actuators. The techniques involved using an autoclave, a vacuum bag, and weights. The three objectives in designing the spar, ribs, and other internal components of the smart fin included: ease of assembly, ease of testing in a wind tunnel facilities, and minimization of mechanical losses due to friction from internal connections in the smart fin.

B. Experimental Objective

The performance capabilities of a smart fin are defined as follows: the angle of attack which is generated by applying voltage to the piezoelectric actuators, the angle of attack which is generated by applying various mechanical loads to the smart fin, and the behavior of the smart fin in a wind tunnel. When applying voltage to the piezoelectric actuators, a larger angle of attack translates to better actuator performance. When applying a mechanical load, a stiffer actuator that does not lose voltage actuation performance translates into better actuator performance. In addition, a minimal amount of smart fin flutter during the wind tunnel tests can be interpreted as good behavioral performance.

In order to determine these performance capabilities, an experimental data acquisition technique was developed. This technique was to position a laser over the tip of the smart fin. Next, the maximum tip deflections for various test scenarios were measured using this laser. A LabVIEW data acquisition program was used to measure the tip deflections over time. These tip deflections were then converted into angles of attack. After the actuator was attached inside the outer shell of the fin, a rotary encoder was fixed on the smart fin which measured the angle of attack directly. Results from different smart fins were compared to determine which performed the best.

C. Wind Tunnel Test Objective

Wind tunnel tests were conducted on the smart fins at the GLM wind tunnel at the University of Maryland. The primary objective of these tests was to determine the feasibility of using piezoelectric actuators in smart fins by analyzing their performance in a practical application. The smart fin performance was based on the amount of flutter experienced by the smart fin and the maximum angle of attack/rotation achieved by the smart fin when applying the maximum allowable voltage. Using the rotary encoder, measurements of the angle of attack were taken while the fin was subjected to a range of air velocities. The maximum wind velocity in the tunnel was 200 mph. The angles of attack measured from the wind tunnel tests were compared with the angles of attack measured from the static tests. Other objectives of the wind tunnel tests include backing out the aerodynamic torques and finding the center of pressure on the smart fin in order to optimize the location of the hinge placement.
III. Component Design and Fabrication

A. Assembled Actuator

The actuators were assembled by bonding MFC patches to both surfaces of a thin and flexible composite host panel. The material selected to manufacture the host panel was unidirectional E-Glass epoxy prepregs. Figure 4 shows a diagram of the piezoelectric actuator. Regions 1 and 3 are inactive regions that consist of a host layer and two adhesive layers. The actuator is activated by the piezoelectric layers in region 2. The prepregs were cured in an autoclave with a pressure of 50 psi at 250 °F for one hour and 350 °F for two hours.

Three different adhesives were used in the manufacturing of the actuators. The first was a structural film adhesive that was cured in an autoclave with a cure cycle of 250 °F at 30 psi for one hour. A Loctite E-120HP epoxy adhesive was used to manufacture the second actuator. This was a room temperature two part epoxy which was cured overnight in a vacuum bag.

Figure 5 shows the actuator manufactured with the Loctite E-120HP epoxy adhesive along with a drawing of the actuator with dimensions. The active, piezoelectric region of the actuator is the darker region with dimensions of 2.20 inches x 3.40 inches. The entire dimension of the actuator including the inactive region is 2.90 inches x 4.30 inches. Wiring soldered to the connections of the MFC patch can be seen at the bottom of the photograph of the actuator.

B. Smart Fin Component Design and Assembly Process

The objectives in designing the spar, ribs and other internal components of the smart fin were ease of assembly, ease of testing in a wind tunnel facility, and minimization of mechanical losses due to friction from internal connections in the smart fin. The smart fin assembly consists of bonding together and connecting several different components. These components include the actuator, a spar, a shaft insert, ribs, a base plate, and an outer shell. The
entire assembly was designed to meet the dimensional requirements of the actuator so that there would be no interference with the motion of the actuator.

1. Spar
   The spar, shown in Figure 6, was manufactured from a steel hollow circular shaft. Several features were machined into the spar. The first feature was a slot cut 3.2 inches along the length of the spar and approximately 0.065 inches wide. The length of the slot was chosen in order to meet the dimensional requirements of the actuator and connector at the end of the spar. The overall thickness of the actuator assembly determined the width of the slot. Assembly of the smart fin required the actuator to slide into this slot. The next feature was a rounded, rectangular opening 0.64 inches long and 0.38 inches wide. This opening was needed to fasten the ribs to the hinge connection inside the spar, and to run the lead wires from the actuators, through the spar, to the power supplies. The last feature was a 0.313 inch diameter hole through the spar. The purpose of this hole was to attach the spar to a fixture used during the wind tunnel tests.

![Figure 6. Drawing of Spar with Dimensions in Inches.](image)

2. Shaft Insert
   The shaft insert, shown in Figure 7, was machined out of a 0.6 inch diameter aluminum rod. This diameter was chosen in order for the shaft insert to loosely slide into the spar. A length of 3 inches was chosen for the shaft insert, which is approximately the same width as the actuator. A slot with a depth of 0.46 inches was machined into the shaft insert. The width of the slot was the same as the slot machined out of the spar. Again, the overall thickness of the actuator assembly determined the width of this slot.
3. *Base Plate*

The base plate, shown in Figure 8, was machined out of a block of aluminum. This piece was specifically designed to meet attachment requirements at a wind tunnel facility. The overall dimensions of the base plate were 1.8 inches long, 1.6 inches wide and 1.25 inches thick. The tube section of the base plate has an inner diameter of 0.755 inches. This section also has a 0.31 inch diameter hole through it. The purpose of this hole is to attach the smart fin to the base plate using a bolt. Holes were drilled in each corner of the base plate with diameters of 0.25 inches. These holes are used to attach the base plate and smart fin assembly to other fixtures.
4. *Outer Shell*

The outer shell was manufactured from 3K, Plain Weave Graphite Fabric which is commonly used for lightweight aerodynamic parts. Three plys of plain weave graphite fabric were wrapped around a Styrofoam mold of an airfoil. The Styrofoam airfoil mold was designed using one of the NACA standard airfoil cross-sections. The outer shell was wet laminated with System 2000 Epoxy Resin from FiberGlast and was cured at room temperature under vacuum. The airfoil mold was designed to allow room for the internal parts of the smart fin. It was also designed so that there would be no interference with the motion of the actuator shown in Figure 3 (b). The outer shell, shown in Figure 9, was cut into 4 inch x 6 inch sections.

![Figure 9. Picture of Outer Shell.](image)

5. *Ribs*

The ribs, shown in Figure 10, were water jet cut from aluminum pieces. The far side rib of the smart fin assembly, better shown in Figure 13, was bonded to the outer shell. A hole was water jet cut out of this rib in order for the hinge connection, located at the far end of the spar, to be attached into the rib. The near side rib, seen at the top of Figure 10, was also bonded to the outer shell and had a larger hole and slot water jet cut out of it to allow for the spar and actuator assembly to slide into the outer shell. This near side rib was used as an attachment for a third rib. The third rib, seen at the bottom of Figure 10, was screwed into the near side rib. The purpose of this third rib was to provide another hole for the second hinge connection between the spar and outer shell.

![Figure 10. Pictures of Ribs.](image)
6. Spar and Actuator Bonding Process

The smart fin assembly process started with bonding the actuator into the slot of the shaft insert. This slot was designed to be thick enough to allow the actuator to firmly slide into it. The bonding process consisted of filling the slot with Loctite E-120HP epoxy adhesive, which is the same aerospace grade adhesive used in manufacturing one of the actuators. The actuator was then slid into the slot and the excess epoxy was wiped off. The same epoxy adhesive was liberally applied on the inner surface of the hollow spar. The shaft insert and actuator were then slid into the spar slot. Excess epoxy was wiped off. The spar, shaft insert, and actuator assembly were allowed to bond together overnight at room temperature. The overall assembly can be seen in Figure 11 (a) where the black and white checkered region shows the active, piezoelectric region of the actuator. The placement of the actuator and shaft insert inside the spar is shown in Figure 11 (b). An actual picture of the actuator bonded into the spar can be seen in Figure 12.

![Figure 11. a) Overall Assembly Drawing, b) Drawing of Actuator and Shaft Insert Placement.](image)

![Figure 12. Photograph of Prototype Actuator Bonded into Spar.](image)

7. Final Smart Fin Assembly

The final smart fin assembly process included sliding the spar and actuator assembly in the outer shell and rib assembly, then securing the actuator and spar assembly into the outer shell. In order to do this, hinge connections were used. The hinge connections between the spar and the ribs are silicon bronze bearings on nylon bushings. This combination of hinge materials allows for minimization of mechanical losses due to friction. The bearing bonded inside the far end of the spar was slid into the hole of the far side rib shown in Figure 13. A nylon bushing was bonded to the inside of this hole. The second bearing was fastened inside the hole of the third rib using a bolt and nut. Teflon inserts 0.020 inches thick were placed inside the tip of the outer shell to assure a tight fit between the actuator and outer shell at the end of the fin and to provide a low friction contact surface for the tip of the
actuator. Side and top views of the final smart fin assembly can be seen in Figures 13 and 14, respectively. Approximate dimensions of the entire smart fin assembly are shown in Figure 15.

Figure 13. Side View of Smart Fin.

Figure 14. Top View of Smart Fin.
IV. Experimental Setup

A. Introduction
This section discusses the experimental equipment and process for the bench top tests that were conducted on the smart fins. An overview of the experimental equipment will be given. This equipment consisted of a laser, a laser displacement meter, power supplies, a rotary encoder, and a laptop.

B. Laser and Laser Displacement Meter
In order to measure the tip deflection of the smart fins a class 2 type diffuse-reflective laser model LC-2450 from Keyence Corporation, shown at the top of Figure 16, was used. This laser had a measuring range of $\pm 8$ mm with a response time of 100 $\mu$s. Connected to the laser was a Keyence LC-2400A laser displacement meter with a 50 kHz sampling rate. The displacement meter, seen at the bottom of Figure 16, displays the tip deflection in millimeters. A laptop was connected to the laser displacement meter and a LabVIEW program was used to record the tip deflection at 100 measurements/second.
C. Power Supplies

Three power supplies were needed in order to achieve the maximum voltage output of 1500V to one MFC and -500V to the other MFC. Two identical high voltage power supplies were purchased from Smart Material, the same company from which the MFC’s were ordered. These power supplies, shown in Figure 17, were capable of providing approximately -1000V to 1000V. They also had a manual dial for offset and amplitude, an internal frequency generator 1Hz to 1kHz manual dial, and a BNC input for external AM modulation. These power supplies were controlled using an external power supply through the BNC input for external AM modulation. A laptop was used to externally input the 0-5V needed to control these power supplies. For example, when 0V was input from the laptop the high voltage power supply output -1000V and when 5V was input from the laptop the high voltage power supply output 1000V. The high voltage power supply did not output any voltage when the laptop input 2.5V. The third power supply was provided from the Army Research Laboratory (ARL). Shown in Figure 18, this power supply was a Stanford Research Systems, Inc. high voltage power supply model PS325 which was capable of providing ±2500V. The extra 500V needed to reach 1500V was provided from this power supply. This power supply was connected in series with the other two power supplies. The circuit diagram of the power supply configuration is shown in Figure 19. Since the Smart Material power supplies were wired in series with the ARL power supply when one of the Smart Material power supplies output 1000V and the other output -1000V the additional 500V from the ARL power supply thus provided the maximum 1500V and -500V that were required to be applied to the MFC’s.
D. Rotary Encoder

A MicroE Systems rotary encoder was used to measure the angle of attack that was produced by the piezoelectric actuator. This device was used only after the smart fin had been completely assembled. The rotary encoder was connected to a laptop and SmartSignal encoder software was used to display the achieved angles of attack. This software was also used to calibrate the signal strength of the rotary encoder. Superglue was used to attach the rotary encoder to a metal bracket that was bonded to the base plate as seen in Figure 20. The rotary encoder faced the rib nearest to the base plate. A glass disc was bonded on this rib also using superglue. The glass disc contained a metal strip which was used by the rotary encoder to measure the change in angle.
V. Experimental Results

A. Smart Fin Assembly Test Results

When testing the smart fin assemblies the maximum allowable voltages were applied to the piezoelectric actuators inside the outer shell. This actuation caused the outer shell to rotate about the spar. The tip deflection, $\delta$, that was measured using the laser was translated into an angle of rotation/attack, $\phi$, using $\tan \phi = \frac{\delta}{L}$. Figure 21 describes the laser placement over the smart fin. In later experiments a rotary encoder was used to directly measure the angle of rotation which eliminated the need for measuring the length, $L$, and translating the fin tip deflection into an angle of rotation.

1. Laser Measurements

The smart fin assembly with the 250 °F cure structural film adhesive piezoelectric actuator was statically tested using the maximum allowable voltages of +1500V and -500V. Tests 1-5 consisted of applying +1500V to the top MFC and -500V to the bottom MFC. The voltages were switched for tests 6-10 and switched once again for test 11. The maximum voltages were held for 30 seconds for each test and then the deflection measurements were recorded manually from the laser displacement meter. The angles of rotation for the smart fin assembly with the 250 °F cure structural film adhesive piezoelectric actuator were calculated using $L = 117.29$mm.

The testing procedures involved applying the maximum allowable positive voltage of +1500V to both MFC for a certain amount of time. This process was termed “reconditioning”. “Reconditioning” was done before tests 3 and 8 for one minute. Seen in Figure 22, test 3 resulted in an increase of angle of rotation but test 8 did not. When comparing tests 6-10 the largest angle of rotation was achieved right after the voltages were switched. The overall largest angle of rotation was achieved during test 11 after the voltages were switched a second time.
Table 1 provides the summary of the angles of rotation achieved for the 250°F cure structural film adhesive piezoelectric actuator fin assembly. When compared to tests 1, 2, 4, and 5, “reconditioning” the MFC’s before test 3 resulted in an average increase in angle of rotation of -0.335 degrees. “Reconditioning” the MFC’s before test 8 did not result in an increase in angle of rotation. This may be due to interference from the smart fin assembly during testing. Switching the applied voltages to -500V to the top MFC and +1500V to the bottom MFC resulted in an average increase in angle of rotation of 0.1648 degrees. Similarly, switching the applied voltages a second time resulted in another increase in angle of rotation of -0.307 degrees.

The Loctite epoxy adhesive piezoelectric actuator smart fin was also tested using the laser. The test procedures were the same as for the 250°F cure structural film adhesive piezoelectric actuator smart fin except the measurements were recorded over time with a laptop and switching the applied voltages a second time was not done. The length, $L$, for this actuator was measured to be 121.9mm. “Reconditioning” the MFC’s was done before tests 3 and 8 were conducted. Figures 23 and 24 provide the Loctite epoxy adhesive piezoelectric actuator smart fin

![Figure 22. Results of Smart Fin Assembly Tests with the 250°F Cure Structural Film Adhesive Piezoelectric Actuator.](image)

Table 1. Summary of Angles of Rotation for 250°F Cure Structural Film Adhesive Piezoelectric Actuator Smart Fin Assembly.

<table>
<thead>
<tr>
<th>Test Number</th>
<th>Angle of Rotation for Maximum Allowable Voltages (degrees)</th>
<th>Angle of Rotation for No Applied Voltage (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2.5238</td>
<td>-1.0599</td>
</tr>
<tr>
<td>2</td>
<td>-2.6506</td>
<td>-1.0355</td>
</tr>
<tr>
<td>3</td>
<td>-3.0502</td>
<td>-1.2650</td>
</tr>
<tr>
<td>4</td>
<td>-2.8553</td>
<td>-1.1087</td>
</tr>
<tr>
<td>5</td>
<td>-2.8309</td>
<td>-1.0355</td>
</tr>
<tr>
<td>6</td>
<td>2.3922</td>
<td>1.0501</td>
</tr>
<tr>
<td>7</td>
<td>2.2605</td>
<td>0.8987</td>
</tr>
<tr>
<td>8</td>
<td>2.0947</td>
<td>0.7375</td>
</tr>
<tr>
<td>9</td>
<td>2.2703</td>
<td>0.9036</td>
</tr>
<tr>
<td>10</td>
<td>2.2410</td>
<td>0.8645</td>
</tr>
<tr>
<td>11</td>
<td>-3.0891</td>
<td>-1.2796</td>
</tr>
</tbody>
</table>

The Loctite epoxy adhesive piezoelectric actuator smart fin was also tested using the laser. The test procedures were the same as for the 250°F cure structural film adhesive piezoelectric actuator smart fin except the measurements were recorded over time with a laptop and switching the applied voltages a second time was not done. The length, $L$, for this actuator was measured to be 121.9mm. “Reconditioning” the MFC’s was done before tests 3 and 8 were conducted. Figures 23 and 24 provide the Loctite epoxy adhesive piezoelectric actuator smart fin
assembly experimental data for the angles of rotation over time. Again, it can be seen that test 6, which was conducted after switching the applied voltages, provides the overall largest angle of rotation of 3.3626 degrees. Also, it can be seen from the figures that the angles of attack slowly increased over time.

A summary of the average maximum angles of rotation before and after “reconditioning” is given in Table 2. There is an average increase in angle of rotation of 0.31785 degrees after “reconditioning”.

Figure 23. +1500V/-500V Loctite Epoxy Adhesive Piezoelectric Actuator Smart Fin Assembly Tests.

Figure 24. -500V/+1500V Loctite Epoxy Adhesive Piezoelectric Actuator Smart Fin Assembly Tests.
2. **Rotary Encoder Measurements**

The test procedures when testing the Loctite epoxy adhesive piezoelectric actuator smart fin with the rotary encoder consisted of applying +1500V to the top MFC and -500V to the bottom MFC. The voltages were switched for tests 6-10 and then switched back for test 11. After 10 seconds of applied voltage the angle of rotation measurements were recorded manually from a laptop with the results given in Figure 25. Before tests 3 and 8 were conducted both MFC’s were “reconditioned” for one minute. Once again, switching the voltages to the MFC’s before tests 6 and 11 produced the overall largest angles of rotation.

It can be seen from Table 3 that the rotary encoder measurements are in close agreement with the angles of rotation measured by the laser for the Loctite epoxy adhesive piezoelectric actuator smart fin given in Table 2. The average angle of rotation without “reconditioning” was -1.79 degrees for tests 1-5 and 2.40 degrees for tests 6-10. Also, switching the applied voltages to the MFC’s the first time resulted in an angle of rotation of 3.72 degrees and switching the applied voltages again produced an angle of rotation of -3.14 degrees.

<table>
<thead>
<tr>
<th>Voltage</th>
<th>Average Maximum Angles of Rotation (degrees)</th>
<th>Maximum Angle of Rotation after “reconditioning” (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+1500V/-500V</td>
<td>-2.0443</td>
<td>-2.3969</td>
</tr>
<tr>
<td>-500V/+1500V</td>
<td>2.7365</td>
<td>3.0196</td>
</tr>
<tr>
<td>0V</td>
<td>-0.2584</td>
<td>-0.5714</td>
</tr>
</tbody>
</table>

![Figure 25. Rotary Encoder Measurements for the Loctite Epoxy Adhesive.](image)

Table 2. Summary of Average Maximum Angles of Rotation for Loctite Epoxy Adhesive Piezoelectric Actuator Smart Fin Assembly.
VI. Wind Tunnel Tests

A. Setup
The majority of the wind tunnel test setup, which was done by the personnel at the wind tunnel facility, consisted of attaching the smart fin and base plate assembly to the balance of the wind tunnel and running the wires from the piezoelectric actuator to the control room. The wind tunnel balance was the circular metal plate seen in Figure 26. It was used to measure the aerodynamic forces on the smart fin and to rotate the smart fin to predetermined, fixed angles of attack seen in Figure 26 (a). This predetermined, fixed angle of attack will be referred to as the balance angle. Also, Figure 26 (a), (b), and (c) show different views of the missile half body which was machined out of a six inch diameter wood log. The missile half body was screwed to the wind tunnel floor. The spar and base plate were fixed inside the missile half body in order to minimize perturbations on the air flow that would otherwise be caused by the drag of the spar and base plate.

B. Procedures and Results
The wind tunnel test consisted of 12 tests. The first two tests were used to calibrate the wind tunnel balance. No data was recorded during these tests. Tests 3-7 were performed using the 250°F cure structural film adhesive piezoelectric actuator smart fin and the Loctite E-120HP room temperature epoxy adhesive piezoelectric actuator smart fin was tested during tests 9-12. For Tests 4-12, the maximum allowable voltage was applied for 30 seconds and then the maximum angle of rotation was recorded from the rotary encoder. Another angle of rotation measurement was recorded at 60 seconds to determine the time dependent response of the piezoelectric actuators.

Test 3 was a preliminary test done at 60mph with the smart fin sweeping through various balance angles. No voltage was applied to the piezoelectric actuator for this test. Table 4 provides the angle of rotation seen by the rotary encoder at the various balance angles. These angles of rotation were

<table>
<thead>
<tr>
<th>Test Number</th>
<th>Angle of Rotation for Maximum Allowable Voltages (degrees)</th>
<th>Angle of Rotation for No Applied Voltage (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.79</td>
<td>-0.05</td>
</tr>
<tr>
<td>2</td>
<td>-1.76</td>
<td>-0.03</td>
</tr>
<tr>
<td>3</td>
<td>-2.45</td>
<td>-0.69</td>
</tr>
<tr>
<td>4</td>
<td>-1.82</td>
<td>-0.09</td>
</tr>
<tr>
<td>5</td>
<td>-1.79</td>
<td>-0.05</td>
</tr>
<tr>
<td>6</td>
<td>3.72</td>
<td>1.37</td>
</tr>
<tr>
<td>7</td>
<td>2.45</td>
<td>0.1</td>
</tr>
<tr>
<td>8</td>
<td>2.86</td>
<td>0.47</td>
</tr>
<tr>
<td>9</td>
<td>2.39</td>
<td>0.05</td>
</tr>
<tr>
<td>10</td>
<td>2.37</td>
<td>0.04</td>
</tr>
<tr>
<td>11</td>
<td>-3.14</td>
<td>-1.26</td>
</tr>
</tbody>
</table>

Figure 26. a) Smart Fin Rotated at a Predetermined, Fixed Angle of Attack, b) Top View of Wind Tunnel Setup, c) Side View of Wind Tunnel Setup.
produced only by the aerodynamic forces acting on the smart fin.

<table>
<thead>
<tr>
<th>Table 4. Wind Tunnel Test 3 Results.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balance Angle (degrees)</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>-5</td>
</tr>
<tr>
<td>-10</td>
</tr>
</tbody>
</table>

After test 3, the wind was turned off and a maximum allowable voltage test was performed on the smart fin where initially +1500V was applied to the top MFC and -500V was applied to the bottom MFC. The voltages were then turned off and then switched. The results from this test are seen in Table 5. These angles of rotation are similar to the initial experimental results of Table 1.

<table>
<thead>
<tr>
<th>Table 5. Maximum Voltage Test with No Wind Following Test 3.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage</td>
</tr>
<tr>
<td>+1500V/-500V</td>
</tr>
<tr>
<td>0V</td>
</tr>
<tr>
<td>-500V/+1500V</td>
</tr>
</tbody>
</table>

The rotary encoder was zeroed then test 4 was conducted at 100mph with the smart fin sweeping through positive balance angles. The maximum allowable voltage was applied to the piezoelectric actuator and switched continuously at each balance angle. It can be seen from the results presented in Table 6 that when the balance angle was increased, the angle of rotation of smart fin against the wind decreased and the angle of rotation of the smart fin with the wind increased.

<table>
<thead>
<tr>
<th>Table 6. Wind Tunnel Test 4 Results.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balance Angle (degrees)</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>5.01</td>
</tr>
<tr>
<td>5.01</td>
</tr>
<tr>
<td>5.01</td>
</tr>
<tr>
<td>5.01</td>
</tr>
<tr>
<td>10.02</td>
</tr>
<tr>
<td>10.02</td>
</tr>
<tr>
<td>10.02</td>
</tr>
<tr>
<td>10.02</td>
</tr>
</tbody>
</table>

Following test 4, the wind was turned off and another maximum allowable voltage test was performed on the smart fin. The results from this test are seen in Table 7. When compared with the zero balance angle results of Table 6 it can be seen that the angles of rotation generated by the smart fin were larger when the wind was turned on.
Table 7. Maximum Voltage Test with No Wind Following Test 4.

<table>
<thead>
<tr>
<th>Voltage</th>
<th>Smart Fin Angle of Rotation after 30 sec. (degrees)</th>
<th>Smart Fin Angle of Rotation after 60 sec. (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+1500V/-500V</td>
<td>-2.68</td>
<td>-2.74</td>
</tr>
<tr>
<td>-500V/+1500V</td>
<td>2.86</td>
<td>2.93</td>
</tr>
<tr>
<td>+1500V/-500V</td>
<td>-2.68</td>
<td>-2.74</td>
</tr>
<tr>
<td>-500V/+1500V</td>
<td>2.84</td>
<td>2.91</td>
</tr>
</tbody>
</table>

Table 8 shows the results from Test 5 where the wind velocity was increased to 150mph. The balance angle was set at zero and the maximum allowable voltage was applied to the piezoelectric actuator and switched continuously. Once again, at a balance angle of zero, the angles of rotation generated by the smart fin with the wind turned on were larger than the angles of rotation seen for the maximum allowable voltage test with no wind.

Table 8. Wind Tunnel Test 5 Results.

<table>
<thead>
<tr>
<th>Balance Angle (degrees)</th>
<th>Smart Fin Angle of Rotation after 30 sec. (degrees)</th>
<th>Smart Fin Angle of Rotation after 60 sec. (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2.8</td>
<td>-2.88</td>
</tr>
<tr>
<td>0</td>
<td>3.59</td>
<td>3.76</td>
</tr>
<tr>
<td>0</td>
<td>-2.78</td>
<td>-2.88</td>
</tr>
<tr>
<td>0</td>
<td>3.65</td>
<td>3.8</td>
</tr>
</tbody>
</table>

During Test 6 the wind velocity was increased to 200mph and the smart fin was swept through various balance angles. At each balance angle, the maximum allowable voltage was applied to the piezoelectric actuator and switched continuously. The results are given in Table 9. When comparing these results with those of Table 6 it can be seen that the for the five and ten degree balance angles, the smart fin angles of rotation into the wind were decreased but increased in the direction of the wind due to the increased wind velocity. Also included in this table are the average sweep angles which are calculated by adding the absolute value of the negative smart fin angle of rotation to the positive smart fin angle of rotation. As the balance angle increases, so do the aerodynamic forces subjected on the smart fin; this therefore decreases the range of the sweep angle.

Table 9. Wind Tunnel Test 6 Results.

<table>
<thead>
<tr>
<th>Balance Angle (degrees)</th>
<th>Smart Fin Angle of Rotation after 30 sec. (degrees)</th>
<th>Smart Fin Angle of Rotation after 60 sec. (degrees)</th>
<th>Average Sweep Angle (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2.95</td>
<td>-3.05</td>
<td>7.02</td>
</tr>
<tr>
<td>0</td>
<td>3.99</td>
<td>4.14</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-2.9</td>
<td>-2.99</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3.96</td>
<td>4.1</td>
<td></td>
</tr>
<tr>
<td>4.93</td>
<td>-2.43</td>
<td>-2.5</td>
<td>6.26</td>
</tr>
<tr>
<td>4.93</td>
<td>3.52</td>
<td>3.65</td>
<td></td>
</tr>
<tr>
<td>4.93</td>
<td>-2.78</td>
<td>-2.88</td>
<td></td>
</tr>
<tr>
<td>4.93</td>
<td>3.55</td>
<td>3.71</td>
<td></td>
</tr>
<tr>
<td>9.92</td>
<td>-1.7</td>
<td>-1.88</td>
<td>5.65</td>
</tr>
<tr>
<td>9.92</td>
<td>3.88</td>
<td>3.97</td>
<td></td>
</tr>
<tr>
<td>9.92</td>
<td>-1.59</td>
<td>-1.72</td>
<td></td>
</tr>
<tr>
<td>9.92</td>
<td>3.88</td>
<td>3.98</td>
<td></td>
</tr>
<tr>
<td>-9.96</td>
<td>-2.55</td>
<td>-2.65</td>
<td>5.3</td>
</tr>
<tr>
<td>-9.96</td>
<td>2.64</td>
<td>2.72</td>
<td></td>
</tr>
<tr>
<td>-9.96</td>
<td>-2.6</td>
<td>-2.69</td>
<td></td>
</tr>
<tr>
<td>-9.96</td>
<td>2.64</td>
<td>2.7</td>
<td></td>
</tr>
</tbody>
</table>

528
The last test conducted on the 250°F cure structural film adhesive piezoelectric actuator smart fin was performed at 200mph, but no voltage was applied to the piezoelectric actuator. The balance angle was swept and angle of rotation measurements, shown in Table 10, were taken at each angle. These angles of rotation were produced only by the aerodynamic forces acting on the smart fin. There were no time dependent measurements taken due to the fact that no voltage was being applied to the actuator.

<table>
<thead>
<tr>
<th>Balance Angle (degrees)</th>
<th>Smart Fin Angle of Rotation (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>-9.89</td>
<td>0.3</td>
</tr>
<tr>
<td>-4.99</td>
<td>0.55</td>
</tr>
<tr>
<td>0</td>
<td>0.25</td>
</tr>
<tr>
<td>5.01</td>
<td>0.34</td>
</tr>
<tr>
<td>10.02</td>
<td>0.92</td>
</tr>
</tbody>
</table>

The piezoelectric actuators were changed after test 7. The wind tunnel balance had to then be recalibrated during test 8. No data was recorded for this test. After the recalibration test, the wind was turned off and a maximum allowable voltage test was performed on the smart fin where the voltages were switched continuously. The results from this test are given in Table 11.

<table>
<thead>
<tr>
<th>Voltage</th>
<th>Smart Fin Angle of Rotation after 30 sec. (degrees)</th>
<th>Smart Fin Angle of Rotation after 60 sec. (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+1500V/-500V</td>
<td>-2.80</td>
<td>-2.88</td>
</tr>
<tr>
<td>-500V/+1500V</td>
<td>3.13</td>
<td>3.22</td>
</tr>
<tr>
<td>+1500V/-500V</td>
<td>-2.80</td>
<td>-2.87</td>
</tr>
<tr>
<td>-500V/+1500V</td>
<td>3.16</td>
<td>3.26</td>
</tr>
</tbody>
</table>

The balance angle was set at zero with a wind velocity of 150mph for test 9. The maximum allowable voltage was applied to the piezoelectric actuator and switched continuously. Table 12 provides the results for this test.

<table>
<thead>
<tr>
<th>Balance Angle (degrees)</th>
<th>Smart Fin Angle of Rotation after 30 sec. (degrees)</th>
<th>Smart Fin Angle of Rotation after 60 sec. (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-3.45</td>
<td>-3.55</td>
</tr>
<tr>
<td>0</td>
<td>2.71</td>
<td>2.9</td>
</tr>
<tr>
<td>0</td>
<td>-3.49</td>
<td>-3.54</td>
</tr>
<tr>
<td>0</td>
<td>2.78</td>
<td>2.85</td>
</tr>
</tbody>
</table>

The wind velocity was increased to 200mph for test 10 with the results given in Table 13. For this test, the maximum allowable voltage was applied to the piezoelectric actuators and switched continuously. The smart fin was swept through positive balance angles only. When compared with the zero balance angle results of Table 12 it can be seen that the negative smart fin angles of rotation were increased with the increase in wind velocity but there was little change in the positive angles of rotation. Similar to the results of Table 9, the range of the sweep angle decreases as the aerodynamic forces subjected on the smart fin increase with balance angle.
Test 11 was performed at 200mph with the balance angle being swept to large negative angles. The maximum allowable voltage was once again applied to the piezoelectric actuators and switched continuously. More often than not, the results, presented in Table 14, are similar to the results for the positive balance angle test given in Table 13 implying that the angles of rotation are symmetric.

### Table 13. Wind Tunnel Test 10 Results.

<table>
<thead>
<tr>
<th>Balance Angle (degrees)</th>
<th>Smart Fin Angle of Rotation after 30 sec. (degrees)</th>
<th>Smart Fin Angle of Rotation after 60 sec. (degrees)</th>
<th>Average Sweep Angle (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-3.9</td>
<td>-3.99</td>
<td>6.77</td>
</tr>
<tr>
<td>0</td>
<td>2.7</td>
<td>2.88</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-3.95</td>
<td>-4.05</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2.72</td>
<td>2.9</td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>-3.96</td>
<td>-4.01</td>
<td>6.89</td>
</tr>
<tr>
<td>2.4</td>
<td>2.8</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>-3.98</td>
<td>-4.02</td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>2.85</td>
<td>2.95</td>
<td></td>
</tr>
<tr>
<td>4.9</td>
<td>-3.77</td>
<td>-3.85</td>
<td>6.28</td>
</tr>
<tr>
<td>4.9</td>
<td>2.38</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>4.9</td>
<td>-3.75</td>
<td>-3.85</td>
<td></td>
</tr>
<tr>
<td>4.9</td>
<td>2.45</td>
<td>2.55</td>
<td></td>
</tr>
<tr>
<td>7.41</td>
<td>-3.5</td>
<td>-3.59</td>
<td>5.83</td>
</tr>
<tr>
<td>7.41</td>
<td>2.2</td>
<td>2.35</td>
<td></td>
</tr>
<tr>
<td>7.41</td>
<td>-3.5</td>
<td>-3.58</td>
<td></td>
</tr>
<tr>
<td>7.41</td>
<td>2.25</td>
<td>2.35</td>
<td></td>
</tr>
<tr>
<td>9.9</td>
<td>-3.1</td>
<td>-3.15</td>
<td>5.62</td>
</tr>
<tr>
<td>9.9</td>
<td>2.45</td>
<td>2.45</td>
<td></td>
</tr>
<tr>
<td>9.9</td>
<td>-3.05</td>
<td>-3.2</td>
<td></td>
</tr>
<tr>
<td>9.9</td>
<td>2.48</td>
<td>2.6</td>
<td></td>
</tr>
</tbody>
</table>

### Table 14. Wind Tunnel Test 11 Results.

<table>
<thead>
<tr>
<th>Balance Angle (degrees)</th>
<th>Smart Fin Angle of Rotation after 30 sec. (degrees)</th>
<th>Smart Fin Angle of Rotation after 60 sec. (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-3.9</td>
<td>-3.91</td>
</tr>
<tr>
<td>0</td>
<td>2.92</td>
<td>3.01</td>
</tr>
<tr>
<td>-2.51</td>
<td>2.75</td>
<td>2.88</td>
</tr>
<tr>
<td>-2.51</td>
<td>-3.8</td>
<td>-3.91</td>
</tr>
<tr>
<td>-5.01</td>
<td>-3.62</td>
<td>-3.68</td>
</tr>
<tr>
<td>-5.01</td>
<td>2.42</td>
<td>2.5</td>
</tr>
<tr>
<td>-7.5</td>
<td>-3.6</td>
<td>-3.65</td>
</tr>
<tr>
<td>-7.5</td>
<td>2.1</td>
<td>2.19</td>
</tr>
<tr>
<td>-10</td>
<td>-3.82</td>
<td>-3.89</td>
</tr>
<tr>
<td>-10</td>
<td>1.6</td>
<td>1.65</td>
</tr>
<tr>
<td>-12.49</td>
<td>-4.01</td>
<td>-4.15</td>
</tr>
<tr>
<td>-12.49</td>
<td>1.15</td>
<td>1.22</td>
</tr>
<tr>
<td>-14.89</td>
<td>-4.44</td>
<td>-4.48</td>
</tr>
<tr>
<td>-14.89</td>
<td>0.65</td>
<td>0.75</td>
</tr>
<tr>
<td>-17.39</td>
<td>-4.8</td>
<td>-4.88</td>
</tr>
<tr>
<td>-17.39</td>
<td>0.17</td>
<td>0.28</td>
</tr>
</tbody>
</table>
Lastly, test 12 was conducted with no applied voltage. The balance angle was continuously swept from -9.92 degrees to 12.47 degrees. No time dependent angle of rotation measurements were taken since no voltage was being applied. The results, given below in Table 15, show the range of the smart fin rotation generated by the aerodynamic forces only.

<table>
<thead>
<tr>
<th>Balance Angle (degrees)</th>
<th>Smart Fin Angle of Rotation (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-9.92</td>
<td>-1.2</td>
</tr>
<tr>
<td>-7.52</td>
<td>-0.92</td>
</tr>
<tr>
<td>-5.01</td>
<td>-0.72</td>
</tr>
<tr>
<td>-2.51</td>
<td>-0.5</td>
</tr>
<tr>
<td>-0.02</td>
<td>-0.5</td>
</tr>
<tr>
<td>2.48</td>
<td>-0.84</td>
</tr>
<tr>
<td>4.97</td>
<td>-0.85</td>
</tr>
<tr>
<td>7.48</td>
<td>-0.7</td>
</tr>
<tr>
<td>9.98</td>
<td>-0.41</td>
</tr>
<tr>
<td>12.47</td>
<td>-0.05</td>
</tr>
</tbody>
</table>

### VII. Conclusion

As seen by the experimental results, designing an active fin for ballistic projectiles using piezoelectric actuators is feasible. The smart fin design consisted of several active and inactive parts. The active part was a piezoelectric actuator designed as a sandwich structure consisting of a thin and flexible host layer along with two thin layers of adhesive that bonded the piezoelectric material to the top and bottom surfaces of the host layer. In order to provide a low modulus structure, the host material was composed of two unidirectional E-Glass epoxy layers. For experimental purposes, two different adhesives were used in fabricating the piezoelectric actuators. These adhesives were a 250°F cure structural film adhesive and a Loctite E-120HP epoxy adhesive. A relatively new piezoelectric material called Macro Fiber Composites was used in manufacturing the actuators. This piezoelectric material was chosen due to its flexibility, durability, damage tolerance and ease of use.

The inactive parts of the smart fin design included the spar, shaft insert, base plate, outer shell, and ribs. The spar was manufactured from a steel hollow circular shaft. The shaft insert and base plate were machined out of an aluminum rod and block, respectively. Three plies of 3K, Plain Weave Graphite Fabric were wet laminated over a Styrofoam airfoil mold and cured at room temperature in order to create the outer shell. Finally, the ribs were water jet cut from pieces of aluminum.

The first assembly process involved bonding/potting the piezoelectric actuators into the shaft insert and then the spar. Loctite E-120HP epoxy adhesive was used in the potting process. The slot machined in the shaft insert, into which the piezoelectric actuator was fitted, was first filled with the epoxy. Epoxy was then applied to the inner diameter of the spar where the shaft insert and piezoelectric actuator assembly was inserted. The final assembly process involved simply inserting the spar and actuator assembly into the outer shell. This was done using the ribs which had holes water jet cut out of them to allow the spar to be attached to the outer shell using hinge connections. The hinge connections consisted of silicon bronze bearings on nylon bushing, which allowed for low friction contact to minimize mechanical losses.

In order to actuate the piezoelectric actuators, power supplies were needed. Three power supplies were used in testing these actuators. Two power supplies of similar make, which provided a voltage range from −1000V to +1000V, were wired in series with the third power supply. The third power supply constantly provided +500V allowing the maximum allowable applied voltages, +1500V and −500V, to be delivered to the MFC’s.

The entire smart fin assembly was tested using applied voltages. The smart fin assembly tip deflections were measured using a laser and the angles of attack achieved by the smart fin were measured using a rotary encoder. A LabVIEW program was used to record these measurements.

The angles of rotation that were achieved with applied voltages were graphed over time for the Loctite epoxy piezoelectric actuator fin. Also, three different phenomena were noticed from the test results. The first phenomenon was that the smart fin angles of attack/rotation seemed to slowly increase over time. The second phenomenon was that when both of the MFC’s were “reconditioned” or subjected to the maximum allowable voltage in between tests the following test would result in increased performance. A third phenomenon was seen after the applied voltages
had been switched. For example, when testing an actuator with +1500V applied to the top actuator and -500V applied to the bottom actuator a certain angle of rotation was achieved, but after switching the voltages to -500V applied to the top actuator and +1500V applied to the bottom actuator a performance even higher than the increased performance resulting from the second phenomenon was seen.

Lastly, in order to study the performance of the smart fins in a practical application, wind tunnel tests were conducted. The smart fins performed well in the wind tunnel tests. Angles of attack/rotation similar to those seen in the experimental tests were achieved by the smart fin and no flutter was experienced while being subjected to wind velocities of 200mph. These wind tunnel tests encouraged further wind tunnel testing to be performed on the smart fins as well as fabricating additional piezoelectric actuators using different host materials. Manufacturing the piezoelectric actuators with a thinner host layer will be considered since the smart fins did not flutter during the wind tunnel tests. A thinner host layer will result in larger angles of rotation, therefore, increasing the performance of the smart fin.
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Evaluation of Composite Bonded Joint Designs for Space Applications
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Acceptable approaches that can be utilized for establishing safe operational loads for adhesively-bonded composite joints invariably adopt an integrated methodology. The methodology selected typically combines theoretical analysis, both numerical and closed-form, supported by a carefully-planned experimental program. Specific details of the approach may range widely with regard to the balance of analysis versus experimental content as dictated by the environmental conditions and the nature of the processing and fabrication methods that are to be adopted.

For the orbiting space instrument platforms of interest in this paper the range of temperature extremes are progressively increasing and consequently major concerns with respect to thermal stress and distortion of composite and metallic assemblies have become particularly challenging. In most instances a combination of analysis techniques are utilized for space hardware designs, e.g. a "macroscopic" finite element analysis to define mechanical and thermal loadings developed in the various structural joints and attachments followed by use of either detailed closed-form analyses or more refined finite element analyses of the individual joint configurations. As an example the complex arrangement of structural joints on the Mars Exploration Rover (MER) Lander Structure was analyzed by using a global finite element model plus a series of theoretical analyses of adhesive bondline stresses based on a combination of Volkersen, shear lag and Beam-on-Elastic-Foundation models. These closed form expressions were used to evaluate the distributions of shear and peel stresses developed in the bonded joint details.

In this paper the acceptability of the above methodology is evaluated using, as background, results of previous UCSB research, directed at general aviation composite aircraft structures for which the mechanical loading conditions are the dominant concern. Acknowledging that most geometrically practicable designs of bonded lap joints exhibit high shear and peel stresses in the end regions of the lap length confined to less than 5% of the total lap length. To illustrate the localized nature of the bondline stress distribution the more critical region at the termination of the outer adherend of a double lap joint where general tensile loading is considered.

Two finite element modeling techniques were also used to predict both the shear and the peel stress distributions also along the adhesive central plane. A simplified finite element model (FEM) utilizes two noded interface elements to represent the adhesive layer, and combines both shear and peel effects where appropriate. The results for this model are illustrated and indicate slightly lower maximum shear stresses but again violates the free edge condition. Finally a more conventional 8-node plane strain quadrilateral FEM is used for both adhesive and adherend regions and is shown to yield the lowest peak shear stresses. It is noted here, however, that by using the relatively high fidelity mesh subdivision indicated that the vanishing free edge shear stress condition is satisfied with this model.

Recommendations will be presented along with expressions for predicting peel stress states developed under mechanical and thermal loadings. The conclusions are intended to serve the design/analyst who is chartered with the task of developing reliable criteria, based on selective experimental evidence, for bonded composite joints.
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I. Introduction

A current perception that there exists throughout the technically-oriented structural composites industry an expanded usage of adhesive-bonded approaches. This situation and the fact that Dr. James Starnes himself had recognized this trend several years ago prompted the motivation for this paper. In concert with this trend is the general acknowledgement that the design analysis functions directed at the stress analysis and failure prediction for adhesively bonded structural joints has represented a special challenge and, indeed, much frustration.

We also make the observation that the expanded application of adhesive bonding has been impacting the space structures community extensively in recent years; a consequence of the need to design for progressively lower temperatures and the attendant growth in differential thermally-induced strains, to the high-altitude autonomous air vehicles applications, for similar reasons, and even to the recreational sports-equipment industry, e.g. golf club heads for largely aesthetic advantages. Specifically, however, we cite an example of hardware development failures experienced in some complex configurations of structural joints associated with the Mass Exploration Rover (MER) Lander structure, see Figure 1, 2. Here, interfacial type failures were observed between the titanium and the carbon fiber-reinforced cyanate-ester matrix composite layers. In this paper, however, we will concentrate on illustrating the potential treatment and complexities to be addressed in a geometrically much simpler configurations, the single and double lap joint, that are used widely to provide experimental data that can support the early stage of the design effort.

![Figure 1. Typical failure surface 1](image1)

![Figure 2. Typical failure surface 2](image2)
A. Background

As a background to the subject we include our previous research conducted in support of the general aviation industry for which relatively "ductile" adhesives are utilized and considerable variability is generally unavoidable in regard to bondline thickness control for example. In these cases the methods due to Hart-Smith are frequently adopted and, in an effort to assess the general applicability of such simplified approaches, we provide a case study that includes a skin-doubler, splice joint design study. In addition examples of analysis of both linear elastic and nonlinear (elastic-plastic) adhesive phenomena for single and double lap joints are treated and comparisons between finite element analysis and by use of simple shear lag (Volkersen) and Beam-on-Elastic Foundation models are included. The discussion builds on our previous research activity and on the predominantly experimental research on surface preparation measured by mode I fracture testing of an adhesively-bonded composite joints.

Further development of some refinements of the aforementioned simplified analysis are also presented and include the approximation of transverse and shear deformation effects contributed by Tsai, Opliger and Morton.

II. Analysis, Development and Results

A. Stress Distribution in a Double Lap Joint Configuration

A typical double lap joint configuration is used for this case study. The half overlap length \( c \) is 12.7 mm, the thicknesses of the outer adherend \( t_o \), inner adherend \( t_i \) and adhesive \( t_a \) are 1.27, 1.27 and 0.127 mm, respectively. Geometrical details are indicated in Figure 3, and a defect-free bond is assumed. The linear-elastic material properties are as follows:

- Epoxy Adhesive: Young’s modulus \( E_a = 4.14 GPa \), Poisson’s ratio \( \nu_a = 0.43 \)
- Aluminum Adherends: \( E = 71.7 GPa \), \( \nu = 0.33 \)

![Figure 3. A typical double lap joint configuration](image)

1. **Volkersen solution and adaptations by Tsai, Opliger and Morton**

Volkersen first proposed a simple shear lag model for load transfer from one adherend to another by a simple shearing mechanism alone. In the model, the adherends are assumed to support purely tensile loading and the adhesive is subjected to shear only; the shear stress is assumed to be constant across the thickness of the adhesive layer. The important relationships are given by:

\[
\tau(x) = A \sinh \lambda x + B \cosh \lambda x
\]  

1. Volkersen solution and adaptations by Tsai, Opliger and Morton

Volkersen first proposed a simple shear lag model for load transfer from one adherend to another by a simple shearing mechanism alone. In the model, the adherends are assumed to support purely tensile loading and the adhesive is subjected to shear only; the shear stress is assumed to be constant across the thickness of the adhesive layer. The important relationships are given by:

\[
\tau(x) = A \sinh \lambda x + B \cosh \lambda x
\]
where

\[ \lambda^2 = \frac{G_at_o}{t_a} \left( \frac{1}{E_at_o} + \frac{2}{E_it_i} \right) \]

\[ A = \frac{4\lambda P}{4\cosh \lambda c} \left( \frac{2E_ot_o - E_it_i}{2E_ot_o + E_it_i} \right) \]

\[ B = \frac{4\lambda P}{4\sinh \lambda c} \]

In these expressions, the subscripts \( o, i, \) and \( a \) denote the respective component moduli and thickness pertaining to the outer adherend, inner adherend, and adhesive. The loading parameter \( P \) denotes the loading applied at the end of the inner adherend, and the parameter \( c \) is half length of the adhesive lap length (12.7 mm in this case). Thus the origin of the \( x \) coordinate is the center of joint overlap region.

The Volkersen or shear lag, solution does not reflect the effect of the adherend bending or shear deformation which is potentially significant for composite adherends with a low transverse and thickness-direction moduli and strength. Tsai, Oplinger and Morton\(^7\) (hereafter referred to as the TOM solution) provided a correction to the shear lag model with the assumption that the shear stress is linear through the adherend thickness at all axial locations. As a result, \( \lambda^2 \) is replaced by \( \beta^2 \):

\[ \beta^2 = \alpha^2 \lambda^2 \]  \hspace{1cm} (2)

where

\[ \alpha^2 = \left\{ 1 + \frac{G_at_o}{3G_o} + \frac{t_i}{6G_i} \right\}^{-1} \]

2. Linear finite element analysis (FEA)

For the above double lap joint, several different modeling schemes with regard to the element type and meshing techniques are discussed in detail as described in the following section. A plane strain condition is assumed throughout this study.

h-method: Due to the symmetry of the loads and structure, only one-half of the joint is considered. Eight-node plane strain elements representing the adherends and the adhesive are used to discretize the joint. Figure 4 shows the finite element model. The mesh density is biased with a ratio of 12 near the ends of the adhesive due to the high stress concentration in that region. Details of this local region are shown in Figure 5. The mesh used here is considered to be suitably refined for the present evaluation. In Figure 4, the lower boundary is symmetric, and the left end is fully constrained in the \( x \)-direction. A uniform tensile stress, \( p = 6.89 \) MPa, is applied at the right end of the adherend.

Simplified method: An approximate numerical idealization, two-node spring elements for the adhesive and eight-node elements for the adherend are used. According to Loss and Kedward,\(^9\) the adhesive can be modeled by a pair of springs. In ANSYS, this can be realized by using eight-node elements, for the adherend, and shear and peel spring elements, for the adhesive. The stiffness coefficients of the peel and shear springs are calculated from:\(^9\)

\[ k_{peel} = \frac{A_e l (E_a)_{eff}}{t_a} \]  \hspace{1cm} (3)

\[ k_{shear} = \frac{A_e G_a}{t_a} \]  \hspace{1cm} (4)

where \( A = l \times b \); \( E_a \) and \( v_a \) are adhesive Young’s modulus and Poisson’s ratio; \( l, b, t_a, G_a \) and \( (E_a)_{eff} \) are in-plane distance between nodes, width of the joint being modeled, adhesive thickness, elastic adhesive shear modulus, and effective elastic modulus of adhesive, respectively. For a triaxial stress state, \( (E_a)_{eff} \) is

The effective moduli defined here is representation of the constraints imposed in the central region of the adhesive away from the edges.
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Figure 4. Finite element model using plane82

Figure 5. Detail meshes around the termination region of the adhesive
Figure 6. Comparisons of shear and peel stresses along the centerline of the adhesive. 

(a) and (d) show stress distribution over total overlap region. 

(b), (e) shows stress distribution in local region at left end of overlap, 

and (c), (f) in local region at right end of overlap.
For uniform meshing along the overlap direction of the adhesive, stiffness coefficients for the peel and shear springs at the termination points of the overlap region are one half the stiffness of the internal springs.

All analysis results show that peel and shear stresses near the ends of the lap are the dominant ones among all the stress components. Figure 6 (a)-(f) shows the normalized stress comparison of the spring element and eight-node element results along the centerline of the adhesive with predictions from available closed form solutions. Normalized stress hereafter is referred to as the stress divided by the average bondline shear stress \( \tau_a = 0.34 \text{MPa} \).

The classical Volkersen solution overestimates the maximum shear stress, and the TOM results are closer to the FEA solution (Figure 6 (a)-(c)). This is because Volkersen assumed a one-dimensional model with only shear deformation in the adhesive layer, the effect of the adherend shear deformation being ignored. The TOM accounts for adherend shear deformation by approximating a linear shear stress through the adherends, and thereby predicts that maximum normalized shear stress of 5.45 occurs at both ends of the lap joint overlap. However, the maximum shear stress found by using eight-node elements to represent the adhesive occurs at a small distance from the free edge. Near the left end, the maximum normalized shear stress is 4.91, and near the right edge, it is 4.06.

Figure 6 (d)-(f) shows the comparison of normalized peel stress in the adhesive by using the spring elements and eight-node elements for the adherends. The peel stress prediction by spring element is higher than that obtained by using eight-node elements, and the maximum peel stress is seen to occur at the free edge instead of at a small distance away from the free edge. Near the left end, the peel stress is in tension and near right end, the peel stress is in compression as expected intuitively.

As to the element type used, a high order element is preferred. For the eight-node element analysis, the stress varies within the element and the free surface condition is satisfied. For the “mixed element” modeling, the results are reasonable approximations noting that this is only a relatively coarse mesh (502 spring elements). A finer mesh will involve much manual work in element generation, and it is not convenient to implement. However, this “mixed element” modeling could be very useful for evaluating closed form predictions when the lap joint is simplified as a beam on an elastic foundation considering axial and transverse effects, and it will help understand the mechanism of the adhesive deformation. Furthermore, the idea using spring elements to model the adhesive behavior is also used in the cohesive zone models.\(^{10\text{--}12}\)

![Figure 7. Three different planes along the overlap of the joint](image)

Figure 7 shows three different planes along the overlap region of the joint (AB, CD and EF). Figure 8 (a)-(f) show the stress comparisons along these planes. Considerable stress variation exists near bondline terminations. Apart from that region, stresses can be considered to be close approximation along these three different planes.

p-method: The p-method, in conjunction with the eight-node elements (ANSYS plane145) is used in this
Figure 8. Comparisons of normalized shear and peel stresses along three different planes (AB, CD and EF shown in Figure 7)
section. The mesh subdivision and the total number of the elements and nodes are the same as that used
in the h-method. Local convergence criteria at specified locations in the model are used, and it is defined
that the tolerance for convergence specifications is 1% based on shear stress $\tau_{xy}$ at point A in Figure 9, a
distance of 0.038 mm from the free edge along the adhesive centerline.

Peak stresses occurs at the joint corner C (shown in Figure 7), and normalized peak peel stress and shear
stress are 51.8 and 20.6 as compared with 27.0 and 11.9 respectively, by h-method. Finally, the p-level which
refers to the polynomial level used at the local point A (shown in Figure 9) is shown in Figure 10.

Analysis results show that p-method gives higher peak stresses at the stress singularity point than the
h-method using same mesh density. In another words, a finer mesh is needed for the conventional h-
method to get the equivalent stress state as in the p-method. Compared with the conventional h-method,
a further advantage of using the p-method include the ability of adaptive meshing to obtain good results to
a required accuracy, and the error estimate can be made locally and globally except at local points where
stress singularity occurs.

![Figure 9. Point A in local adhesive termination region](image)

![Figure 10. p-level used at point A(shear stress vs. polynomial level)](image)

B. Nonlinear Analysis of a Single Lap Joint Configuration

A single lap joint with Titanium adherends and a ductile adhesive system (Figure 11) is considered. The
adherend material is changed to Titanium and the thickness is 0.035 inch (refer to ASTM D1002-99). With
one end constrained and at the other end the load is applied gradually until the joint fails unstably due to
large area plastic deformation. Efforts have been made on deciding load control or displacement control to be used for this analysis. As a result, it is found that there is only 0.5% difference in the maximum simulation load in load control and in displacement control.

Analyses for a 0.01 inch and 0.03 inch thickness adhesive yield maximum failure loads of 1870 lb and 1856 lb. Both are less than the test failure load of Titanium single lap joint which varies between 2000 lb to 2200 lb for a range of bondline thickness from 0.01 inch to 0.035 inch. FEA shows that the deformed shape of single lap joint is center symmetric. Von Mises stress contours, at the termination region of the adhesive, under different load levels are shown in Figure 12, 13 and 14 (only the adhesive is shown). It can be seen that the initial yielding starts at the joint corners (stronger singular point), and develops around the joint ends in a certain angle through the thickness of the adhesive, till the whole adhesive yields except a very small region around the weaker singularity point and the free edge.

Figure 11. True stress-true strain curve for a ductile adhesive system

Nonlinear analysis of variable bondline thickness from 0.0085 inch to 0.0255 inch ($t_a = 0.017\text{ inch}$) shows that the failure load is 1865 lb., while the test failure load is around 2150 lb. Figure 15 and 16 show the Von Mises stress contours at different load, where a center symmetric characteristic no longer exists, and the yield starts from the left corner. With increasing load, the plastic zone increases until most of the adhesive region has yielded.

It is assumed that the joint is well bonded and the adhesive is representative of the physical condition, the failure load predicted by nonlinear finite element analysis is lower than the test failure load. A possible rationale may be one or more of the following:

- Lower yield strength of the adhesive properties in FEA simulation. Adhesive material properties come from the test results of the adhesive bulk material, in which case, the possibility of more extensive micro-defects increases. From the simple Weibull statistics viewpoint, the strength of a small volume of adhesive will be higher.

- Spew fillet effects. There is no fillet included in the FEA analysis, whereas in the actual specimen some form of fillet geometry is typically present. It is expected that with such a spew fillet, the maximum predicted load would be higher.

- A different yield criterion may apply. Typically, a polymer material has a higher yield stress in compression than in tension, and unlike the case of the metals, its yielding behavior is pressure dependent.\textsuperscript{13 14 15 16} The following modified Von Mises yield criterion is considered to be appropriate for modeling adhesive yielding:
Figure 12. Von Mises stress contours of 0.01 inch thickness joint at $P = 908$ lb ($\bar{\tau} = 1816$ psi)

Figure 13. Von Mises stress contours of 0.01 inch thickness joint at $P = 1545$ lb ($\bar{\tau} = 3090$ psi)
Figure 14. Von Mises stress contours of 0.01 inch thickness joint at $P = 1870$ lb ($\bar{\tau} = 3740$ psi)

Figure 15. Von Mises stress contours of variable bondline thickness joint at $P = 1122$ lb ($\bar{\tau} = 2244$ psi)
\[(\sigma_{vm})^2 - 3(\sigma_{yc}^c - \sigma_{yt})p = \sigma_{yc}^c \sigma_{yt}\]  \hspace{1cm} (6)

where \(\sigma_{vm}, p, \sigma_{yc}^c\) and \(\sigma_{yt}\) are Von Mises stress, hydrostatic stress, yield stresses in compression and in tension, respectively. For the adhesive used, the ratio \(\frac{\sigma_{yc}^c}{\sigma_{yt}}\) is typically assumed to be 1.3.\(^{13,14,15}\)

Using the Von Mises yield criterion for the single lap joint studied, a certain point of the adhesive yields when the equivalent stress reaches the yield stress of the adhesive. However, a modified Von Mises yield criterion Eq.(6) might not predict yielding because yielding is also dependent on the level of the hydrostatic stress.

C. On Adhesively Bonded Tubular Assemblies for Space Applications

CFRP composite tubular structures are simple and efficient structural elements incorporated into many space hardware designs. Metallic end fittings are often incorporated in these assemblies due to the complex geometry and load paths existing in these regions. The strict mass requirements imposed on space hardware provide motivation for the use of structural adhesives as the main joining method when attaching the tubular components to the end fittings. While mass efficient, adhesively bonding tubular structures for space applications poses unique challenges that an efficient design must address.

Much of the research in adhesive bonding has focused on simple, flat single lap specimen as general, representative coupons. While many concepts of adhesive bonding gained by studying flat coupons can be applied to tubular joints, the inherent circumferential constraint of tubular adherends adds additional challenges. Concepts such as tapering the adherends near the end of the joint to increase flexibility and reduce peel become less effective with the tubular constraint. Configuration or the relative position of the adherends becomes important due to the differential radial contraction/expansion during thermal loading. Therefore, it is important to evaluate tubular joint designs with tubular specimen relatively early in the design phase.

Adhesively bonded joints for use in space structures are often conditioned by thermal cycling prior to proof testing. Differences in the radial and axial Coefficients of Thermal Expansion (CTE) among the adherends and adhesive itself can initiate damage in the joint during thermal cycling. This damage is often in the form of delamination within the first few plies of the tubular composite adherend and may not be apparent until proof loading. Even when the circumferential CTE of the composite is designed to match the
metallic fitting, the large CTE of the adhesive can cause relative high peel stresses within a tubular joint exposed to low temperatures. See Figure 17.

Fabrication methods and associated design features are more challenging to address for tubular joints. This is mainly due to an often inaccessible internal joint termination region. Controlling the adhesive spew in this region, when injection bonding is employed, is important due to the stress concentrations at regions where the spew fillet makes an angle less than 90 with the adherend. The stress concentrations associated with the spew fillet geometry can be significant and should be controlled. See Figure 18.

![Image of CFRP-metal tubular joint](image)

**Figure 17.** Failure surface of CFRP-metal tubular joint. Interlaminar failure occurred within the first ply of the CFRP

![Stress concentrations near the joint termination regions associated with fillet geometries at the composite to adhesive interface](image)

**Figure 18.** (Left) Stress concentrations near the joint termination regions associated with fillet geometries at the composite to adhesive interface. (Right) Adhesive fillet geometries and finite element model mesh used to develop the stress profiles.

### D. Case Study of Doubler Splice Joint Design

We now consider a case study on an adhesively bonded doubler Splice Joint design\(^\text{17}\) (Figure 19). The overlap length \(l\) is 1.46 inch, the free length is taken as 2 inch, and the thicknesses of the outer adherend \(t_o\), inner adherend \(t_i\) and the adhesive \(\eta\) are 0.032, 0.05 and 0.005 inch respectively.

The Aluminum adherend properties are as follows: \(E = 10.5\text{msi}, \nu = 0.33\). An elastic perfectly plastic model is assumed with an ultimate stress of \(\sigma_{ult} = 65000\text{psi}\) and ultimate strain of \(\varepsilon_{ult} = 0.15\).

The adhesive is also assumed to be elastic-perfectly plastic material, with \(E = 0.105\text{msi}, \nu = 0.3, \sigma_y = 4330\text{psi}\) and \(\varepsilon_{ult} = 0.10\).

Hart-Smith’s design rule shows that the plastic zone size can be obtained using the following formula:

\[
l_p = \frac{F_{tu} t_i}{2 \gamma_p}
\]

The finite element model based on plane stress condition and Von Mises yield criterion is used for the analysis. Earlier works\(^\text{13,14,15,16}\) show that a pressure dependent yield criterion is more appropriate for modeling an adhesive, however, due to the limited data available, the basic Von Mises criterion is assumed for the current analysis. For the current model, FEA analysis shows that the joint fails due to yielding of

\[
\gamma_p
\]
the inner adherend at a failure load of 3270 lb. The Von Mises stress contours at the left and right end of the joint are shown in Figure 20, and plastic shear strain and equivalent plastic strain along the centerline of the adhesive are also shown (Figure 21). At this load, the adhesive partially yields with different plastic zone sizes at each end. The extent of yielding is shown to be significantly lower than that determined by Hart-Smith. This difference results from the over-simplification in the structure of simply shear-induced yielding that is implied by Hart-Smith’s design rule.

III. Conclusion

Numerical and analytical methods for adhesively bonded joints were reviewed, applied, and evaluated. The following items serve to summarize the outcomes:

• For bonded joint stress analysis purposes, finite element analysis has been found to be a suitable method of analysis providing that the mesh, boundary condition and the loading are applied appropriately. For FEA modeling using ANSYS, an adequately refined mesh and eight-node element (plane82) are recommended.

• Based on linear analysis, closed form solutions & simplified FEA tend to overestimate the stress levels around the overlap ends, but provide a reasonable estimate of bondline stress distributions at the centerline of the adhesive.

• Along different planes (upper adherend interface, centerline of the adhesive and lower adherend interface), considerable stress variation occurs near bondline terminations. Apart from this region, the differences are small.

• In searching for a workable failure criterion for bonded joints, more extensive studies on testing, post fracture study and nonlinear effects will be performed in the future.

• In the future, the effort will be continued to establish meaningful peel stress prediction (Mechanically and thermally-induced conditions).

• An adequate data base will be developed for temperature-dependent thermo-elastic properties of the adhesive or particularly for low temperature range.

• The methodologies to investigate thermal effects will be extended.
Figure 20. Von Mises stress contours at the ends of the joint (top plot: at the left end; bottom plot: at the right end)

Figure 21. Plastic shear strain and equivalent plastic strain along the centerline of the adhesive
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The analysis/prediction phase of a high fidelity analysis validation activity conducted by the Composites Affordability Initiative (CAI) Program on composite bonded structure is presented in this paper. The CAI program has developed two improved approaches for the analysis of bonded joints, (1) high fidelity stress analysis combined with a new composite strain invariant failure criteria for the prediction of failure initiation, and (2) an interface fracture finite element (IFE) for predicting the delamination propagation, damage tolerance, and residual structural strength. This paper describes a test program that was designed to validate these prediction methodologies, the theory behind the analytical predictions, and the analysis results. The test articles are that of an all composite skin and stiffener run-out geometry with both bonded and co-cured configurations. Due to availability of the test data, a follow-on Part II paper will be written that describes the analysis/test correlation results.

Nomenclature

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAI</td>
<td>Composites Affordability Initiative</td>
</tr>
<tr>
<td>IFE</td>
<td>Interface Fracture Finite Element</td>
</tr>
<tr>
<td>CSE</td>
<td>Complex Stress Element</td>
</tr>
<tr>
<td>Gr</td>
<td>Graphite</td>
</tr>
<tr>
<td>SIFT</td>
<td>Strain Invariant Failure Theory</td>
</tr>
<tr>
<td>DaDT</td>
<td>Durability and Damage Tolerance</td>
</tr>
<tr>
<td>ESRD</td>
<td>Engineering Software Research and Development</td>
</tr>
<tr>
<td>J1</td>
<td>1st Strain Invariant</td>
</tr>
<tr>
<td>$\varepsilon_{\text{von mises}}$</td>
<td>von Mises Strain</td>
</tr>
<tr>
<td>ITE</td>
<td>Interface Traction Element</td>
</tr>
<tr>
<td>VCCT</td>
<td>Virtual Crack Closure Technique</td>
</tr>
<tr>
<td>$G_I$</td>
<td>Mode I Energy Release Rate</td>
</tr>
</tbody>
</table>
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\( G_{II} = \) Mode II Energy Release Rate
\( G_{III} = \) Mode III Energy Release Rate
\( MMB = \) Mixed Mode Bending
\( DCB = \) Double Cantilever Beam
\( ENF = \) End Notched Flexure
\( ERR = \) Energy Release Rate

I. Introduction

The Composites Affordability Initiative (CAI) Program has focused on composite bonded joints as a way to decrease the recurring costs of composite airframe structure, thereby making composites more affordable for tactical aircraft. Participants in the initiative include the Air Force, Navy, Lockheed Martin, Boeing, Bell Helicopter, and Northrop Grumman. A CAI analysis tools team, with members from each of the participants, was created to study improved static strength and damage tolerance analysis capabilities for composite bonded joints, which has motivated the work in this paper. In this paper, an analysis/test validation activity for two new CAI analysis methods is described.

The CAI program has developed two improved approaches for the analysis of bonded joints, (1) high fidelity stress analysis\(^1\) combined with a new composite strain invariant failure criteria\(^2\) for the prediction of failure initiation, and (2) an interface fracture finite element (IFE)\(^4\) designed as a user element in \textit{ABAQUS}\(^{®}\) for predicting the delamination propagation, damage tolerance, and residual structural strength. This paper describes a test program that was designed to validate these prediction methodologies, the theory behind the analytical predictions, and the analysis results. Due to the timely availability of the test data, the test results and correlation of the tests with predictions will be discussed in a follow-on Part II paper. The test article was that of an all composite stiffener termination in a composite skin, shown in Figure 1. It was selected to be a compromise between the need for a complex state of stress to test the new analysis capabilities, and a simple composite bonded construction. It will be referred to as the Complex Stress Element (CSE) specimen throughout this paper.

The CAI analysis tools team went through significant efforts to select a test article to use for analysis tools validation. After the CSE test article was selected, the team progressed through the development of a detailed test plan, designing the test article and fixturing, and fabrication of the test articles. This paper will discuss the up-front

\(^{®}\textit{ABAQUS}\) is a software product from ABAQUS, Inc., Pawtucket, Rhode Island.
predictions related to both initial and final failure of this structure using the CAI tools. At this point in time, the articles will begin testing very soon, and the follow-on paper will summarize the results of the test results and analysis correlation activities. In the following sections, a discussion is presented on the fabrication of the CSE specimen, the test plan, and analysis methodologies, and the analysis predictions.

II. Fabrication

The Complex Stress Element test articles consisted of a baseline stiffener run-out geometry with some basic parameter changes. Both bonded and co-cured specimens were fabricated. The bonded specimens consisted of precured stiffeners secondarily bonded to a precured skin. Non-tapered and tapered flange specimens were fabricated. Co-cured specimens consisted of three non-tapered flange variants: no adhesive between the skin and cap; layer of B-staged FM300 adhesive between the skin and cap; Gr Z-Pins at the skin/T interface. Selected photographs of the bonded specimens are shown in Figure 2.

III. Test Plan

The test matrix is shown in Table 1. Plans call for testing 10 bonded specimens and 15 co-cured specimens. Both ends of the CSE will be clamped in hydraulic grips and an axial displacement will be applied to the point of catastrophic failure. Two bonded configurations will be tested where one has a square edge of flange and one has a tapered edge of flange. Three co-cured configurations will be tested where one has a square edge of flange and one has a tapered edge of flange. Three co-cured configurations with a square flange will also be tested. One co-cured element will not contain z-pin reinforcements and the other will be reinforced with 2% areal density graphite z-pins. Additionally, one co-cured CSE will have B-staged adhesive, but no z-pins.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Quantity</th>
<th>Flange Taper</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bonded, No taper</td>
<td>6</td>
<td>No Taper</td>
<td>FM300-2</td>
</tr>
<tr>
<td>Bonded, Tapered</td>
<td>5</td>
<td>10:1 Taper</td>
<td>FM300-2</td>
</tr>
<tr>
<td>Co-cured Only</td>
<td>5</td>
<td>No Taper</td>
<td>Co-cured</td>
</tr>
<tr>
<td>Co-cured with Adhesive</td>
<td>5</td>
<td>No Taper</td>
<td>FM300-2</td>
</tr>
<tr>
<td>Co-cured with Z-pins</td>
<td>5</td>
<td>No Taper</td>
<td>2% Gr Z-pins</td>
</tr>
</tbody>
</table>

α One “pathfinder” element used to verify instrumentation and test setup.
β “Bonded” implies precured stiffener and skin assembled in secondary bonding process.
χ “Co-cured” implies green stiffener and skin cured and assembled in one autoclave cycle.

Table 1. Stiffener Run-Out (CSE) Test Matrix
Extensive instrumentation is planned for the CSE testing. Data gathered will include strain (from strain gauges), elongation, out-of-plane displacement, Moire' Interferometry measured surface displacement (and strain), and delamination growth. Significant efforts will be made to measure the onset of damage initiation through crack detection break wires, acoustic emission, and microscopes.

IV. Analysis Methodology

As shown in Figure 3, the analysis methodology encompasses the enhanced analytical tools in a sequence that uses existing finite element codes (NASTRAN®††† or ABAQUS) to produce a global model. With the goal of strength analysis to determine the onset of damage initiation, a global/local strategy is utilized in which tractions or displacements from the global model are imposed on a local StressCheck®† model where the strain invariant failure theory (SIFT)² can be applied. At this point, the IFE tools being developed under the durability and damage tolerance (DaDT) effort are applied to determine overall failure. The IFE tools utilize the ABAQUS software combined with fracture-based interface elements for delamination propagation.

StressCheck Global/Local
In the area of failure initiation predictions for bonded joints, the CAI team has looked hard at improvements in the state of the art of prediction of the interlaminar stress/strain state. It has adopted a new modeling strategy for 3-D continuum analysis called “thin-solid” modeling. CAI has worked with Engineering Software Research and Development (ESRD), Inc., the developers of StressCheck, to develop and implement this approach, as it can control (reduce) the p-extension in the thin laminate thickness direction, thereby reducing the degrees of freedom required in the solution. As p-elements are also much less sensitive to aspect ratio difficulties, very high aspect ratio elements are allowed in this solution, thereby not constraining the ability of the analyst to transition from high fidelity to low fidelity regions²,³. In other papers, CAI has discussed the Zig-Zag⁵,⁶ elements, which also have interlaminar prediction and thin solid capabilities, also with insensitivity to aspect ratio. It has been discovered that the Zig-Zag elements due to their lower order interpolation are not quite as efficient in the high gradient stress/strain regions as the p-version, but have other advantages as they work in a general nonlinear code (ABAQUS).

CAI has worked with ESRD not only to produce the thin solid capabilities, but also to develop global/local strategies for efficiently importing shell element displacement and rotations, or forces and moments from a global shell model. CAI has also worked with ESRD to efficiently incorporate efficient composite analysis capabilities and failure theories such as SIFT. Each of these new capabilities has been validated through extensive testing and analysis. The CSE validation study will validate the global/local modeling tools, the thin solid composite modeling strategies in StressCheck, and the SIFT failure criteria implementation, all working together as a process.

††† NASTRAN® is a software product from MSC.Software, Santa Ana, California.
† StressCheck® is a software product from Engineering Software Research and Development, Inc., St. Louis, Missouri.

Figure 3. Analysis Methodology
As previously mentioned, a global/local modeling procedure was used to analyze the CSE specimen. Figure 4 shows the global ABAQUS shell model that was developed, with the area highlighted in red indicating the region where local StressCheck analysis was performed. In order to more accurately transfer loads and/or displacements from the global to local models, shells were located at their reference plane or their half thickness location. BEAM (kinematic) connector elements were used to tie the offset structure together. Figure 5 shows the out of plane displacement contour plot of the global model under mechanical loading. Thermal stress analysis was also performed on the global model in order to map the thermal deformation to the local model. The global model with the appropriate thermal load and free-free boundary conditions was run as a separate static solution (from the mechanical solution) to produce displacements to map to the local model.

A detailed 3D StressCheck local model was built to perform the stress analysis and failure predictions for both the tapered and untapered configurations. The StressCheck model contained appropriate fidelity to perform detailed ply-level analysis in the first 3 plies of the skin, any ply of the cap, any ply of the flange, and the adhesive. Thus the first 3 plies of the skin and all of the plies of the cap and flange and the adhesive were modeled discretely with one element through the thickness of each ply. This is an example of thin solid modeling. The local StressCheck model for the untapered specimen is shown in Figure 6.

Global/local analysis was performed between the global ABAQUS shell model and the local StressCheck solid p-version model. Displacement/rotation boundary conditions were imported from the global ABAQUS model and applied to the StressCheck model. Figures 7 and 8 show comparisons of the local model displacement field of the StressCheck model to the global model.
displacement field from the *ABAQUS* model. Separate solutions were run for a mechanical load case and a thermal load case. Each of these solutions were from a different boundary value problem with different boundary conditions. The mechanical load case represented the mechanically applied load with the specimen in its loading fixture. The thermal load case represents a uniform temperature change from the glass transition temperature of the composite to room temperature, with boundary conditions to restrict rigid body motion.

Figure 7. Displacement Contour Comparisons Between Global and Local Models for the Mechanical Load Case

![Global ABAQUS Model, Mechanical Load Case Displacements](image1)

![Local StressCheck Model, Mechanical Load Case Displacements](image2)

Figure 8. Displacement Contour Comparisons Between Global and Local Models for the Thermal Load Case

![Global ABAQUS Model Thermal Load Case Displacements](image3)

![Local StressCheck Model Thermal Load Case Displacements](image4)

**Strain Invariant Failure Theory (SIFT)**

A relatively new failure theory for damage initiation within composite materials and bonded assemblies, identified as the strain invariant failure theory (SIFT), has received considerable attention recently[7,8]. The theory is based on failure of solid continua through excessive deformation, either dilatational or distortional. Distortional failure theories have been commonly used in metals, the most common being von Mises yielding. SIFT extends this theory through the addition of the dilatational deformation failure mode. As described in Ref. 8, for composite unidirectional tape there are two critical strain invariants for failure initiation within the matrix phase,

\[
J_1 = e_1 + e_2 + e_3 = J_1^{\text{critical}}
\]

\[
e_{\text{von Mises}} = e_{\text{von Mises}}^{\text{critical}}
\]

and one critical invariant that represents damage initiation within the fiber phase,

\[
e_{\text{fiber}}^{\text{von Mises}} = e_{\text{fiber}}^{\text{von Mises}}^{\text{critical}}
\]
where $e_{\text{von Mises}} = \sqrt{\frac{1}{2}[(e_1 - e_2)^2 + (e_1 - e_3)^2 + (e_2 - e_3)^2]}$. The developers of this theory have applied micromechanical modification of the homogeneous strain state to compute the constituent strain tensors needed for application of SIFT. Equations 1-3 describe the onset of damage initiation within the polymer and fiber phases of the composite structure. All critical values of the strain invariants are extracted numerically from unnotched tensile lamina coupons. For much more detailed information on this subject, see Refs. 2,7,8.

The CAI program has gone through an extensive validation activity of the SIFT theory for onset of damage initiation only, using increasingly complex building block scales starting with coupons, joint elements, and finally the CSE specimen at the largest scale. One of the goals of the CSE testing is to validate the SIFT damage initiation theory at a complex structural scale.

V. Analysis Predictions – StressCheck/SIFT Onset of Damage Initiation

The global/local StressCheck modeling procedure, combined with the SIFT failure criteria were used to predict the onset of irreversible damage, or very early initiation. Figure 9 shows the location of failure initiation for the non-tapered bonded and co-cured specimens. Both of these specimens assumed a tangent spew fillet with a radius equal to the adhesive bondline thickness for the bonded specimen, or the 1st ply thickness of the cap for the co-cured specimen. Figure 10 shows a side view of the failure location in the 1st ply of the skin, with failure margins computed using CAI tested critical values of $J_1$. Note in the right side of Figure 10, that a characteristic distance was assumed of $\frac{1}{2}$ ply thickness penetration into the first ply for the failure margin surface indicated by the gold color to be critical. All critical margins computed in for initiation were critical in the matrix $J_1$, and thus other margins for $e_{\text{von Mises}}$ in the matrix are not shown.

![Figure 9. Predicted Failure Location in non-Tapered Bonded and Co-cured Specimen](image1)

![Figure 10. Side View of Predicted Failure Location in non-Tapered Bonded and Co-cured Specimen](image2)

Figure 11 shows a comparison of a small spew model of the non-tapered bonded specimen to a very large spew model which is representative of the as-manufactured specimens. The analysis for the large spew model assumes the adhesive properties are consistent and effective throughout the large spew region. In reality this is probably not true in a spew this large. The analysis for this very large spew shows a dramatically increased failure initiation load.
Whereas the small spew predicted failure load was 4010 lbs, the large spew predicted failure load is 11720 lbs (see Figure 12). This dramatic difference is due to the greatly decreased stress concentration effect due to the very large radius spew. It is not expected that the as-manufactured large spew is fully effective.

![Figure 11. Comparison of Small Adhesive Spew and Large Spew Models](image1)

Figure 13 shows a zoomed-in view of the bonded tapered flange StressCheck model. This model also uses the small tangent spew assumption. Figure 14 shows the analysis locations for the tapered flange model. In Figure 15, a summary of the initiation failure loads are shown, with the minimum at the midspan location in the 1st ply of the skin under the spew fillet.

Figure 12. Failure Prediction of Large Spew Model

In Table 2, a summary is given of the predicted initiation failure loads for the non-tapered bonded specimen (with both a small spew and a large spew model), the tapered bonded specimen, and the co-cured specimen. Note that the predictions for matrix initiation are very low in load, as compared to the expected final skin fracture load of $65 \times 10^3$ lbf. The $J_{1\text{crit}}$ value used here is measured from 90 deg tension lamina coupons, which is a very early matrix micro-cracking event for the CSE specimen. No progressive damage simulation has been performed for these predictions.
Figure 13. Bonded Tapered Flange StressCheck Model

Figure 14. Analysis Locations for Bonded Tapered Flange StressCheck Model
\[ \delta = 0 \]

Figure 15. StressCheck/SIFT Failure Analysis Results for Bonded Tapered Flange Configuration

<table>
<thead>
<tr>
<th>Specimen Type</th>
<th>Initiation Onset Location</th>
<th>Initiation Onset Load (lbs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bonded No Taper (Small Spew)</td>
<td>Top Ply Skin Left Corner</td>
<td>4010</td>
</tr>
<tr>
<td>Bonded No Taper (Large Spew)</td>
<td>Top Ply Skin Left Corner</td>
<td>11720</td>
</tr>
<tr>
<td>Bonded Taper (Small Spew)</td>
<td>Top Ply Skin Midspan</td>
<td>6380</td>
</tr>
<tr>
<td>Co-cured</td>
<td>Top Ply Skin Left Corner</td>
<td>4010</td>
</tr>
</tbody>
</table>

Table 2. Onset of Failure Prediction Results

VI. Analysis Predictions – Interface Element for Modeling Composite Delamination Growth

CAI Durability and Damage Tolerance (DaDT) analysis tool development has focused on the development of 2D and 3D Interface Fracture Elements (IFE) and 2D and 3D Interface Traction Elements (ITE) for predicting the behavior of delaminations with and without z-pin reinforcements. This section concerns the application of the 3D IFE and ITEs to predict the delamination onset load and peak load of the CSE blade-stiffener run-out detail.

The element suite was developed under the CAI program as an ABAQUS user element where an analysis is accomplished in a single nonlinear ABAQUS run. The 2D and 3D fracture element implements the widely accepted Virtual Crack Closure Technique (VCCT) incorporated into the novel interface element. In regards to the Interface Fracture Elements, a number of past works have recognized the advantage of performing delamination analysis using various interface element approaches. Unfortunately, the onset of node release was based on unreliable local stress/stain fields near the crack tip. Concurrent and independent works by the authors and by Xie have resulted in interface elements where the onset of delamination growth is controlled by VCCT based failure criteria. Figure 16 represents the 3D IFE and ITE. The center nodes are initially constrained together and the four (4) mid-side node pairs act as antennae to sense an
approaching crack front. The remaining corner node pair locations are necessary to account for the element area in the energy calculations. The element senses an approaching crack front by the onset of a relative displacement between the nodes of one or more of the antennae node pairs. Elements are overlapped in both directions to constrain each node pair from co-located solid surfaces. Once the element becomes active, the constraining forces between the center node pair and the periphery crack opening displacement are used in a fracture mechanics based failure criteria that uses $G_{IC}$, $G_{IIC}$ and $G_{IIIC}$ to determine if the center node should begin to release. A number of failure criteria are available to evaluate mixed-mode interlaminar fracture. Dr. James Reeder recommended a modification to the Benzeggagh and Kenane failure criteria to permit evaluation of $G_{III}$ independent of $G_{II}$ in a 3D mixed mode criterion as shown in Equation (4)\textsuperscript{13}. The parameter, $m$, in the “BKR” criteria quantifies mode interaction in the realm between pure mode I and pure mode II, and is measured using the MMB test\textsuperscript{14}. Once the fracture mechanics based failure criteria is satisfied, the constraining forces between the center node pair will be released. Ideally, the residual force between the released nodes will follow a linear strain softening law such that the area under the force-displacement curve satisfies the fracture mechanics failure criteria. This precise analysis may converge very slowly and is more prone to divergence in the nonlinear solution (caused by a negative tangential stiffness in a Newton’s solution). The IFE code may be flagged to perform an “approximate” solution where each element that satisfies the failure criterion is released fully on the next iteration. This mode of operation provides good results when the crack advances across several elements for each time increment. This was the mode of operation for the analyses presented here.

All tested configurations were evaluated using the 3D IFEs and ITEs in nonlinear ABAQUS finite element analyses (FEA). The 3D IFE and ITEs were incorporated into an ABAQUS model of the stiffener termination (Figure 17) such that a layer of shells that represents the cap of the stiffener were constrained to a layer of shells that represents the “skin panel”. A row of node pairs at the termination were not constrained to represent a small initial delamination. Node spacing in the vicinity of the termination was about 0.015 inch square. Input values of $G_{IC}$ and $G_{IIC}$ were acquired through DCB and ENF testing and $G_{IIIC}$ was assumed based on $G_{IIC}$. Specific material fracture toughness properties for the unreinforced interface are given in Figure 18. The apparent R-curve behavior from DCB testing was programmed as a function of crack length in the 0-degree direction to provide a prediction of peak load that is not overly conservative. Fiber bridging, ply bridging and collateral matrix cracking will all tend to absorb additional energy as the crack front moves forward. One would anticipate that this approach to accommodate R-curve is only approximate since increasing toughness as a function of crack length is expected to be stiffness dependent in a composite laminate. However, experimental correlations with small structural coupons, thus far, have demonstrated reasonable correlation. Separate analyses were not completed for CSEs containing FM300-2 at the interface between the skin and stiffener. The adhesive layer certainly demonstrates a higher toughness that the composite substrate. However, a composite layer is only one ply thickness away and this analysis has no way to predict if the delamination will jump to the composite matrix layer. A prudent approach is to use the lowest fracture toughness properties in the vicinity of the interface to make conservative predictions of the structural loads.

$$G_{com} = G_T / \left( G_{IC} + (G_{IIC} - G_{IIIC}) \cdot G_{3R} + (G_{IIC} - G_{IC}) \cdot (G_{2R} + G_{3R}) \cdot \left( G_{2R} + G_{3R} \right)^{m-1} \right) \geq 1 \quad (4)$$

where $G_T = G_I + G_{II} + G_{III}$, $G_{1R} = G_I / G_T$, $G_{2R} = G_{II} / G_T$, $G_{3R} = G_{III} / G_T$

The ITEs are a type of decohesion element similar to the new ABAQUS decohesion element in version 6.5. The characteristic of a decohesion element is that initial release is typically based on a pressure or strain, and the residual force during element release follows a strain softening curve that extends over multiple element lengths. Consequently,
the initial release is inherently mesh size dependent and analysis with a decohesion element with gradual release tends to be more stable than analyses incorporating interface fracture elements. In general, composites reinforced with z-pins will not exhibit improvement in the onset of delamination growth, but may greatly improve the peak load at which a structural element is expected to delaminate. The analysis of a z-pin reinforced composite structure follows a strategy revealed by the physics of the problem whereby the toughness characteristics of the interface is divorced from the process zone characteristics of the z-pins. The VCCT based IFEs simulate the material interface with precisely the same properties used in the analysis of the unreinforced CSE. The ITEs are used to simulate the traction forces imparted by the z-pins once the delamination progresses into the z-pin field. Onset of delamination depends only on the IFEs, but the ITEs will dominate the structural response once the crack front has moved down the stiffener by several inches. Figure 19 provides simplistic z-pin response curves that were extracted from test data of z-pinned DCBs and ENFs. Considering a z-pin that has a length that extends across the prospective plane of delamination, the smallest embedded depth of the z-pin is the most dominant feature for controlling the capability of z-pin reinforcements and is represented by the abscissa in Figure 19.

<table>
<thead>
<tr>
<th>MODE</th>
<th>Fracture Toughness (in-lb/in(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>G(_{IC})</td>
<td>1.19</td>
</tr>
<tr>
<td>G(_{IC})</td>
<td>9.49</td>
</tr>
<tr>
<td>G(_{IC}) (assumed)</td>
<td>9.49</td>
</tr>
</tbody>
</table>

Note: R-curve simulation assumes that crack grows from end of flange and the crack front is parallel to the end.

Figure 18. Material property inputs and mode I R-curve. Figure 19. Z-pin traction characteristics

Figure 20 compares the load displacement graphs from each of the three configurations evaluated. Configuration 1 is the unreinforced CSE with the square-edge flange, configuration 2 is the same geometry except the edges of the flange are tapered, and configuration 5 is the same as 1 except 2% graphite z-pins have been embedded in 1-inch wide strips along either flange and extending six inches from the termination. Skin strains are expected to fracture the skin at a load around 65 x 10\(^3\) lbf. The two configurations with the square-edge flange were predicted to initiate delamination at the corner of the flange at a very low load of 10.8 x 10\(^3\) lbf. Figure 21 shows the deformed plots and critical load levels for the co-cured structure with a square edge of flange. The first image shows onset of delamination growth from the corner of the flange. This bonded corner feature creates a sharp rise in the Energy Release Rate (ERR) in a manner similar to the well-known chevron notch. The delamination then grows into a parabolic shape and extends beyond the termination before reaching a point of catastrophic delamination growth at a peak load of 22.8 x 10\(^3\) lbf for the unreinforced CSE. Analyses were completed for configuration 2 that contained the tapered edge of flange. The tapered
fracture feature increased the onset of delamination critical load by nearly a factor of two and provided a modest (20\%) improvement in peak load capability. Z-pins in a squared flange design provided no improvement in the onset load, however the peak load was greatly improved. The predicted critical loads are summarized in Table 3.

**Figure 21. Early Delamination Onset and Peak Loads Predicted**

Note that prediction for initial growth from the corner of the flange is only an estimate. Delamination from this corner feature is not self-similar and violates a fundamental assumption in the VCCT calculation. Numerical studies were conducted comparing the predicted onset load for a 0.05 inch versus a 0.15 inch mesh. The predicted critical load decreased with decreasing mesh size.

Considerable insight into proper design practice is gained by examining the deformed plots in Figure 21, 22 and 23. Viewing Figure 21, the stiffener separation apparently has significant mode I contribution. Onset of delamination from the corner of the flange is controlled by the relative stiffness of the flange to skin. An increase in critical load would be expected by increasing the skin thickness or softening the flange corner. In this case, the softer tapered flange in Figure 22 followed the skin during deformation. A more surprising result was the increase in peak load provided by the tapered flange. The squared-edge flange had a delamination front that was only slightly curved across the width of the stringer where as the tapered stiffener was parabolic in shape with the edges trailing the delamination under the web. The three-dimensional crack front apparently had a reinforcing effect to
better resist the delamination. Figure 23 shows how the z-pins caused the flange to follow deformations in the skin and to minimize the loading at the crack front. This shielding effect translated to increased peak loads suitable for damage tolerant design.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Onset of Failure (10^3 lbf)</th>
<th>Peak Load (10^3 lbf)</th>
<th>Location of 1st Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Shell Model, Square-Edge Flange</td>
<td>10.8</td>
<td>22.8</td>
<td>Corner of Flange</td>
</tr>
<tr>
<td>(2) Shell Model, Tapered Flange</td>
<td>21.3</td>
<td>26.5</td>
<td>Termination near web</td>
</tr>
<tr>
<td>(5) Shell Model Square-Edge Flange and 2% Gr Z-pins</td>
<td>10.8 &gt;40</td>
<td>Corner of Flange</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Summary for Stiffener Delamination

VII. Initial Test Results

An initial test of a bonded stiffener pathfinder specimen with the Flange Taper 1 configuration has been tested. The specimen was instrumented with both strain gauges and crack gauges, and shadow moiré was utilized to monitor the displacement field. The specimen configuration and shadow moiré results are illustrated in Figures 24 and 25. In addition to the displacement instrumentation, both accelerometer and acoustic emission sensors were utilized to capture any responses that might indicate initial failure events. The purpose of the pathfinder test was to verify the instrumentation concepts and to identify the behavior of the specimen so that the test procedure for the remainder of the specimens could be established. Initial results indicate that the damage initiation location is consistent with predictions. Once the testing is completed, the theoretical and experimental damage initiation loads will be compared.

Figure 24. Pathfinder Specimen Test Configuration
VIII. Summary

This paper has presented the analysis results of a study to validate two new high fidelity analysis techniques for bonded composite structure through very detailed testing of an all-composite stiffener-termination element. Details of the analysis methods, pre-test predictions, and test plans have been presented and discussed. The correlation of the tests to analysis will be presented in a follow-on Part II paper.

In Table 4, all predictions have been summarized. Note the large difference in predicted initiation loads for the StressCheck/SIFT and IFE/Shell models. For the square-edge flange, the StressCheck/SIFT models showed sensitivity to the assumed adhesive spew size, whereas the IFE/shell model does not account for the spew shape. All predictions are in agreement as to failure location/mode for initiation. No predictions were made for failure initiation using the StressCheck/SIFT model for the Z-pinned specimen. Also, only the IFE/Shell models made predictions for peak failure load.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>StressCheck Initiation Onset (10^3 lbf)</th>
<th>IFE Prediction Onset of Failure (10^3 lbf)</th>
<th>IFE Prediction Peak Load (10^3 lbf)</th>
<th>IFE Prediction Location of 1st Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bonded No Taper (square-edge flange), No Z-pins</td>
<td>4.01 (Small Spew) 11.72 (Large Spew)</td>
<td>10.8</td>
<td>22.8</td>
<td>Corner of Flange 1st ply skin</td>
</tr>
<tr>
<td>Bonded Tapered Flange, No Z-pins</td>
<td>6.38 (Small Spew)</td>
<td>21.3</td>
<td>26.5</td>
<td>Termination near web 1st ply skin</td>
</tr>
<tr>
<td>Co-cured, No Taper, No Z-pins</td>
<td>4.01</td>
<td>10.8</td>
<td>22.8</td>
<td>Corner of Flange 1st ply skin</td>
</tr>
<tr>
<td>Square-Edge Flange and 2% Gr Z-pins</td>
<td>N/A</td>
<td>10.8</td>
<td>&gt;40</td>
<td>Corner of Flange 1st ply skin</td>
</tr>
</tbody>
</table>

Table 4. Summary of All Model Predictions
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Nomenclature

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BVID</td>
<td>Barely Visible Impact Damage</td>
<td>JAR</td>
<td>Joint Aviation Requirements</td>
</tr>
<tr>
<td>CAA</td>
<td>Civil Aviation Authority</td>
<td>LCPT</td>
<td>Life Cycle Product Team</td>
</tr>
<tr>
<td>CATIA</td>
<td>Computer-Aided Three-Dimensional</td>
<td>LOV</td>
<td>Limit of Validity</td>
</tr>
<tr>
<td></td>
<td>Interactive Application</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDR</td>
<td>Critical Design Review</td>
<td>M&amp;PT</td>
<td>Material and Process Technology</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamic</td>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>CFRP</td>
<td>Carbon Fiber Reinforced Plastic</td>
<td>NDI</td>
<td>Nondestructive Inspection</td>
</tr>
<tr>
<td>CIPR</td>
<td>Critical Integrated Product Review</td>
<td>ODA</td>
<td>Organization Designation Authorization</td>
</tr>
<tr>
<td>DPA</td>
<td>Digital Preassembly</td>
<td>PDR</td>
<td>Preliminary Design Review</td>
</tr>
<tr>
<td>DSO</td>
<td>Design Service Objective</td>
<td>PIN</td>
<td>Part Identification Number</td>
</tr>
<tr>
<td>DTR</td>
<td>Damage Tolerance Rating</td>
<td>PIPR</td>
<td>Preliminary Integrated Product Review</td>
</tr>
<tr>
<td>DUL</td>
<td>Design Ultimate Loads</td>
<td>PRR</td>
<td>Production Revision Record</td>
</tr>
<tr>
<td>EDI</td>
<td>Electronic Deflection Indicator</td>
<td>PSE</td>
<td>Principal Structural Element</td>
</tr>
<tr>
<td>FAA</td>
<td>Federal Aviation Administration</td>
<td>SCN</td>
<td>Strength Check Notes</td>
</tr>
<tr>
<td>FAR</td>
<td>Federal Aviation Regulation</td>
<td>SIPD</td>
<td>Structural Inspection Planning Data</td>
</tr>
<tr>
<td>FEA</td>
<td>Finite Element Analysis</td>
<td>TDPA</td>
<td>Transparent Digital Preassembly</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
<td>TIA</td>
<td>Type Inspection Authorization</td>
</tr>
<tr>
<td>FRF</td>
<td>Fatigue Reliability Factor</td>
<td>VID</td>
<td>Visible Impact Damage</td>
</tr>
<tr>
<td>JAA</td>
<td>Joint Aviation Authorities</td>
<td>WFD</td>
<td>Widespread Fatigue Damage</td>
</tr>
</tbody>
</table>

I. Introduction

Validation of aircraft structures is critical to the design process in that it provides assurance that the structure will perform as intended in all respects: form, fit, function, producibility, durability, and, above all, safety and reliability. Structures design and analysis is substantiated by extensive testing. Although the validation process is essential for certification to regulatory requirements, in total it is much more far reaching. It is the process by which we gain confidence that the structure will deliver all the reliable performance our customers expect and demand.

The materials and design features of any new or derivative airframe structure will generally be a mixture of existing proven elements and new features being used for the first time. In each case, it is essential to validate that the structure will perform as intended as early as possible in the design process, preferably before the design has been committed to production and while any necessary changes can be made without major impact to the program.

When existing materials and design concepts are extended to a new or derivative design, the validation process should be relatively straightforward. The primary effort will be to ensure that the available database justifies the proposed design. One must vigorously examine subtle changes from established materials and concepts that could affect performance and require unique substantiation.

For new materials and design features, the available database may well be limited or nonexistent. In this case, the need for validation is more imperative and is more difficult to achieve. Therefore, selection of new materials/concepts should always be made early enough in the airplane program to permit a reasonable level of validation through preliminary analysis and testing prior to commitment. Some risk will always remain until full-
scale test and service experience has fully validated the new concepts. Consequently, wherever possible, such designs should be amenable to relatively simple corrective modification if the need arises.

II. The Building-Block Approach

The validation and certification approach is primarily analytical, supported by test evidence at the coupon, element, subcomponent, and component levels and full-scale limit or ultimate load test at ambient environment as shown in Figure 1. The environmental effects on the structure are characterized at the coupon, element, and subcomponent levels and are accounted for in the structural analysis. Supporting evidence includes testing through the traditional building-block approach that obtains material characterization, allowable and analysis methods development, design concept verification, and final proof of structure. The effects of temperature and moisture are accounted for in design values and strength properties. Thermal and moisture strains may be calculated using finite element model for each critical condition. Structural testing is described in sections V – VIII.

III. Design Criteria

It is important to understand all the design requirements and how they are each validated. The principal structural design requirements consist of ten core elements shown in Figure 2. This figure also acts as a roadmap to the next level of detail in the structures design requirements and criteria. It can be used as a checklist by the designer to make sure that all requirements for a given design have been met. Each design requirement is typically verified by analysis and further validated by test using the building block approach.

Figure 1. Building-block approach

Figure 2. Design criteria road map
A. Design Loads

Boeing design loads requirements are derived from both internal criteria and from the regulatory agency standards. Early design requirements were more straightforward than today. They had their roots in a philosophy that mandated criteria that had historically been shown to provide a level of passenger safety. These requirements were continually augmented by additional criteria that were found to be necessary due to accidents, incidents, or new features on the airplanes. Today’s trend is toward an increasing reliance on a more probabilistic approach, where fleet statistics are utilized to derive criteria that will produce expected load levels, such as limit load, the maximum load expected in service. An example of this is evident in the recent development of new gust regulations, where new gust intensities have been derived from thousands of hours of in-service airline data.

Figure 2. Principal structural design requirements

Improvements in methodologies for loads predictions have evolved simultaneously with the increases in knowledge and computing capabilities. From simple beam models using strip theory for an aeroelastic solution, to highly complex, total airplane finite element models and Computational Fluid Dynamics (CFD) applications, increased computer power has allowed for dramatic advances in how loads are calculated (see Fig. 3). The improvements in the accuracy of the tools, the ability to solve more complex problems, and a better understanding of the important parameters have allowed for optimized structural solutions for performance, while maintaining or improving stringent safety levels. Aerodynamics, mass properties, and structural representations have all been improved. Input data such as aerodynamics, which used to be taken strictly from wind tunnel testing, have been augmented by running CFD models, allowing for greater accuracy in the final results. The tools and methods have been validated using data collected during flight testing on the new airplane programs. These new methods, which allow for better, more accurate loads analysis, are also being used to develop advanced airfoil designs to further benefit aircraft performance. The increase in requirements and the complexity of the analysis have caused a large increase in work required and computing power and have fed downstream customers with increased numbers and variety of load conditions they have to consider in structural design. The number of design conditions has escalated from less than 100 on early Boeing models to numbers in the thousands on more recent projects.

Figure 3. External loads model

B. Internal Loads and Stresses

In today’s structural design environment, major, highly complex components and mechanisms can be more accurately modeled in order to determine detailed stresses for ultimate, fatigue or damage tolerance requirements, often eliminating what previously had to be done by expensive structural tests. Furthermore, much of the pre- and post-processing of the analytical models has become increasingly automated and in the future will be tied more closely to the design tools than today (see Fig. 4).
Over time, computing capacity has increased, finite element tools have been enhanced, structural idealizations have improved, and increasing acreage of the airplane structure has been covered. These trends have allowed Boeing not only to optimize structure for improved performance and safety, but also to eliminate some expensive testing.

Credibility in using the FEM for major structural analysis was developed by validating analysis results with test data such as shown in Figure 5.

C. Stiffness/Flutter
Flutter characteristics of airplanes are validated during the design phase by wind tunnel testing. Ground vibration tests and flight tests are conducted to validate the structural stiffness, as described by mode shapes and frequencies and demonstrate that the airplane is free from flutter within the design speed envelope. Flight tests up to the airplane dive speed are conducted to validate that the airplane is free of flutter.

D. Static Strength
Validation testing is conducted where sufficient confidence does not exist for the analysis or if specific validation testing is required for certification (FAR 25.307). One requirement is to validate that the airplane test that airplane remains elastic up to the design limit loads. Static failure of metallic airplane structures has been predicted by an increasingly high level of accuracy (see Figure 12).

E. Durability/Fatigue Performance
Extensive fatigue testing including a minimum of two lifetime testing is conducted to validate airplane fatigue performance in service. Historically, fatigue testing has been conducted to find any problem areas and correct the design to minimize fatigue problems experienced by the customer. There is a new FAA requirement to run full-scale fatigue tests to demonstrate that Widespread Fatigue Damage (WFD) does not occur during the airplane design service objective (see Table 1). Full-scale fatigue tests to multiple anticipated service lifetimes may either pinpoint the anticipated onset of WFD, or, if none occurs on test, a conservative threshold can be reasonably predicted. Likewise, special intense in-service inspections of high time airplanes can be conducted as well as tear down inspections of high time out-of-service airplanes. Ultimately, however, it may be that safety can only be guaranteed by structural modifications or even retirement from service. One of the new requirements is a concept called Limit of Validity (LOV). The LOV is a point in the structural life of an airplane where there are significantly increased uncertainties in structural performance and increased probability of development of WFD. Additional fatigue test evidence and validation of the maintenance program for effectiveness against WFD is required to extend an established LOV.

F. Damage Tolerance
The evolution of FAR 25.571 (see Table 1) shows how design requirements for fail safety and damage tolerance emerged as a result of the service experience described in Reference 2. These additional requirements profoundly influence airframe design today. Damage tolerance testing is conducted with various size specimens including built-up panels and full-scale fuselage sections. There is a Boeing requirement that airplane structures must have limit load capability with large damage. This is a critical design requirement, and sizeable tests to validate this residual strength are often run early in the airplane design phase.
Table 1. FAR 25.571 Amendments related to fail safety and damage tolerance

<table>
<thead>
<tr>
<th>Amendment Level &amp; Date</th>
<th>Title</th>
<th>Summary of Changes to FAR 25.571</th>
</tr>
</thead>
<tbody>
<tr>
<td>25-0 (12/24/64)</td>
<td>Fatigue evaluation of flight structure.</td>
<td>(c) Fail safe strength. “It must be shown by analysis, tests, or both, that catastrophic failure or excessive deformation, that could adversely affect the flight characteristics of the airplane, are not probable after fatigue or obvious partial failure of a single PSE.</td>
</tr>
<tr>
<td>25-45 (12/1/78)</td>
<td>Damage-tolerance and fatigue evaluation of structure.</td>
<td>(b) Damage-tolerance (fail-safe) evaluation. “The evaluation must include a determination of the probable locations and modes of damage due to fatigue, corrosion, or accidental damage. The residual strength evaluation must show that the remaining structure is able to withstand loads corresponding to ...”</td>
</tr>
<tr>
<td>25-96 (4/30/98)</td>
<td>Damage-tolerance and fatigue evaluation of structure.</td>
<td>(b) Damage-tolerance evaluation, for WFD Initial flaw of maximum probable size from manufacturing defect or service induced damage used to set inspection thresholds; sufficient full scale fatigue test evidence must demonstrate that WFD will not occur within DSO (no airplane may be operated beyond cycles equal to ½ the cycles on fatigue test article until testing is completed).</td>
</tr>
</tbody>
</table>

G. Composite Structures

FAA issued AC 20-107A, Composite Aircraft Structure, in 1984. The certification of composite primary structures has followed the guidelines contained in AC 20-107A. For damage tolerance, composite structure certification has been based on demonstrating the “no-growth” of damage of sizes up to the damage limit. Environmental degradation caused by temperature, humidity, and so on must be considered. The residual strength versus damage size criteria is shown in Figure 6. The airplane is designed to maintain ultimate strength with barely visible impact damage, limit strength with visible impact damage, and 70% of limit strength with large accidental damage.

Figure 6. Residual strength versus damage size or notch length
IV. Design Validation

Design validation is the process of ensuring that all of the design requirements are met. This should happen continually from conceptual design through drawing release. This section discusses the methods used to validate that the design requirements have been met by applying the appropriate processes and tools. Figure 7 shows some of the methods used for design validation.

The designer has the responsibility for design validation. There is no single method or process to ensure design validation; it is a combination of methods. This section will elaborate on some of these. There is no optimal cookbook method, but if this validation does not happen concurrently in the process, there is a high risk of either not meeting all the design requirements or driving up costs.

H. Structural Integration

A design process that utilizes built-in checks and balances will help ensure well integrated structure that meets all the design requirements. Here are a few methods to validate the integration of the design:

Interface Agreements. Agreements need to be negotiated between groups for each part-to-part interface. There are many different ways to document these agreements based on the program or team. The documented agreement makes validation easier and more visible. Some interfaces are simply agreements between engineers with no official documentation, and the validation happens within the digital mockup.

Digital Mockup. DPA (digital preassembly) in CATIA is the cornerstone of the current design process, allowing the designer to create a digital mockup to integrate the design. With this mockup we can validate part-to-part interferences using Fly Thrus, TDPA (transparent digital preassembly), fit check, 4D navigator, or any of the functionality of CATIA. Part interference is only one area we need to validate. Part function includes gaps, clearances, maintenance access, producibility, tooling, electrical grounding, and a host of other requirements that need to be checked. Unfortunately, this validation is not automated like part interferences, so it must be analyzed using the digital mockup.

Physical Mockup. The digital mockup has some limitations for validating the design. To reduce the risk of these limitations, sometimes a physical mockup is appropriate. These mockups could be in a variety of forms, such as a foam core mockup built by the designer, a wood or metal mockup built by the mockup shop, or a mockup built by stereolithography. Stereolithography is particularly well suited for small parts and assemblies. An example of the mockup purpose is validation of assembly sequence, tool clearance, and ergonomics. A more indirect purpose would be to get the product team/mechanic buy-in to a design before it is committed; sometimes this is difficult to do with only digital mockups.

I. Design Reviews

Design reviews help validate the design by allowing a diverse population to critique a design concept. Requirements are identified and scrutinized with a free-form flow of potential solutions. During all reviews, some engineering requirements are not negotiable and should not be compromised; it is the responsibility of engineering to identify these to the team. Some of the reviews that take place are:

- Functional reviews
- PDRs (preliminary design review)
- CDRs (critical design review)
- LCPTs (Life cycle product team) reviews
- PIPR (preliminary integrated product review)
- CIPRs (critical integrated product review)
Some reviews can be made by a few people around a CATIA terminal or drafting board. Structured meetings are not always the best method for information exchange, but getting the right people to review the design is critical. There is no right answer as to how many reviews are required; judgment on how much risk is involved by delaying validation will dictate the frequency.

J. Reliability Based Design and Validation

There is considerable effort being applied to probabilistic methods for structures similar to those used for systems design (see Figure 8). The incentive is to better understand and quantify the uncertainties in structural design so that some worst-case conservatism can be avoided while designing to a desirable safety level, especially with new materials. The quantifiable risk or safety level can be treated as a measurement of structural performance and used as a design and maintenance metric to ensure consistent safety throughout the life cycle. The core of this approach is the ability to characterize the uncertainties needed in the design analyses. Availability of data needed for uncertainty characterization so far has been the biggest challenge, especially for new materials and applications. However, it has much to do with the lack of processes and requirement for such data in the past because of the current mostly deterministic design approach. More research is still required in several areas to develop an adequate level of maturity before its full implementation by the industry. One imminent example is how to support certification with the probabilistic design approach. Although there have been some successes, more collaboration between government agencies and manufacturers will be critical to the success of making this revolutionary change of design and certification approach. If validated, this approach may lead to structures that are both lighter and safer at the same time. The use of this approach is expanded to include effects like the environment on the allowables of composite structures.

V. Structural Testing

The amount of validation testing on a new airplane depends on the amount of change that exists in the new design. Testing can include ultimate strength, fatigue, crack growth, residual strength, material properties and corrosion resistance, fastener shear and tension strength, and joint strength.

Testing begins with small coupons, then panel tests, followed by component tests and then full-scale airplane static and fatigue tests as shown in Figure 9. If aerodynamic heating is involved, the above tests usually are repeated at various temperatures. To account for the effects of engine or thrust reverser noise, sonic fatigue tests may be necessary. If boundary layer noise or shock wave effects are appreciable, high, cabin noise transmission tests may be conducted.

Windshield and passenger window strength tests must typically be conducted, including bird strike tests on a windshield, mounted in a representative cab structure that has the correct sill and post stiffnesses.

Figure 8. Probabilistic life cycle management
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Full-scale static tests are required to demonstrate the validity of both internal loads and design allowables. Fatigue full-scale tests are conducted to validate the fatigue performance of the structure and make any design changes that might be needed if problems are discovered during the test. They also validate that the new design has accounted for any forced deflections that occur at the wing/body joint, stabilizer/body joint, and fin/body joint.

The full-scale test is also needed to demonstrate that thermal strain compatibility has been accounted for when a graphic epoxy component is fastened to an aluminum component, or any other combination of materials having different modulus of elasticity and coefficient of thermal expansion.

K. Requirements for Testing

One of the most important reasons for testing is to evaluate structural behavior when reliable analysis methods are not available or when the assumptions needed to make use of these methods are open to some question. In fact, part 25 of the Federal Aviation Regulations, Airworthiness Standards, makes testing mandatory in such cases.

When new materials are being considered for use, testing of coupon samples must be undertaken to determine such properties as $F_{tu}$, $F_{ty}$, $F_{cy}$, and $E$. Depending upon the anticipated environment, such properties may have to be obtained over a wide range of temperatures. Such testing is usually performed on relatively small but numerous specimens of standard configurations. This type of testing is generally conducted under the direction of the Allowables Group. Such testing is directed toward finding the actual properties of materials tested as a step toward using the test results to calculate standard material properties.

Components are also tested to verify the applicability of analysis methods to new materials. For example, a series of compression tests have been performed on skin-stiffener panels in 7075-T6, 7150-T6, 7150-T6, Ti 6Al-4V, and Ti 8Al-Mo-IV to determine the applicability of the Johnson-Euler formula to aluminum and titanium structures.

Testing of a complete airplane to destruction is customarily done on all new models at Boeing. This is done to establish growth potential and also to substantiate the analysis methods employed.

Fatigue testing of a complete airplane has become more common and has become a requirement in recent years. This type of "accelerated life" testing makes possible the discovery of potential trouble areas that would be encountered in service. Thus, if alterations to structure become necessary, they can be made either in advance of the airplane's entry into service or when an in-service airplane is scheduled for major inspection or maintenance.

L. Types of Testing

There are several valid reasons for performing the various types of tests to validate the design. The guidelines to help in determining the requirement for new testing are based on the following reasons for testing. These are divided into larger categories and summarized as follows:

1. Material Property/Allowables Development
   - Testing of standard coupons to establish material properties and allowables is required whenever a new material is introduced. This paper will include details on the testing required to establish static, durability, and damage tolerance allowables.
   - The basis of a static allowable provides the user the statistical basis of the values published. FAR 25 defines the type of structure for which an allowable is applicable by the basis of that value. The required basis may also impact the number of tests required to obtain the value. Table 2 provides descriptions of the three classifications.

<table>
<thead>
<tr>
<th>Basis</th>
<th>Description</th>
<th>Typical Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A value which 99% of the measured values will exceed associated with a 95% confidence level.</td>
<td>Single loadpath structures</td>
</tr>
<tr>
<td>B</td>
<td>A value which 90% of the measured values will exceed associated with a 95% confidence level.</td>
<td>Multiple loadpath structures</td>
</tr>
<tr>
<td>S</td>
<td>A value associated with specification acceptance values. No statistical significance may be assumed.</td>
<td>Initial designs, or when properties will be verified on a part-by-part basis</td>
</tr>
</tbody>
</table>

2. Design Value Development
   - Develops design values for a specific detail (e.g., crippling values for a particular stringer cross-section).
   - Small specimen tests or sub-component tests are required to establish design values only if analytical methods for predicting the design values are not available and design values are not available from
testing of comparable designs on earlier airplane models. The use of analytical methods validated by test data is preferred because the analytical methods can cover a range of configurations and sizing.

3. Development Testing
   • Development tests are used to evaluate alternative new designs that offer substantial savings in cost or weight, and for which there are substantial unknowns compared to previous designs that can be quantified only by testing. Development testing typically involves small-scale test articles but may include sub-component size articles or larger.
   • Compares relative efficiencies of alternative designs.
   • Obtains information concerning modes of failure, or secondary effects, and so on that can be used to refine existing analysis methods or to develop new analysis methods, if required.

4. Analysis Verification
   • Verification testing is required when design configurations requirements, or materials, are used that differ significantly from those used to verify existing analysis methods. New tests, which generally involve small specimen or sub-component test articles, should be designed to fill in the primary unknowns, building on the previous knowledge base. Note that information obtained from verification tests, including full-scale tests, can contribute to the analysis verification.
   • Obtains information to ensure that the analysis methods used to predict failure modes, loads, deflections, and so on are adequate and sufficient to cover the various designs and sizing ranges used on a particular airplane model.
   • Generally, only the most critical locations are selected for representation in sub-component or component tests.

5. Qualification Testing (for reliability of processes, tools and techniques)
   • Qualification tests are required when equipment, such as riveting, bolting, and so on, is new, undergoes major maintenance, or exceeds previous limitations. This type of qualification testing is primarily composed of small-scale test specimens.
   • New equipment or new applications of equipment is typically qualification tested to ensure engineering standards are met (e.g., Gemcor machine riveting).

6. Functional Tests
   • These tests are used to validate the ability of the design to meet functional requirements. For example, tests are conducted to validate requirements such as electrical bonding, corrosion resistance, impact resistance, and sealing. Boeing Materials & Processes Technology conducts many of these tests for the designer’s benefit, and the information is reflected in design guides and documents.

7. Productibility Tests
   • These tests are used to validate the ability of the design to meet producibility requirements. For example, test parts prove machine capability relating to a wide array of tolerance requirements, and Manufacturing gains experience working with new alloys or processes. Productibility tests may also be used in trade studies either for cost data or for make/buy decisions. The object is to obtain data prior to committing the design, thereby validating the design as early in the design process as possible.

6. Functional Tests
   • These tests are used to validate the ability of the design to meet functional requirements. For example, tests are conducted to validate requirements such as electrical bonding, corrosion resistance, impact resistance, and sealing. Boeing Materials & Processes Technology conducts many of these tests for the designer’s benefit, and the information is reflected in design guides and documents.

7. Productibility Tests
   • These tests are used to validate the ability of the design to meet producibility requirements. For example, test parts prove machine capability relating to a wide array of tolerance requirements, and Manufacturing gains experience working with new alloys or processes. Productibility tests may also be used in trade studies either for cost data or for make/buy decisions. The object is to obtain data prior to committing the design, thereby validating the design as early in the design process as possible.

VI. Airplane Static Test

The full-scale static test program is typically part of the certification requirements of a new airplane model. A structurally complete airplane is built solely for test purposes, which subject the structurally significant items to design limit load levels. The static test program is used to show compliance with the following regulatory agency requirements:

FAR 25.305 and JAR 25.305 Strength and Deformation
   • Deformations do not interfere with safe operation at any load up to Design Limit Load.
   • No detrimental permanent deformation at Design Limit Load.

FAR 25.307 and JAR 25.307 Proof of Structure
   • Compliance for each critical load condition shown by analysis.
   • Analytical prediction of internal loads/stresses validated by testing at up to Design Limit or Ultimate Load.
The number of individual test conditions, amount of structure tested to limit loads, test schedule, and sequence must be presented to and concurred with by the regulatory agencies as part of the overall certification plan. Additionally, several unit load conditions are applied to the airplane to verify analytical predictions and look for potential highly stressed areas. To determine inherent wing growth capability for derivative models, the last test of the program typically takes the wing to ultimate load levels and beyond, until failure occurs.

Static testing to limit load is mainly of value validating the methods used to determine external deflections and internal load distributions (i.e., finite element analyses). Where the stress variation up to limit load is linear or well understood, this validation can be accomplished at load levels less than limit.

Static testing to ultimate load validates the use of component panel testing to establish allowable stresses. When the methods of establishing allowables from component panel testing are understood and proven by the prior static test results, testing to ultimate load is normally of little value because the test is really only applicable at one location under one specific design condition. The only value is if there has been some error made in design/analysis of the structure, or taking advantage of any growth due to failure being significantly above DUL (i.e., > 5%). The latter is unlikely to occur using current analysis methods and materials.

M. Past Models

A static test program has been completed on every major commercial jet airplane model, since the Boeing 707. The number of limit and discrete unit load applications is varied for each model, depending on test load combination potential and amount of data that is required. Figure 10 compares the limit load tests performed for the Boeing 777 airplane. The 777 major tests will be used as an example to provide detail information on test methods.

N. Configuration

The static test airplane is structurally complete with no payload or systems installations except for the brackets that tie to the primary structure. The passenger floor installation is complete, primarily for ease of access. All potential cargo floor load carrying members, such as roller trays and shear decks, are installed. All wing control surfaces were installed on the left wing; the right wing consisted only of the wingbox and fixed leading edge. The horizontal stabilizer has typically been tested separately, as its three-point attach system (hinge fittings and jackscrew) allows for a simplified and more efficient separate test program. Separate static testing was performed on the nose and main landing gears, the horizontal stabilizer, Rolls-Royce strut, and inboard flap.

FAA conformity inspections for production hardware and test hardware installations that attach directly to the airplane are required, because this is a certification test. These inspections must be defined early in the program in order to be included into the airplane manufacturing plan.

O. Applied Loads

The 777 limit load static test program was composed of 14 major airplane load conditions, and two conditions run on the separate horizontal stabilizer. Test loads were established to produce shears, moments, and torsions that closely approximated the airplane design values. For certain test cases, several areas of the airplane were tested beyond limit load to meet or exceed shear and bending moment envelopes and still provide a balanced airplane condition. This allowed for a reduced number of test conditions. An ELFINI finite element analysis solution, using methods identical to the 777 certification analysis models, was generated for each test condition utilizing the load applied by test hardware fittings. This solution was used to generate stress, strain, load, and deflection predictions for the instrumentation setup chosen for each particular test condition.
P. Schedule

Static testing should be scheduled to allow for test documentation to be submitted prior to initial certification of a model. The critical tests include positive and negative maneuvers, lateral loads, proof pressure, and control surface, strut and stabilizer loads. The tests also satisfied Type Inspection Authorization (TIA) requirements. Issuance of the TIA cleared the way for certification flights to begin.

Q. Wing Destruct Testing

Following the completion of limit load static proof tests, the wing of the test airplane is typically tested beyond ultimate load until failure occurs. This provides data to determine potential wing growth for derivative models, as well as determining any non-linear effects, and verifying material allowable properties. For the 777, failure occurred at 103% of design ultimate load in the upper panels at approximately mid-span. Data from load actuators and strain gauges was monitored continuously at 100 scans per second, in order to pinpoint the exact loads and stresses at the moment of failure. The failure location, mode (compression buckling), and stress levels were as analytically predicted according to the wing finite element stress analysis, component testing, and other analysis. This was confirmed by high-speed video of both wings, as well as a post-test inspection and metallurgical analysis of the fracture area. The largest measured wing tip deflection was more than 24 feet (see Figure 11). In order to ensure a wing failure, forward and aft body moments were reduced to below limit load levels by reacting a large portion of the wing loads near the center section. Some local stringer reinforcements were added in the body center section to prevent potential body damage. All wing control surfaces were removed prior to the test. Wing destruct test results for previous Boeing commercial airplanes are shown in Figure 12.

<table>
<thead>
<tr>
<th>Airplane model</th>
<th>707 (KC135)</th>
<th>727</th>
<th>737</th>
<th>747</th>
<th>767</th>
<th>757</th>
<th>777</th>
</tr>
</thead>
<tbody>
<tr>
<td>% wing ultimate design load @ failure</td>
<td>110%</td>
<td>110%</td>
<td>106%</td>
<td>115%</td>
<td>99.4%</td>
<td>111%</td>
<td>103%</td>
</tr>
<tr>
<td>Failure location</td>
<td>Lower panel</td>
<td>Upper panel</td>
<td>Upper panel</td>
<td>Upper panel</td>
<td>No wing failure</td>
<td>Upper failsafe chord</td>
<td>Upper panel</td>
</tr>
</tbody>
</table>

* No wing failure; test terminated due to failure of non-representative body.

Figure 11. 777 Airplane static test

Figure 12. Full scale airplane static test results
VII. Airplane Fatigue Test

Full-scale fatigue testing of airplanes is a major part of Boeing structural performance data development. Next to monitoring in-service airplanes, this is the optimum method of obtaining fatigue data as it exposes a full-scale, three-dimensional, structurally complete airplane (Figure 13) to the operating loads that closely approximate those experienced by an airplane fleet. In addition to providing the validation of aircraft design concepts, full-scale fatigue testing is often used to identify any preventive maintenance actions for the fleet, if the fatigue testing is done at the time of certification of a new model of jet transport (which has primarily been the case). Full-scale fatigue testing to at least twice the design service objective is required for a new model. Significant test results are shared with the regulatory agencies on an informal basis.

The test objective is to lead the fleet in locating areas that might exhibit early fatigue problems. Fatigue testing also provides opportunities to develop and verify inspection, maintenance, and repair procedures. However, the test is not an alternative to inspections required by the maintenance program to ensure structural integrity over the life of an airplane in service. Separate testing is typically performed on the nose and main landing gears and gear support structure to establish life limits for continued airworthiness in accordance with FAA / JAA requirements. Environmental effects, such as corrosion and climate variables critical for composite structure, are typically accounted for in component rather than full-scale testing.

R. Past Models

Fatigue testing has been performed on every major commercial jet airplane model, starting with the 707, which was tested in a water tank for safety purposes. Figure 14 shows the Boeing airplane models, the minimum design service objective (DSO) in flight cycles, and the number of cycles achieved during full-scale fatigue testing. It may be seen from Figure 2 that full-scale testing is generally accomplished to twice the minimum 20-year DSO, with several exceptions. The first is the model 727, which was originally fatigue tested to its DSO of 60,000 flight cycles. In order to stay ahead of the fleet leaders in terms of flight cycles, an in-service 727 airplane with 47,000 accumulated flight cycles was acquired, and the fuselage was cyclic pressure tested for an additional 76,000 cycles. The second exception is the model 747, which was originally fatigue tested to the DSO of 20,000 flight cycles. As in the case of the 727, Boeing acquired a 747 airplane with 20,000 accumulated flight cycles and cyclic pressure tested the fuselage an additional 20,000 cycles. In addition, the fuselage sections 41 and 42 of the derivative model 747-400 were cyclic pressure tested to 60,000 cycles, representing three DSOs.
<table>
<thead>
<tr>
<th>Airplane</th>
<th>Minimum design service objectives</th>
<th>Fatigue test cycles</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>707</td>
<td>20,000</td>
<td>50,000</td>
<td>Fuselage Hydro-fatigue test</td>
</tr>
<tr>
<td>727</td>
<td>60,000</td>
<td>(a) 60,000</td>
<td>Complete airframe</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(b) 170,000</td>
<td>Complete fuselage 47,000 cycles in service, plus 123,000 pressure test cycles</td>
</tr>
<tr>
<td>737</td>
<td>75,000</td>
<td>(a) 150,000</td>
<td>Fuselage section/pressure and shear</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(b) 129,000</td>
<td>Complete aft fuselage 59,000 cycles in service, plus 70,000 pressure test cycles</td>
</tr>
<tr>
<td>747</td>
<td>20,000</td>
<td>(a) 20,000</td>
<td>Complete airframe</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(b) 40,000</td>
<td>Complete airframe 20,000 cycles in service, plus 20,000 pressure test cycles.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(c) 60,000</td>
<td>747-400 sections 41 and 42 pressure test cycles</td>
</tr>
<tr>
<td>757</td>
<td>50,000</td>
<td>100,000</td>
<td>Complete airframe</td>
</tr>
<tr>
<td>767</td>
<td>50,000</td>
<td>100,000</td>
<td>Complete airframe</td>
</tr>
<tr>
<td>777</td>
<td>44,000</td>
<td>120,000 plus 20,000 pressure cycles</td>
<td>Complete wing and fuselage airframe</td>
</tr>
</tbody>
</table>

Figure 14. Boeing Airplanes are Fatigue Tested Far Beyond Their Design Service Objectives

The 777 was the first full-scale test to be subjected to twice the airplane’s 30-year design service objective, as it completed a total of 120,000 cycles plus 20,000 pressure cycles. This extended testing also provided opportunities to extend the widespread fatigue damage and damage tolerance inspection thresholds, as well as to obtain data to economically operate an aging fleet. The 777 major fatigue test will be used as an example to provide detail information on test methods.

S. Applied Loads

Development of the 777 fatigue test loads spectrum, represented in Figure 15, was based on the concept of applying loads as realistically as possible, while conforming to time and economic constraints and test equipment limitations. Test loads were derived from the 777-200 short flight (1.5 hour) mission because this requires the maximum number of flight cycles (44,000 cycles for a 20-year design service objective). Actuator loads were calculated to produce shears, moments, torsions, and point loads equivalent to design values. Fatigue test loads are applied in blocks of 5,000 flights using five different flight types. These five flight types (A, B, C, D, and E) are composed of five alternating load levels (I, II, III, IV, and V) for load conditions simulating gust and maneuver type loadings. The A flight contains the highest loads but is applied only once per 5,000 flight block. The E flight has the smallest loads and is applied most frequently. Figure 16 shows the flight types, their frequencies of occurrence, and typical associated gust and maneuver levels for the 777 cruise segment. Figure 17 demonstrates the wing tip deflections for each of the flights. The combination of all of these applied flights statistically represents the desired
1.5-hour, in-service, short-haul mission. The 777 test consisted of 24 blocks of 5,000 flights. The A and B flights were specified within each block to aid in marker band identification for striation counts. The C, D, and E flights were located randomly in the flight blocks.

<table>
<thead>
<tr>
<th>Flight type</th>
<th>Flights/block</th>
<th>Control points</th>
<th>Actual time</th>
<th>Final climb</th>
<th>Cruise maneuver</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>1,834</td>
<td>49:02</td>
<td>+/- 27.96 fps</td>
<td>1 g +/- 0.652 g's</td>
</tr>
<tr>
<td>B</td>
<td>13</td>
<td>1,534</td>
<td>33:47</td>
<td>+/- 22.49 fps</td>
<td>1 g +/- 0.563 g's</td>
</tr>
<tr>
<td>C</td>
<td>215</td>
<td>760</td>
<td>14:33</td>
<td>+/- 13.56 fps</td>
<td>1 g +/- 0.400 g's</td>
</tr>
<tr>
<td>D</td>
<td>1,067</td>
<td>432</td>
<td>6:44</td>
<td>+/- 8.37 fps</td>
<td>1 g +/- 0.274 g's</td>
</tr>
<tr>
<td>E</td>
<td>3,704</td>
<td>220</td>
<td>2:02</td>
<td>+/- 5.78 fps</td>
<td>1 g +/- 0.186 g's</td>
</tr>
<tr>
<td></td>
<td>5,000 total</td>
<td>292 avg</td>
<td>3:40 avg</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 16. Fatigue test loads 5 x 5 spectrum statistics**

The procedures for this so-called 5×5 variable amplitude fatigue test spectrum were standardized for the full-scale testing of the 757 and 767. A total of 364 unique balanced airplane load conditions were developed and utilized for the five different flights. An internal loads solution and a special program template were generated to verify that test load damage and loads closely represented those used for design of the structure. In addition to flight loads, fuselage pressurization to 8.6 psi was accomplished for each flight cycle.

**T. Instrumentation**

Approximately 1,000 strain gauges and calibrated parts were monitored and recorded initially, and at the completion of each design service objective, to help identify any changes in stress levels resulting from potential airplane fatigue damage. Locations for instrumentation consisted primarily of anticipated hot-spots, as well as to verify proper load introductions. Correlation with analysis was done using the static test article, which had more than four times the number of strain gauges installed. Gauges were also added throughout the test in order to obtain detailed stress level information at areas where damage had occurred.
U. Inspection Procedures and Intervals

Inspection requirements for detection of potential fatigue damage were based on the structural inspection plan (SIPD) developed for the 777 fleet with customer airlines and regulatory agencies. The test inspection zones and methods agree with the SIPD. However, the inspection intervals and thresholds were extended and phased to maximize test efficiency. A bi-weekly inspection of critical fatigue areas, and areas where damage had already occurred, was also conducted. Some damage was monitored on a daily basis, to obtain crack growth information and protect the test article as required. Full airplane inspections, including all damage tolerance inspections, took place at the completion of each design service objective. This test provided an opportunity to verify the inspection methods, particularly non-destructive (NDI) methods, prior to them being required by the operators.

V. Data Collection for Damaged Structure

After discovery of damage on the test airplane, a thorough engineering review of the area was accomplished. Included was a review of strain gauge readings, a comparison of test loads versus design loads in the region, inspectability of the structure, consequence of part failure, a check of design loads not incorporated on the test, any special configuration differences to production airplanes, and a review of related problems in the existing Boeing fleet. As applicable, the Materials Technology group performed a lab analysis on the damaged part to verify and determine material properties, geometry, crack origins, and, if possible, striation counts to determine the number of cycles from crack origin to damage discovery.

Several options were available to disposition the damage on the test airplane. The crack could be left unrepaired and monitored at a frequent interval to obtain crack growth information and the effects of damage on the surrounding structure. This was done more frequently toward the end of the test. Strain gauges could be added to enhance the understanding of stress levels in the area. Simpler parts were often removed and replaced, in order to provide additional data. For complex damage, a repair drawing was prepared to specify airplane modifications. Removed parts, or pieces of damaged structure many times were given to the Materials group for evaluation. In some cases, a modified part was installed on the airplane to verify the redesign used for production changes or fleet rework action.

W. Design Change Policy

The process to determine incorporation requirements of production and/or fleet actions following the discovery of structural damage consists of three primary phases. The first is the engineering data collection as described above. Next is a statistical analysis to determine the actual test-demonstrated life of the part, and the anticipated amount of fleet damage. This is dependent on the number of cracked and uncracked similar details and the validity of the test loading in the particular region. Full-scale Boeing test reduction factors are used to accomplish this. Finally, an economic trade study to evaluate the costs of structural changes to the airplane is undertaken. This model determines the net present costs of releasing a design change, releasing a service bulletin, or making no change and repairing the fleet as required, according to the estimated amount of fleet damage. The object of this policy is to provide the Structures engineer with appropriate engineering as well as economic data to make a rational decision regarding rework of structural details that exhibit damage on the 777 major fatigue test.

The number of damage reports for each model, and the subsequent design changes, have decreased for each model (Figure 18), thereby demonstrating the benefit of incorporating lessons learned from the previous full-scale testing.

VIII. Horizontal Stabilizer Tests

Boeing tested the 777 horizontal stabilizer and elevators separately from the airplane because the attachment to the body is determinate. The test specimen was a structurally complete production article (Figure 19). The test plan
omitted nonstructural components and systems not essential to the structural performance or induced loading of the stabilizer.

The strakelet and tip fairings were not installed, and the elevator actuators were replaced by rigid links. The test specimen was fabricated by the same construction methods and governed by the same specification requirements as other production structure. Inspectors maintained FAA conformity on a majority of the parts during fabrication. Tests began in April 1994 and were complete in June 1995.

Engineers computed test loads for each static load condition to match the required shear, moment, and torsion values. These test loads were applied to the stabilizer using hydraulic actuators connected to attachment fittings, mounted on the stabilizer structure. The stabilizer was mounted in the test fixture at the pivot and jackscrew fittings, as it would be in an airplane. The test article was instrumented with strain gauges, electronic deflection indicators (EDI), and calibrated load-cells at selected locations. Instrumentation monitored structural responses and provided data for correlation to analytical predictions during all strain surveys. Testing was conducted outdoors at ambient conditions.

The test included three critical static load conditions: up, down, and unsymmetric bending. Figure 20 depicts the loading sequence. As in the preproduction test box, limit load strain survey results demonstrated the predictive capability of the FEA model. Calculations accurately predicted measured strains (Figure 21). Overall deflection along the span of the stabilizer correlated well (Figure 22). There were no signs of permanent deformation.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Load description</th>
<th>Sequence</th>
<th>Load description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Limit proof load</td>
<td>4</td>
<td>Strain survey</td>
</tr>
<tr>
<td></td>
<td>a. Up bending</td>
<td>5</td>
<td>Fatigue spectrum</td>
</tr>
<tr>
<td></td>
<td>b. Up bending/unsymmetric</td>
<td>6</td>
<td>Strain survey</td>
</tr>
<tr>
<td></td>
<td>c. Down bending</td>
<td>7</td>
<td>Ultimate load strain survey</td>
</tr>
<tr>
<td></td>
<td>d. Down bending/unsymmetric</td>
<td></td>
<td>a. Stall buffet</td>
</tr>
<tr>
<td></td>
<td>e. Stall buffet (unsymmetric)</td>
<td></td>
<td>b. Up bending</td>
</tr>
<tr>
<td>2</td>
<td>Strain survey</td>
<td>8</td>
<td>Destruction test - down bending</td>
</tr>
<tr>
<td></td>
<td>Fatigue spectrum</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 19. 777 Horizontal stabilizer test setup

Figure 20. 777 Horizontal stabilizer test sequence

Figure 21. 777 Horizontal stabilizer test, predicted versus actual strains

Figure 22. 777 Horizontal stabilizer test, predicted versus actual deflection
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Additional testing that was not required for certification included fatigue, ultimate load, and destruct testing. The horizontal stabilizer was subjected to 120,000 flights of spectrum fatigue loading to satisfy the program objectives. This test verified the fatigue characteristics of the metallic portion of the stabilizer. The preproduction test box described earlier verified the composite structure.

Ultimate load and destruct testing supplemented the data that was acquired as part of the certification program. The test team ran three load cases representative of up, down, and unsymmetric bending. The critical down bending load case became the destruct run. The test box was subjected to barely visible impact damage and loaded to failure. Engineers accurately identified the failure location and predicted the failure load within 3%. Final failure occurred above the required load level.

The 777 horizontal stabilizer test program met the following goals:
- Verified compliance with FAR/JAR 25.305 and 25.307. The test article sustained limit load for critical conditions without permanent deformation.
- Verified predictive capability of analysis methods coupled with subcomponent tests. Strains and deflections closely matched the analysis.
- Verified the design service goals of the 777 horizontal stabilizer.
- Verified the absence of widespread damage due to fatigue.

IX. Vertical Stabilizer Test

Boeing tested the 777 vertical stabilizer, including the rudder, as part of the airplane full-scale test (Figure 23). Again, the purpose was to show limit load capability and verify the accuracy of analytically calculated strains and deflections. Tests began in June 1994 as part of the full-scale airplane test and were completed in April 1995. Boeing used a second airplane with vertical stabilizer and rudder in the major fatigue test, which began in January 1995.

The static test article was the second production airplane built. The aft portion of the aircraft was structurally complete except for nonstructural components and systems; the horizontal stabilizer was replaced by a load fixture attached at the pivot bulkhead and jackscrew attachment. The leading edge and tip were not installed on the vertical stabilizer, and the rudder actuators were replaced by rigid links.

As described for the horizontal stabilizer test, engineers computed loads for critical cases, based on the external load conditions, and applied them through a series of actuators, fixtures, and pads. The test article contained a full set of instrumentation to monitor behavior and collect data for comparison with the analysis. Testing was conducted indoors at ambient conditions.

Three critical conditions tested included maximum bending (engine-out), maximum torsion (hinge moment), and maximum shear (lateral gust). Technicians applied other test conditions as part of the overall airplane test sequence, which were not critical for the vertical stabilizer. In comparison with the analysis, measured strains were accurately predicted (Figure 24).

A completely separate test using another production airframe verified the fatigue behavior of the 777. This test subjected the vertical stabilizer and rudder to 120,000 flights of spectrum fatigue loading. The 777 vertical stabilizer test program exceeded the same goals as described for the horizontal stabilizer test.
X.  Distributed Certification

The plan for partner/supplier engagement in new airplane development, such as the 787 Dreamliner, will result in more delegated authority for those partners and suppliers than historical programs. The new airplane plan will have partners and suppliers engaged earlier than previous programs. These partners and suppliers will be a combination of domestic and international companies and have access to certification offices and agencies potentially far removed from the Seattle office. These partners and suppliers will be engaged in and have responsibility for necessary technology development and subsequently be responsible for design definition and hardware production of their particular component. Boeing will provide for proper integration and consistency across the airframe by the requirements that are defined and levied on the partners. Depending on the degree of delegation, the partners will then execute their work statement with a greater degree of autonomy and authority than granted on previous programs. For example, a partner that has previously displayed a high degree of expertise and competence in a design development and engineering release process might be controlled by requirements defined at a relatively high level. These requirements would ensure that the partner component would integrate properly and be consistent with the rest of the airframe but would not control the details of execution. That partner could define requirements in addition to the FARs that they deem appropriate; use their own design criteria, tools, and processes; select materials from their knowledge and experience base; release and approve the engineering through their own local system; maintain the engineering data; and sustain the product. The ultimate vision of delegation would have that partner certify that hardware through the most proximate (domestic or foreign) certification agency or office. A partner with less delegation authority would have a more complete requirement set to meet. The future airplane models will have a large diversified partner and supplier base that will have many and varying levels of delegation authority. The details and processes of an efficient, integrated certification plan must be defined to enable this global engineering and certification working model. These details and processes must also recognize and account for Boeing working toward receiving Organization Designated Authorization (ODA).

XI. Summary

Design and analysis of structure must be validated per Boeing and regulatory requirements. All requirements are satisfied by analysis, and tests are run to validate the analysis of new or modified structure with different material or geometry. Considerable experience and judgment are required to determine the number and types of tests on a new or derivative program. Analytical structural models are generally based on those methods previously validated on successful existing aircraft, including correlation with static test and flight loads or strain surveys. Aspects of the models are further verified by ground vibration tests, engine blade-loss tests, and component structural tests. In the event that new analytical methods are introduced on a program, validation can be achieved through their application on a previous airplane and the subsequent correlation of results with those achieved earlier by using the original analysis method. Certification agencies, on the basis of FAR/JAR 25.307, 25.301, and 25.305, often require that analytical predictions be corroborated by comparison with static test and/or flight test results.
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Consistent Structural Integrity in Preliminary Design Using Experimentally Validated Analysis
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Coupling analytical methods to experimental results forms the basis of consistent structural integrity by analysis. By establishing repeatable statistical variance from building block test data for unique failure modes, it is possible to identify correlation factors (CFs) that account not only for analysis inaccuracy, but also observed scatter in test results. Industry accepted failure analysis predictions then can be used to design more robustly and to avoid unanticipated design flaws discovered in final design, or worse yet lead to part failure. The CFs can be used to adjust the individual margins-of-safety to produce more consistent structural integrity in the design and dependability in weight predictions of an aerospace vehicle. Such a capability is most useful during preliminary design where 80\% of the design decisions carry forward, including the uninformed ones that bring with them undesirable difficulties of meeting weight goals, passing structural testing on the first try, and costly certification. The presented approach has been implemented in the HyperSizer\textsuperscript{®} automated design tool that results in significant design cycle time reduction with the ability to analyze orders of magnitude more design configurations. Substantial risk reduction in final design is achieved from the integration and use of correlated, higher fidelity tools earlier in the design process. Presented are summary results from a recent Long Range Strike Aircraft preliminary design that compares the traditional, zero-margin for all failure modes approach, vs. the presented approach that achieves the same \% reliability for all potential failure modes. Included are identified areas of the vehicle sized the traditional zero-margin method that results in an unexpected and unacceptable low reliability even though it is 9\% heavier than reliability based sizing.

1 Introduction

Full scale airframe testing costs and schedule delays prohibit experimental validation of all but a few potential failure modes for a limited number of load cases. For this reason industry relies more on analysis for cost effectively identifying potential failure modes for all load cases. As a result, most structural integrity supporting evidence is provided not by test data, but rather by extensive “strength calculation”, or “stress analysis,” terms that are synonymous with analytical modeling. Analytical modeling of structures means the capability to predict 1) internal load distributions 2) the resulting detail stresses and strains, and 3) failure. Qualification of structural integrity requires all three of these analytical capabilities. However, this paper maintains that current aircraft designs are suffering from inconsistent structural integrity that is prevalent throughout a project’s analysis maturity. Four primary inconsistencies practiced in aerospace structural analysis are identified. Presented are proposed solutions for these inconsistencies and results from software implementation and application to a real world example.
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In contrast to full scale production airframe testing, tests of individual airframe features are more cost effective, particularly when their costs can be shared by reuse of the resulting non-restricted data for many aircraft programs. In fact, the data found to be most useful is indeed for small structural components such as material coupons, panels, and joints that are tested individually in well controlled environments of precise loadings and boundary conditions and that are setup to investigate a particular failure response. Additionally, these types of tests can be affordably repeated to generate multiple, statistical relevant test data and produce valuable "building-block" data.

By establishing repeatability from building-block test data for unique failure modes, it is possible to identify correlation factors (CFs) that account not only for analysis inaccuracy, but also observed scatter in test results. Correlating analytical methods to experimental building block test data forms the basis of consistent structural integrity by analysis. Therefore, industry accepted failure analysis methods then can be used to design more robustly and to avoid unanticipated design flaws discovered in final design, or worse yet lead to in-service part failure. The CFs can be used to adjust individual margins-of-safety to produce more consistent structural integrity in the design and dependability in analysis of an aerospace vehicle. Such a capability is most useful during preliminary design where 80% of the design decisions carry forward, including the uninformed ones that bring with them undesirable difficulties of meeting weight goals, passing structural testing on the first try, and costly certification.

The presented test data CF approach has been implemented in the HyperSizer® commercial automated analysis and design tool that results in significant design cycle time reduction with the ability to analyze orders of magnitude more design configurations. Substantial risk reduction in final design is achieved from the integration and use of correlated, higher fidelity analyses earlier in the design process. Correlation factors are established based on available, non-proprietary test data, from sources such as NASA. Presented are summary results from a recent Air Force, Long Range Strike Aircraft preliminary design that compares the traditional, zero margin-of-safety for all failure modes approach, vs. the presented ‘test data driven’ approach that achieves higher reliability for all potential failure modes. Included are identified areas of the vehicle sized using the traditional zero-margin method that results in an unexpected and unacceptable low reliability, even though it is 9% heavier than the new reliability sized design. The presented ‘test data driven’ reliability approach as implemented in HyperSizer conclusively provides: 1) substantial weight savings, 2) consistent structural integrity, 3) higher reliability/safety, and 4) convincing rational to certification authorities of airframe structural airworthiness.

2 Consistent Structural Integrity

2.1 Problem: More test failures in last 25 years than in previous 50 years

Fig. 1 provides a relative score of how well aerospace is doing at predicting structural integrity [1]. The blue curve represents test predictions performed with modern analytical modeling approaches such as FEA. As compared to the red line, which represents pre 1976 aircraft test failures, this implies more erroneous predictions than in the past. Added to the original plot are green and purple curves. The green vertical line at 150% represents a perceived desired result. But considering statistics, we know this is not obtainable. Therefore, if failures are not to occur before 150%, then the necessary percent failures would follow a statistical distribution similar to that represented with the purple dotted curve.
The obvious question Fig. 1 poses is why structural integrity has not improved in modern times since computing hardware and analytical modeling techniques have improved and are available and applied on a production basis. There are several plausible reasons for this increase in aircraft failure before reaching required ultimate load. The first may appear due to FEA in general in that the FEM is not more accurately capturing structural response of airframe structures. However, though improvements are necessary and will occur over time, it is held that state of the art FEA used in industry is accurately computing running “load paths” throughout the skin panels and internal substructure of airframes. The cause for less accurate pretest predictions may be attributed to three reasons. The first is improperly applied failure analysis predictions. The observed analytical modeling downfall is likely due to over reliance on FEA modeling for detail analysis where specialized analysis tools are more robustly suited for failure prediction. Specialized analysis tools perform better than detailed FEA for failure prediction because they are designed specifically to represent a given phenomena including its innate boundary conditions and also because they are correlated to extensive testing to achieve required validation.

A second possible reason more test failures have occurred in the last quarter century is because the FEA computed internal loads though far more accurate, are also less conservative in their magnitudes. As a result, there is less room for error in failure predictions in a test environment where the applied load is explicitly known, and therefore the internal loads predicted are very accurately quantified without built-in conservatism. It is statistically meaningful to note that with the more accurate internal load predictionss of the last quarter century, there are 50% failures at the ultimate design load of 150% limit load, noted with the orange circle in Fig. 1. This is expected when industry designs to 150% limit load (DLL), which is analogous to a 50/50 chance of a coin flip. If our goal is to avoid test failure at 150% DLL then we must design considering a statistical distribution as indicated with the purple curve of Fig. 1.

The application of validated tools by the aerospace engineering community is based on the traditional zero-margin-of-safety analysis approach, which relies on the use of an historical 1.5 ultimate load factor for necessary conservatism and confidence. In other words, airframe structure is designed to fictitious ultimate loads which are simply the actual worse case expected loads (called limit loads) increased by
50%. The third and most important reason test failures occur is that one constant load factor, applied to all potential failure modes, is not possible to raise all deterministic failure analyses to the same level of safety. Though providing substantial margin for analysis error, some failures to certain load combinations are not predictable to within 50%. Meaning that 150% DLL is not sufficient for some failure modes, and too conservative for others.

Described in this paper is a design sizing and analysis process, based on building-block test data that brings all applied failure mode analyses to the same reliability. Incorporating this recommended approach, as implemented in HyperSizer, will lead to more consistent structural integrity in airframes and thus contribute to more successful test programs in the future.

2.1.1 Inconsistency of deterministic failure analyses

An aerospace stress analyst spends more time and effort in predicting failure and writing the margin-of-safety stress report than any other activity. This is because failure prediction is the area of most uncertainty and much effort is expended in trying to definitively quantify it. The problem is: failure cannot be deterministically predicted, because failure is not deterministic. The issue is how to handle scatter in experimental testing of observed failure while assigning a deterministic margin to it.

![Test Data Scatter](image)

**Fig. 2.** Top half of a composite material failure envelope from the World Wide Failure Exercises (WWFE) Case #2. The vertical axis of pure shear shows approximately a 90% difference in test data scatter for failure stress. Analysis inaccuracy is worst for quadratic failure theory Tsai-Wu for the ply tension quadrant, and worse for max strain, max stress, and LaRC03 for ply compression failure quadrant. All failure criteria are calibrated to the three anchor points (noted as green diamond symbol) of pure tension, shear, and compression.

As an example, Fig. 2 illustrates scatter for test results from the World Wide Failure Exercises (WWFE) Case #2 [2,3]. The test is for a composite laminate material subjected to a combination of tension/compression membrane and in-plane shear loads. Only the top half of the composite material
failure envelope is shown, meaning tests were assumed not necessary for negative values of shear. This laminate is unidirectional exhibiting no progressive post 1st ply failure strength. The computed failure envelopes of seven composite failure theories are superimposed on the test data. All seven failure criteria are calibrated to the three anchor points of pure fiber tension, fiber compression, and ply shear. Even still, for combined bi-axial loads, large variations in predicted strengths are computed with the different theories, with none of them matching all test data. And the test data itself exhibits substantial scatter at all three anchor points, particularly for pure shear ($\sigma_{12}$), where approximately a 90% difference is reported.

The typical way to address analysis inaccuracy and test failure scatter is to define a knockdown to theoretical load. However, the knockdown is a single value that does not provide insight into each failure theories’ intrinsic level of uncertainty, as illustrated again for buckling shown next.

### 2.1.2 Inconsistency of the typical one knockdown approach

Fig. 3 shows cylindrical panel buckling test data as points. Each test data point is normalized against its theoretical value (vertical axis). The horizontal axis represents decreasing theoretical accuracy as the radius/shell thickness ($r/t$) ratio increases. Fig. 3 is related to the NASA SP8007 report [4]. Note the large discrepancy between theory (red line) and test results, i.e. inaccuracy of theoretical. The design recommendation is an established knockdown defined as an equation that includes the $r/t$ ratio. So regardless if the knockdown is expressed as a single value or as a curve fit equation, the NASA one knockdown approach defines a once-and–for-all acceptable limit of risk.

Other curve fit equations, such as the blue and green curves can be defined based on a function of selected parameters. Even though the knockdown (black curve) is somewhat dynamic based on changing variables, in this case the $r/t$ ratio, the first shortcoming with this traditional approach is that the acceptable level of risk (black curve) is “cast-in-stone” when first defined, and for the most part unchanging as more test data becomes available. In fact, the actual comparison is rarely known by the practicing engineer.

A second shortcoming is the acceptable level of risk defined originally may not meet the reliability requirement of your particular design (shown as green
dashed-curve). A program manager should be able to choose required knockdown/reliability for each design project. Furthermore, insight and flexibility should be provided to bring each analysis failure mode to a consistent value.

The **third shortcoming**, which also relates directly to the goal of efficient structural certification using analysis, is that with a single knockdown that takes the theoretical value (shown as red line) down to an allowable design-to value, does not provide nor expose any knowledge of an average or expected typical failure load, represented with a blue curve. So unlike being able to use “typical” material properties for test predictions, the user is left to perform test correlations using a “design-to” failure analysis allowable, which should for almost all cases significantly under predict, and be very conservative to test results.

As a note, the NASA knockdown, black curve, is approximately a 90% reliability against failure and is combined with a 1.5 ultimate load factor to achieve considerable conservatism (safety).

**2.1.3 Inconsistency of the zero margin-of-safety approach**

It is not possible to achieve consistent structural integrity simply by requiring all failure modes to have a positive (but close to zero) margin-of-safety as in the current industry process of design and analysis. This is because there are different levels of inaccuracy for different failure modes. Additionally, different failure modes exhibit different levels of measured scatter in test results. For example, Classical Lamination Theory (CLT) is very reliable in predicting in-plane strains, but less reliable for predicting failure for off-axis laminates. Predicting the post-buckled response of a large shear web and the internal strains is a bit less accurate. If one then extracts edge forces to compute bolted joint margins then the reliability is further eroded. Finally, if one desires to predict the post-impact damage response, the confidence in the prediction is almost zero. Clearly if each of these analysis types quantify a zero margin, then there is a veritable safety inconsistency of the structural integrity. For this reason, each failure mode should be targeted to a different required margin based on its unique uncertainty. Such an approach is the first phase of implementing consistency in analysis accuracy. Industry movement in this direction, which has been slow, can be acknowledged with just a few examples. For instance, it is customary for aircraft programs to specify a required MS=.25 for joint strength analysis, especially when the joint is bonded composite [5, 6].

Fig. 4 portrays this concept graphically. If we performed many analyses with high fidelity analysis codes, we would expect some analyses to closely match test results, in terms of this analogy, the analysis predictions fall tightly within the target circle. However, even high fidelity analyses are likely to miss the target all together for some cases, and perhaps even outside the larger diameter dashed circle which represents the safety of an additional 1.5 ultimate load factor.

By including probabilistic methods (PM), analysis predictions can reliably be centered together. By the use of correlation factors (CF) these predictions can then be accurately calibrated to test results. Such an approach would neither target a zero margin-of-safety nor use a 1.5 ultimate load factor.

**2.1.4 Inconsistency of the 1.5 ultimate load approach to safety**

It is not possible to achieve consistent structural integrity simply by using a constant load amplification factor to all of the failure mode analyses. The misconception is that all failure analyses are raised to the same level of safety. Each failure mode has its own unique uncertainty, so that by designing to a 50% higher load, 1.5 Design Limit Load (1.5 DLL), many failure predictions are extremely conservative while others don’t meet the level of safety required. This line of reasoning suggests that since the design-to load is 1.5 DLL (a 1.5 ultimate load factor), test articles, statistically speaking, should rarely fail at loads close to 1.5 DLL. If they did, then contrary to expectation, it should indicate less confidence in the analysis.
Over the years industry has adopted in a limited way, the use of other load factors for particular strength checks. It has been a long standing requirement that pressure vessels be designed to a burst proof pressure test load of 2.0 times the operating in-service pressure. [5]

The solution to the first four inconsistencies is addressed with a new “test data driven reliability” approach. [7,8,9] covers this subject in detail. As depicted in Fig. 4, essentially two correlation factors are defined to first bring the analysis predictions within a circle, and second to calibrate them to test values.

2.2 Specific Recommendation: Implement higher fidelity analysis tools and reliability in preliminary design

Over the years as vehicle performance expectations and mission demands increase, aircraft designs tend to be lighter and do more with less material. Additionally, due to economic drivers, the industry attempts to accomplish more analyses per engineer, perhaps causing important details to be overlooked. To better prepare for these possibilities, this recommendation is to implement the use of more accurate and comprehensive analyses during the conceptual and preliminary design (PD) phases [9]. The purpose of which is to design-in reliability and robustness, instead of trying to analyze-in margin with extremely advanced analyses after the design is set. Fig. 5 illustrates a cause and effect diagram which identifies a way this could be accomplished in three areas. These areas are described next.

Reliability Determined Statistically for FEA Computed Design-To Loads. Red items in Fig. 5 address the generation of FEA computed internal loads. The issue is related to what are the “design-to” loads? The answer is to adopt a statistically based approach for determining their values from the thousands of load cases.

Reliability Designed-In Using Robust Optimization. Yellow items address sizing optimization of the structure. A primary concept is to use nearly all of the available analyses during sizing optimization so
that no new failure mode surprises will occur when going to the final analysis. Another primary concept is to minimize design variable sensitivities and find commonality in optimum design variables from multiple optimized solutions.

**Reliability Quantified Using Probabilistic Methods.** Blue items cover the final analysis and margin-of-safety reporting. A key objective is achieving a building block validation and verification (V&V) documented process for analytical modeling. Without such documentation the product customer will not have the basis available for certifying the methods used. To address human error, checks would be applied to each input value that would define an envelope of applicable lower and upper bounds for given analysis methods. Such checks would also catch and filter out inappropriate variable combinations generated by automated optimization.
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**Fig. 5.** Cause and effect of using building-block, test data correlated analyses early in design. An important concept of this process is consistent structural integrity starts with design-by-analysis, where reliability is designed-in, and not attempted to be analyzed-in.
3 Use two correlation factors for each failure mode to analyze to the same level of reliability

Test data can be presented in the form of an histogram, Fig. 6, where the height of the vertical bars quantify the frequency of occurrence of test scatter. This histogram is normalized by the mean of the test data collection. The horizontal distance of a vertical bar from the mean is noted in terms of the statistical standard deviation, \( \sigma \). Therefore, a normal distribution has the highest frequency near the mean with the left and right halves dropping off into tails forming a “bell shaped curve.” Such a curve is also known statistically as a probability density function (PDF). The equation for the graph of a normal distribution is:

\[
    f(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-(x-\mu)^2/(2\sigma^2)}
\]

where the equation is defined with two inputs, the mean (\(\mu\)) and the standard deviation, (\(\sigma\)). This equation is used by HyperSizer to superimpose the curve on top of interactive histogram plots that follow. The benefit of representing test results as a histogram, or PDF, is that it provides a universal way to compare the relative accuracies of different failure analyses and associated test results that are graphed using various parameters.

A PDF signature derived from test data can be used for accurate prediction of mean (\(\mu\)) failure load, and choosing the level of risk. This is accomplished with two factors. The first factor mentioned above, \( \gamma_\mu \) (abbreviated to \( \mu \)) for analysis uncertainties is used to calibrate theoretical solutions to typical measured test values. The calibration is usually a reduction of the theoretical as indicated by the arrow moving to the left. The second factor, coefficient of experimental failure load variation, \( \gamma_\eta \) (abbreviated to \( \eta \)) for
specific failure mode test data scatter repeatability is a measure of the variance (statistical deviation) of the test results. The coefficient of variation, \( \eta \), is defined as

\[
\eta = \frac{\sigma}{\mu}
\]

which is a normalized standard deviation. As shown in Fig. 6, the theoretical value (red line) can be scaled by \( \gamma_\mu \) to establish a predicted failure load (blue dashed line), then the user selects a desired level of reliability. The “K” value, from Table 4, represents a specific reliability percentage (i.e. 99.9%) and is used to scale \( \gamma_\eta \), the coefficient of experimental failure load variation to define an appropriate design-to-allowable load (green line). Thus, a specific PDF signature for a given structure and loading type permits more reliable prediction of both expected failure load and allowable load.

There are many specific benefits derived from implementing two correlation factors per failure mode.

- Each failure mode, after individually being correlated to test data, can now be adjusted “on-the-fly” to provide across the board consistent reliability and safety
- Predicted failure load can be distinguished from design allowable load at any given time and made available to the engineering community at large
- The PDF is a universal way to be able to represent all failure mode test correlations
- Comparison to test data is widely available or known by the practicing engineer
- As more data becomes available, there is a readily available means to reevaluate correlations and to assign risk appropriately to meet missions and customers preferences

**Fig. 6. Application of the probability density function (PDF) for determining desired reliability (allowable load).**
4 An Example Failure Analysis represented with correlation factors

4.1 WWFE Case 1 with 19 test data

A typical failure envelope for a composite material has four quadrants representing the four possibilities of compression-tension biaxial loading. As a way of introduction, however, we start with Case 1 of the WWFE that only shows two quadrants of the failure envelope - meaning no distinction between positive/negative shear. The calculated failure envelopes generated for that material system and loading is illustrated in Fig. 7, along with test data shown as blue circles. The discrepancy between the test data and the failure envelopes shows the analysis inaccuracies of many leading composite failure theories. We see that the Max Strain and Max Stress failure theories do not appear to be capturing the measured biaxial loading strength behavior. Both Tsai-Hahn and LaRC03 appear to do quite well, particularly in the first quadrant of tension transverse stress combined with in-plane shear stress. LaRC03 failure theory seems to be tracking well an apparent linear relationship in the compressive/in-plane shear quadrant. However, by doing so, it appears to be overshooting failures that are best captured with Tsai-Hahn interaction criteria. However the one data point not being predicted by Tsai-Hahn is captured by LaRC03.

While some criteria match test data better than others, all failure theories exhibit inaccuracies, as illustrated by their calculated failure envelopes. Even if there was a perfect criterion, there always exists natural scatter in observed strengths. Referring back to Figs 2 and 7, as indicated with the blue filled circles, there exist large variations in test measured strengths for pristine laminates. All of the reported test cases of WWFE and those collected by the authors show a great amount of test data scatter in

\[ \sigma_{yy} \text{ (psi)} \]

\[ \tau_{xy} \text{ (psi)} \]

Fig. 7. HyperSizer generated failure envelopes for WWFE Case 1, biaxial $\sigma_{yy}-\tau_{xy}$ of 0° E-glass/LY556 lamina. 19 Test data shown as filled blue circles. These plots use unidirectional strengths based on test results.
measured strengths. It is for this reason that the CF approach provides significant benefit to establishing consistent structural integrity and the means to move toward more consistent structural integrity.

Test data entered, and histograms and PDFs generated
Fig. 8 and Fig. 9 show histograms for the 19 test values of WWFE Case 1. Three different failure theories are included: Tsai-Hahn, LaRC03, and Max Strain since it is the most frequently used in industry. Tsai-Hahn and LaRC03 show the 19 values in one histogram, where as for Max Strain, two histograms are shown: one for the condition where strain 2 (transverse to the fiber) controls and one for the condition where max strain 12 (in-plane shear) controls. For these combinations of stresses, a matrix cracking criteria controls for LaRC03 in all 19 tests.

Failure theories compared for case 1
The four histograms, displayed side-by-side, give a statistical indication of the relative accuracy of the different failure theories. In general we see that Tsai-Hahn and LaRC03 do considerably better than Max Strain. Also note that Tsai-Hahn does exceptionally well for Case 1, as it also did for the entire collection of test data. Again, its histogram illustrates the ratio of failure load to failure prediction =1.012 which is very close to 1.0 and its standard deviation is small (1.012-0.933 = 0.079) meaning the test data is relatively tight without much scatter. Each dashed vertical bar, starting from left to right represents 3σ, 2σ, and 1σ standard deviations. In contrast to the accuracy of Tsai-Hahn, Max Strain is less accurate. For instance, Max Strain 12 shows a ratio of failure load to failure prediction =1.072 which is not that bad, however more importantly, its standard deviation is quite large (1.072-0.829 = 0.243). This will cause this failure theory’s theoretical prediction to be heavily knocked down to achieve equal reliability as other failure theories. Finally, since the ratio of failure load to failure prediction, and standard deviation are slightly smaller for Tsai-Hahn, the histograms quantify what is observed in the graphical failure envelopes of Fig. 7, and that is it matches test data slightly better than LaRC03.

Two step process for defining correlations factors
After statistically quantifying analysis inaccuracy and scatter in measured tests, the next step is to establish proper CFs for a particular correlation category. The entire process is performed in two steps. The first step is to collect test data and make comparisons directly between theoretical and test data. In fact, Fig. 8 and Fig. 9 are histograms of this first step. They are untouched theoretical failure predictions against experimentally measured failure loads.

The second step is to define the CFs and then rerun HyperSizer (using the new reliability analysis) for all the components that comprise the 19 test data points. The CFs are established by using the inaccuracy of the theoretical and standard deviation of the test scatter. Using max strain 2 as an example, from Fig. 9 we see that T=P=0.9422. The horizontal axis (failure load/HyperSizer predicted) means that HyperSizer is theoretically over predicting failure. We need to knockdown the theoretical by 0.9422. This value is placed into the user input box for µ, Fig. 11. The CF η is entered into the user input box as well. η is calculated as:

\[
\eta = \frac{\sigma}{\mu} = \frac{(0.9422 - 0.616)}{3} \left( \frac{1}{0.9422} \right) = 0.115
\]

Fig. 10 and Fig. 11 are histograms made after the second step. They show us how well HyperSizer is now predicting average failure. After running HyperSizer with the CFs for the 19 tests, the histograms of Figs. 10 and 11 should show P=1.0, or very close due to round off. A P=1.0 means that we can now predict average failure load. Fig. 11 for Max Strain 2 now shows theoretical to be 1.061 higher than the calibrated predicted failure load (T=1.061=1/0.942). Since this is one material system, the material characterization and calibration of correlation factors is based on in-situ properties from the tests. One of the more important in-situ data is for the shear allowable, Fsu. These issues are covered in detail in [9, Volume III].
Fig. 8. For WWFE Case 1, biaxial $\sigma_y - \tau_{xy}$ failure envelopes of 0° E-glass/LY556 lamina. Composite Failure Theories: Tsai-Hahn on the left, LaRC03 Matrix Cracking on the right.

Fig. 9. For WWFE Case 1, biaxial $\sigma_y - \tau_{xy}$ failure envelopes. Max Strain Failure Theory: Max strain 2 direction on the left, Max strain 12 direction on the right.
Fig. 10. After applying correlation factors for WWFE Case 1, biaxial $\sigma_y - \tau_{xy}$ failure envelopes of $0^\circ$ E-glass/LY556 lamina. Tsai-Hahn on the left, LaRC03 Matrix Cracking on the right.

Fig. 11. After applying correlation factors for WWFE Case 1, biaxial $\sigma_y - \tau_{xy}$ failure envelopes. Max Strain Failure Theory: Max strain 2 direction on the left, Max strain 12 direction on the right.
4.2 As an example, actual Tsai-Hahn correlations to 130 tests

Above we described the process for inputting test data and displaying it as a histogram. Here we continue discussion of that process by giving more detail into the source of the data and by showing the final histogram generated after running HyperSizer on all 130 applicable tests with the Tsai-Hahn specific CFs.

Included in the 130 test correlations for composite laminate strength are all of the unidirectional and \([\pm 0] \) failure envelope test cases (cases 1, 2, and 3) from the World Wide Failure Exercises (WWFE), two additional failure envelope unidirectional cases (cases 8 and 9) from other publications, and case 10, a \([\pm \theta] \) layup case of AS4/3502 material reported by [10,11]. Failure of a laminate comprised of unidirectional or \([\pm 0] \) layups occurs at first ply failure. Strength allowables presented here are based on damage initiation and not ultimate laminate strength which can be predicted using progressive failure techniques. The cases not included from WWFE involve progressive failure. Correlations to these progressive failure test data will come later. As a final point, the composite strengths are for pristine laminates, that is without damage. For an airframe design, damage tolerance and survivability allowables would be established and used as additional limiting strength requirements.

![Test Data Correlation](image)

**Fig. 12, A HyperSizer representative histogram plot of 130 test data points, before correlation. These are untouched, theoretical comparisons to tests. Tsai-Hahn theory matches test very well.**

Shown in Fig. 12 is a histogram generated by HyperSizer that plots the statistical distribution of the 130 test failures normalized by predicted failures. The histogram is used to determine the proper correlation factors (CFs) for a given correlation category: in this case “Composite Strength, Tsai-Hahn.” The height of the vertical bars indicates frequency of occurrence and to some degree a normal distribution. More importantly, the histogram illustrates the ratio of failure load to failure prediction is very close to 1.0 for the Tsai-Hahn failure theory and the standard deviation is small meaning the data is relatively tight without much scatter.

5 Two correlation factor values established from test for each failure analysis mode

The previous sections introduced concepts that form the basis of test data driven reliability. This section defines the actual PDF’s and CF’s defined from all available test data for the following general failure
modes: composite material strength, composite panel buckling, composite bonded linear and non-linear joint strength, and honeycomb sandwich composite facesheet wrinkling.

Fig. 13, Normalizing to theoretical. The relative inaccuracies of the theoretical analysis and their relative scatter from experimental measurements. Wrinkling has the worst inaccuracy and Tsai-Hahn the best accuracy. Tsai-Hahn and surprisingly Bonded Joint Delamination can be more confidently used due to its narrower PDF and therefore will have less knockdown for a given reliability.

Fig. 14, Normalization to predicted. The PDF signatures of the five different specific failure modes. Only the relative shape (flat vs. narrow) of the PDF curve will change results when using different % reliabilities.
Fig. 13 graphically depicts the PDF curves and their relative inaccuracies and test data scatter normalized by (experiment data/theoretical calculation) which is depicted as a dashed (experimental/theoretical) line. Analysis PDFs that fall left of the dashed line unconservatively predict failure loads higher than experiments. These methods include panel buckling (blue curve) and honeycomb wrinkling (green curve). These theoretical analysis predictions need to be knocked down before using as design allowables. Wrinkling, shown in green has the worst inaccuracy (noted with the smallest $\mu$ value) as it is the farthest away from the vertical dashed line. Since the wrinkling PDF is left of the vertical dashed line, it over predicts strength by a ratio of $1/0.59 = 1.695$.

Fig. 14 graphically depicts the same PDF curves but normalized this time by (experiment data/predicted) by use of the analysis inaccuracy correlation factor, $\mu$. Once the analysis inaccuracy is accounted, then the natural scatter in failure load is quantified with the correlation factor, $\eta$. Failure modes that fall within a tighter, narrower band can be more confidently used with a smaller knockdown to obtain the same given reliability.

For bonded composite joints, there are two primary strength failures: delamination and fracture. For both of these failures, two types of analyses are performed: linear and non-linear, Fig 15.

![Probability Density Functions](image)

**Fig. 15, Application of the (PDF) for determining desired reliability for composite bonded joints (allowable load).** As expected, the theoretical predictions are more accurate when non-linear analyses are used, as indicated by the PDF’s being closer centered to the test mean.

Figs 16 and 17 display all PDFs for all failure analyses that are derived from test data.
Fig. 16, HyperSizer current analysis PDFs that have test data (normalized to predicted)

Fig. 17, HyperSizer current analysis PDFs that have test data (normalized to theoretical)
6 Airframe Preliminary Design Example; Air Force Long Range Strike Aircraft (LRSA)

In this example of an actual preliminary design performed in 2003, [9], the relative difference in predicted weights and controlling failure modes is quantified between two approaches: the traditional zero-margin approach, and the % reliability approach. Thus this full vehicle example is presented to bridge the traditional approach to the new. The traditional approach is based on a limit load factor of 1.0, an ultimate load factor of 1.5, and with all of the failure modes being analyzed deterministically to the same 0.0 margin-of-safety. To be considered passing, the new approach assigns, in effect, a different required margin-of-safety for each failure mode. Each failure mode’s required margin is based on achieving the same % reliability against failure. In this way, consistency is achieved in that all failure modes are targeted to the same chosen level of structural integrity.

First, a study is presented that shows the weight increase as the chosen % reliability goes up from 1σ (84.1%), 2σ (97.7%), 3σ (99.9%). Second, a study is presented that identifies areas of the vehicle sized the traditional zero-margin method that results in an unexpected and unacceptable low reliability. In this study, it is also shown that the traditional zero-margin approach sizes the vehicle weight to be 11% heavier than the reliability approach using 2σ (97.7%), and 8% heavier at 99.0%.

6.1 An Automated Analysis and Sizing Tool
The HyperSizer automated structural analysis and sizing optimization commercial software was used to perform the analysis and preliminary design. There are four primary steps followed in this process.

1. Couple to FEA for Internal Loads
2. Generate Well Defined Equivalent Stiffness Terms for FEM Update
3. Perform Traditional Closed Form and Modern Numerical Analyses
4. Size for Optimum Light Weight Structure Based on Positive Margins for all Failure Modes

6.1.1 Failure Analyses Performed
For this airframe example, the four failure modes are used: 1) composite stiffened and sandwich panel buckling, 2) honeycomb sandwich composite facesheet wrinkling, and 3) composite laminate strength, and 4) composite bonded joint strength. For composite strength, three failure criteria are toggled on: Tsai-Hahn, LaRC03 fiber failure, and LaRC03 matrix cracking. Two CFs per each analyses are used, Table 1.

<table>
<thead>
<tr>
<th>Failure mode</th>
<th>( \eta )</th>
<th>( \mu_1 )</th>
<th>( \mu_2 )</th>
<th>( \mu_3 )</th>
<th>( \mu )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cylindrical Panel Buckling</td>
<td>.136</td>
<td>.3956</td>
<td>-.1144</td>
<td>.8751</td>
<td>.768*</td>
</tr>
<tr>
<td>Wrinkling</td>
<td>.102</td>
<td>.59</td>
<td>1,000,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tsai-Hahn</td>
<td>.099</td>
<td>1.013</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LaRC03 Fiber Failure</td>
<td>.1107</td>
<td>.9388</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LaRC03 Matrix Cracking</td>
<td>.157</td>
<td>1.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bonded Joint Delamination, Linear</td>
<td>0.0819</td>
<td>1.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bonded Joint Fracture, Linear</td>
<td>0.132</td>
<td>1.28</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* an average value

6.2 Vehicle Description
The vehicle chosen as an example application is a Mach 3.5 long range strike aircraft designed by LM Aero in Fort Worth and sponsored by Air Force Research Lab (AFRL) Air Vehicles Directorate. A subset of the FEM, defined as an assembly, consisting of external surface panels is analyzed. This assembly includes 4 groups and 84 components. For these groups, honeycomb sandwich panels and thick laminate
skins are used. The AS4/3502 graphite epoxy facesheets have 42 different layups to choose from and the Nomex honeycomb core considers 27 different thicknesses ranging from .05” to 2”. The optimization used AS4/3502 graphite epoxy (typical properties) with 29 different layups. Stiffened panels along with bonded composite joint analysis are also included.

6.2.1 Load Cases
Seven different load cases are defined, as shown in Table 2. For each external load case, the airframe loads were balanced with the integrated flight pressures equal to and opposite to the resulting loads from inertial accelerations of its mass. Internal fuel pressures were applied on the relatively flat panels and their resulting secondary panel bending moments, out-of-plane shears, and deflection were computed by HyperSizer offline from FEA. These secondary panel loads are then superimposed with the global FEA computed internal running loads. Heating was mapped to the exterior skin with 1D thermal analysis performed to produce structural temperatures resulting in proper temperature dependent material properties and thermally induced stresses.

<table>
<thead>
<tr>
<th>Load Set</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>3G Begin Cruise</td>
</tr>
<tr>
<td>#2</td>
<td>3G Before Weapon Drop</td>
</tr>
<tr>
<td>#3</td>
<td>3G End Cruise</td>
</tr>
<tr>
<td>#4</td>
<td>2G Begin Cruise</td>
</tr>
<tr>
<td>#5</td>
<td>-1G TOGW</td>
</tr>
<tr>
<td>#6</td>
<td>Taxi Bump</td>
</tr>
<tr>
<td>#7</td>
<td>Vertical Tail Loads</td>
</tr>
</tbody>
</table>

Table 2, Vehicle Load Cases

6.2.2 FEM
A coarse NASTRAN FEM was constructed with shell and beam elements: CQUAD4, CSHEAR, and CBAR. Of particular modeling significance is only one element spans the internal substructure.

Fig. 18, HyperSizer used for weight estimation, analysis and sizing trade studies of external skin panel structure and internal rib and spar substructure displayed in this transparent view of the AFRL Long Range Strike (LRS).
6.3 Comparison to 85.1%, 97.7% and 99.86% Reliability Sizing

Fig. 19 illustrates an interesting result. As the reliability criteria is increased, the controlling failure modes change. Failure modes which have the highest observed scatter in test results (a higher statistical standard deviation) will control more as reliability is increased. Therefore the relative width of the PDF as shown in Fig. 14, and quantified with the CF $\gamma_\eta$ (also noted simply as $\eta$), has a larger affect for higher reliabilities because of their greater uncertainty (less confidence). As shown in Table 1, wrinkling, Tsai-Hahn, and LaRC03 fiber failure criteria all have $\eta$ values close to 0.1. Panel buckling has a $\eta = 0.136$ and LaRC03 matrix cracking composite strength has a $\eta = 0.157$. Therefore, as depicted in Fig. 19, as the reliability increases, the controlling failure mode goes toward panel buckling (blue) and LaRC03 matrix cracking (red) which have higher $\eta$ factors and away from honeycomb facesheet wrinkling (green), Tsai-Hahn interaction (yellow), and LaRC03 fiber breakage (brown) failures.

Fig. 19. Effect of varying reliability on controlling failure mode. As the specified reliability increases, the controlling failure modes change. At the lowest reliability ($1\sigma$ or 85.1%), all activated failure modes are controlling some location of the vehicle, with most of the bottom surface controlled by honeycomb wrinkling. The gray areas represent structure not sized in this study such as the main landing gear doors.
The test data driven reliability is integrated into the fundamental HyperSizer strength analysis, and as such is automatically influencing the sizing optimizations. Results for several different reliability percentages show not only the weight going up, but also another interesting transition in the optimum layup design, Fig. 20. As the optimization attempts to use layups that are dominated by failure modes that exhibit more test data scatter, say for material matrix cracking strength, they will effectively be penalized more and not chosen at higher reliabilities. Therefore, for different required reliabilities the optimization finds different materials and design variables. Each unique combination of variables provides different levels of reliability. Fig. 20a shows a [60/90/-60]s is suitable for 85% reliability, but Fig 20c shows [45/-45/0/90]s is selected for 99.9% reliability.

![Fig. 20. Effect of varying reliability on controlling optimum layup. As the specified reliability increases, the best suited layup varies as indicated by the change in color pattern. Certain layups for a given load of a vehicle location are more efficient and selected by HyperSizer as optimum. However some of those layups may be less confidently used because of their measured variability in strength and as a result not optimum at higher reliabilities.](image-url)
6.4 Comparing Analysis Approaches: Traditional Zero Margin-of-Safety vs. New Test Data Driven Reliability

6.4.1 Comparison of load factors and material allowables.

The traditional zero-margin sizing is based on the author’s experience of current industry practice with structural analysis margin-of-safety reporting. Essentially, the key aspects in contrast to the new reliability approach are summarized in Table 3.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Traditional Zero-Margin Analysis</th>
<th>New Reliability Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Factor</td>
<td>1.0 limit*</td>
<td>1.0 limit* only</td>
</tr>
<tr>
<td></td>
<td>1.5 ultimate**</td>
<td></td>
</tr>
<tr>
<td>FEA Computed</td>
<td>2 Sigma statistical loading method</td>
<td>2 Sigma statistical loading method</td>
</tr>
<tr>
<td>Design-to Loads</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Material Allowable</td>
<td>A or B basis “Design-to” from Mil Handbook 5 or 17</td>
<td>“Typical test” properties (average) from Mil Handbook 5 or 17. Two Correlation Factors that dynamically change with layup optimization.</td>
</tr>
<tr>
<td>Panel Buckling</td>
<td>Constant knockdown of 0.85 for all panels and laminates</td>
<td>All panels and laminates have two Correlation Factors that dynamically change with panel spans, radius of curvature, and with thickness and layup sequence.</td>
</tr>
<tr>
<td>Sandwich Wrinkling</td>
<td>A required MS of 0.695 was used that is equivalent to the test average knockdown of .59 as described in section 4.</td>
<td>All panels and laminates have two Correlation Factors that dynamically change with core thickness and facesheet layup sequence.</td>
</tr>
</tbody>
</table>

* Limit loads are load values that are estimated to occur only once in five vehicle lifetimes.
** 1.5 ultimate loads are limit loads increased by 50%. They have no physical basis.

6.4.2 Panel Buckling

Both sandwich panels and solid “plank” laminates are used in the airframe. The vast majority of the sized assembly is honeycomb sandwich. For the ‘stiffened’ sandwich panels, the industry practice is to use a constant knockdown factor of anywhere between 0.75 and 0.9 as is recommended in [4]. The authors experience is that a 0.85 knockdown is more frequently used during Preliminary Design. So for the traditional zero MS analysis of the sandwich panels, a constant 0.85 is used, and for the reliability analysis, the knockdown of the sandwich is a dynamic function of the panels core thickness, facesheet layups, panel span lengths, and radius of curvature.

6.4.3 Sandwich Wrinkling

The traditional analysis is not based on theoretically wrinkling allowables, but instead on the same knocked-down allowable (predicted failure loads) as used in the reliability analysis. This provides a more realistic comparison. An average knockdown of 0.59 equals an equivalent required MS = 0.695. Refer to [9, Vol 2, Ch 2] that summarizes the test data collected and derivation for the relevant CFs.
6.4.4 Material Strength

For the traditional analysis, Mil Handbook 17 data was used for the AS4/3502 “B” basis design-to-allowables. The design-to-allowables were used for the traditional zero margin analysis and the typical material properties used with the reliability analysis.

6.5 Process for calculating reliability for traditional analysis

The process used to reveal the reliability of the traditional zero-margin design is: 1) Perform traditional sizing optimization, 2) send that design (optimum variables) to the reliability project, 3) perform a reliability analysis with those optimization variables frozen. This process is defined in five steps.

6.5.1 1st step, size airframe to zero margins

The Long Range Strike preliminary design is based on achieving positive near zero MS for each structural component of the external surface assembly. This was accomplished by finely adjusting each sizing variable's bounds. Using this resulting design as a basis of comparison, this design was ‘frozen’ and passed to the new reliability analysis. HyperSizer was used to perform both the automated failure analyses and sizing optimization. The sizing process generates candidate designs and computes MS for the many potential failures. If a particular MS analysis was negative, then another candidate design is attempted. This process continues until all vehicle components have positive MS. A goal is to achieve only the amount of margin required. The assumption is that the lightest possible design will have close to zero MS for all failure modes. Therefore, the 1st step is to achieve the lowest obtainable weight (as the comparative benchmark) using the traditional zero-margin approach.

Fig. 21, Optimum layup from the traditional zero-margin sizing. This design is sent to reliability analysis.
6.5.2 2nd step, pass the traditional optimum variables to the reliability analysis

Once the optimum LRS preliminary design has been established, the next step is to pass the state of the design to the reliability analysis. In essence, the sizing variable optimum values are sent to the reliability analysis and the reliability analyses treats them as “frozen”, where no further sizing optimization is performed. Fig. 21 illustrates the optimum layups that are frozen.

6.5.3 3rd step, perform reliability analysis on the traditional design and compute true margins

After the traditional design is passed into the reliability analysis, the next step is to compute true MS. In this definition, true MS are those that are based on specific test data derived CF’s. Even though the same variables from the traditional design were used in the reliability analysis, including the same FEA computed internal loads, different MS are established.

6.5.4 4th step, back out reliability for each airframe component

This section presents the reliability of each structural component. Identified are areas of the vehicle sized the traditional way that result in an unexpected and unacceptable low reliability. The margins of the traditional design were consistently near the desired value of zero but were determined by the developed

Fig. 22, The traditional zero-margin sizing approach cannot produce consistent structural integrity. The major concern is the areas of the vehicle identified in orange. These two structural components have less than 99% reliability.
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reliability analysis to be inconsistent. Fig. 22 identifies the reliability of each structural component to the seven loadcases. The inconsistency of the traditional design is obvious. 65 out of 82 structural components have a reliability > 99.9% causing the weight of the airframe to be heavier than necessary.

Using the lowest margin of any failure mode, for any component, the airframe reliability was backed out of the HyperSizer analysis to equal 98.5%. This equates to (1 / (1-.985)) = 66.6, which implies 1 in 66.6 vehicles will fail due to the design limit loading. However, DLL is statistically predicted to occur once in five (1 in 5) vehicle lifetimes. Therefore, the probability of failure for this approach is 1 in 333, (5*66.6) = 333. (See Table 4). Based on the few known actual in-service structural failures, this appears to be low. We postulate that the magnitudes of the limit loads are also likely conservative, meaning airframes likely experience limit loads less than predicted by the loads group. Therefore, in-service operation loads using the traditional zero-margin approach likely provides more than 1 in 333 lifetime airframe failures.

As a summary, shown in Fig. 23 are four LRSA images where red color identifies areas of the airframe that have unacceptable safety based on two different lifetime criteria. As the criteria goes from 1 in 1000 failures to 1 in 2000 failures, as expected, more area shows up red.

![Image](image1)

Fig. 23, The traditional zero-margin sizing approach cannot produce consistent structural integrity. The major concern is the areas of the vehicle identified in red. These are panel components that have less than 99.5% (1 in 1000) reliability top images and 99.75% (1 in 2000) reliability bottom images. The left images are the top of the LRS aircraft and the right images are the bottom. Gray color are unsized areas.

6.5.5 5th step, compare controlling failure analyses and load cases

The last step is informational and useful for a more in-depth understanding. Fig. 24 shows how the controlling failure analyses differ between the traditional and reliability analyses. Even though the same variables from the traditional design were used in the reliability analysis, including the same FEA computed internal loads, a different set of controlling failure modes are identified. Note primarily how the composite strength criteria for matrix cracking (an analysis with relatively high uncertainty) controls for the reliability analysis while Tsia-Hahn and fiber breakage (analyses with relatively high confidence) controls for the traditional.
Fig. 24. Compared are the controlling failure modes between the traditional zero-margin approach vs. a 99.5% reliability analysis using the same design. Traditional design on top, reliability on bottom.
In this preliminary design example, it is shown that the traditional zero-margin approach sizes the vehicle weight to be about 9% heavier than the reliability approach if the lifetime airframe failures are the same. By allowing airframe weight to increase, but still be less than the traditional approach, 10 times more airframe lifetimes is achievable. This relationship is depicted in Fig. 25 where the blue diamond is the lowest weight achievable using the current aerospace industry structural analysis approach of attempting to bring all failure modes to a zero margin-of-safety and by obtaining conservatism with a uniformly applied 1.5 ultimate load factor to all potential failure modes. Table 4 lists data normalized against the traditional zero-margin result.

![Graph showing airframe structural weight vs. lifetime failures. Note that significant reliability can be achieved with moderate weight growth. Note also that the traditional zero-margin analysis (blue diamond) currently practiced in aerospace provides neither acceptable structural integrity nor minimum weight. This data is normalized to the traditional analysis.]

**Table 4, The New Test Data Driven Reliability Provides Less Airframe Weight and More Structural Integrity**

<table>
<thead>
<tr>
<th>PDF Standard Deviation (K value)</th>
<th>Reliability</th>
<th>Lifetime Airframe Failures</th>
<th>Normalized Weight</th>
<th>Weight Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 σ</td>
<td>85.1%</td>
<td>1 in 34</td>
<td>.773</td>
<td>22.7%</td>
</tr>
<tr>
<td>2 σ</td>
<td>97.7%</td>
<td>1 in 217</td>
<td>.887</td>
<td>11.3%</td>
</tr>
<tr>
<td>2.33 σ</td>
<td>99.0%</td>
<td>1 in 500</td>
<td>.912</td>
<td>8.8%</td>
</tr>
<tr>
<td>2.58 σ</td>
<td>99.5%</td>
<td>1 in 1000</td>
<td>.932</td>
<td>6.8%</td>
</tr>
<tr>
<td>2.81 σ</td>
<td>99.75%</td>
<td>1 in 2000</td>
<td>.947</td>
<td>5.3%</td>
</tr>
<tr>
<td>3 σ</td>
<td>99.86%</td>
<td>1 in 3571</td>
<td>.969</td>
<td>3.1%</td>
</tr>
<tr>
<td>Traditional</td>
<td>98.5%</td>
<td>1 in 333</td>
<td>1</td>
<td>0%</td>
</tr>
</tbody>
</table>
7 Conclusions

The new reliability analysis approach is grounded on building block test data and will produce robust designs that are less susceptible to problems that get revealed in final design phases. The uniform reliability approach to all failure analyses was made possible by implementation in existing sizing automation software. This makes it practical to bring into PD many higher fidelity analyses that are performed for all identified external load cases and for all airframe locations (no spot checking of parts). This capability resolves the most important reason for inconsistent structural integrity which is one constant load factor, applied to all potential failure modes, is not possible to raise all deterministic failure analyses to the same level of safety. Some failures, under certain load combinations are not predictable to within 50%. Meaning that aerospace industry’s use of designing to 150% Design Limit Load, DLL, (a 1.5 load safety factor) is not sufficient for some failure modes, and far too conservative for others. With the test data driven reliability approach, all potential failure modes can be accurately assessed at the same level of confidence in a rapid manner that will not delay schedule nor require increase project funding. Achieving consistent structural integrity was demonstrated in a practical way on a complete airframe PD.

The reliability of material strength (both metallic and composite damage initiation) is very high. The use of ‘A’ or ‘B’ Basis allowables from MIL HNBK 5 and 17 provide substantial conservatism, especially when combined with the 1.5 ultimate load factor. So a material strength failure is not likely to occur in-service, at least not for pristine (undamaged) material. The concern to structural integrity is achieving consistency, and contrast to material strength, other failures such as instability and honeycomb wrinkling, or more likely to occur. The same level of conservatism is not built-in to the analysis process for all failure modes.

Achieving consistent structural integrity was demonstrated in a practical way on a complete airframe PD of a recent AFRL Long Range Strike aircraft. Presented are summary results that compare the traditional, zero margin-of-safety for all failure modes approach, vs. the presented approach that achieves consistent reliability for all potential failure modes. Included are identified areas of the vehicle sized using the traditional zero-margin method that results in an unexpected and unacceptable low reliability, even though it is 9% heavier than ‘test data driven’ reliability analysis and design. Alternatively, for the same weight as that provided by the traditional sizing, the vehicle can be sized to provide 10 additional lifetimes of reliability, Fig. 25. Test data driven reliability provides: 1) substantial weight savings, 2) consistent structural integrity, and 3) rationale to certification authorities of airframe structural airworthiness.
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A Perspective on Design and Certification

Duane E. Veley and Christopher L. Clay

Air Force Research Laboratory, Wright-Patterson AFB, Ohio 45433

Jim Starnes and the authors were involved in several activities which focused on improving the process of designing and certifying new airframes. This paper summarizes the current state of the art in design and certification of airframes and looks at the future of airframe design and certification as gleaned from the authors’ experience in those activities.

I. Introduction

Since the advent of modern computers, there has been the dream of design of air vehicles by the push of a button. Simply enter the performance requirements and out pops the plans to manufacture the ultimate vehicle for those specifications. While this dream is far from reality, many people even question the prudence of such a venture: it eliminates the flexibility of human ingenuity, defies the ability to capture innovative technologies in a robust fashion, and many other excuses are given as to why such a dream should not be pursued. Yet it remains a plumb line by which we can judge our progress in capturing knowledge, thought and wisdom necessary to design air vehicles.

If we examine this dream a little closer, we do notice three things: it is exclusively based in analysis, it does not depend on testing that has not already been performed, and it significantly reduces the work load of the engineers. These three things, while expressed in extremes, provide guidance for future development that is more palatable to the engineers and managers of today. This guidance is to enhance our analytical capabilities with the goals of developing new weapon systems with 1) fewer costly tests, 2) fewer redesigns due to unanticipated test results, and 3) a shorter design cycle all through using analytical methods more thoroughly, consistently and reliably. It is for these goals that our hearts beat with enthusiasm and the anticipation of discovering an excellence in system development that was heretofore unobtainable.

The authors had the opportunity to work with Jim Starnes in pushing forth this concept of improving the way that analysis methods are used in the certification process in several groups. This paper addresses some of the issues surrounding the issues of improving reliance on analytical methods in the certification process.

II. Certification and Design

There has been much confusion in the term certification by analysis and in similar terms. Thus, the purpose of this section is to clarify what is meant in this document by the term certification, and what is meant when it is coupled with the phrase “by analysis.”

The terminology used here is based in the certification process used by the US Air Force. This concept may differ from other countries, and from civil applications since the US Air Force is both customer and regulatory (certifying) agency. For example, the EuroFighter community defines certification as meeting the requirements of the regulatory agency and qualification as meeting the performance requirements of the customer. In this paper, those two distinct concepts are combined into the single concept of certification.

A. Certification

A system is certified when it meets regulatory (safety) requirements in a rigorous manner. Thus certification is the process by which those requirements are met. While many may view certification simply as the regulatory agency signing off on the system, it is really more complex. Certification is the process by which risk is identified and managed.

In certifying a system for regulatory requirements, the performance of the air vehicle must be taken into consideration. Performance parameters include range, payload, cruise speed and specific fuel consumption. The performance of the vehicle is related to the safety of the vehicle. As the performance changes, so change the loads on the vehicle. As the loads change, so change the stresses in the vehicle. As the stresses
change, so change the safety margins. So when an air vehicle is certified, it is certified for a specified performance envelope.

**B. Certification by Analysis**

The term “certification by analysis” can be viewed in essentially three ways 1) the push button dream described in the introduction (or something close to that), 2) the goals of developing new weapon systems stated in the introduction, and 3) current practice. Thus the extreme views of the process can be viewed as completely devoid of test, and analytical methods themselves as being grounded in tests. While the authors hold the first as the ideal plumb line for determining if something is certified by analysis, the second option expresses the obtainable reality for certification by analysis within the foreseeable future.

The claim that certification by analysis is captured in current practice misses the essence of a significant reliance on analysis in the certification process. The argument in favor of this option states that current practice uses analysis extensively to arrive at a design and to establish a test to tune the analysis; and the design that is actually built is not necessarily the design that was tested, but a perturbation from that test based on analysis. However, the tests show over and over that the analyses are not what we would like them to be. Thus, even though this concept represents the current state-of-the-art and describes the meaning behind the terms fairly well, its emphasis on current capabilities undermines the cost and time saving potential of increasing dependency on analytical methods even further. To align these terms with current practice removes the hope of achieving new designs faster and at lower cost.

The term “certification by analysis” embodies both the sense of establishing a certified design based on analyses away from test conditions and the sense of the future expectations of analytical capabilities in achieving the goals of fewer tests, fewer unanticipated test results and a significantly shorter design cycle. The term “analytical certification” is synonymous with “certification by analysis”.

**C. Design**

Intuitively the design process is one in which a system is developed from the concept of how it should perform to the details of how it is manufactured. While the authors do not wish to belabor the issue of what is meant by design, the authors do wish to recognize that the information used to certify a system is extracted from the design process.

In order for a regulatory agency to sign off on a system as suitable for specified use, the regulatory agency must be provided with information demonstrating that the system does perform within that specified use in a way that is consistent with the regulatory requirements. This requires much information which was generated in the design development process. The certifying agency works with the manufacturer during the design process to make sure that any certification questions concerning the system are answered. The design development process is therefore considered to be a part of the certification process, and assumes the role of a risk management process for schedule, performance, cost and safety.

As the design process progresses and design parameters are varied to explore the design space, constraints generated by regulatory requirements work toward mitigating risks in the system. The design process is a key part of the certification process and can aid significantly in reaching toward the goals of certification by analysis: developing new air vehicles with 1) fewer costly tests, 2) fewer redesigns due to unanticipated test results, and 3) a shorter design cycle all through using analytical methods more thoroughly, consistently and reliably.

**III. Current Practice**

**A. Integrated Tools and Processes**

One of the groups that Jim Starnes participated in with the primary author considered the integration of tools and processes. It was recognized by a number of people in that group that the integration of tools and processes was a key component in striving toward the goal of certification by analysis. This working group considered the issues of the architecture of integrated tools and processes and the application of such integration in the development of air, land and sea vehicles.

The integration of tools and processes has been attempted to varying degrees of success over the past 30 years. Initial attempts at the integration of tools and processes brought multiple tools into a single computing environment that contains all necessary functionality to model, analyze, and optimize a given structure. This is called a monolithic approach. These tools are usually robust and easy to use, but lack the
flexibility or ease of expanding that is required to reach toward the goal of certification by analysis. A few examples of such systems are MSC NASTRAN, UASF ASTROS, ANSYS, Elfini, and Lagrange.

More recently, a best in class approach to integrating tools and processes has prevailed. Typically a scripting language, such as TCL or Perl, is used to glue the “best” independent applications together. While this approach is generally more flexible than the monolithic approach, it tends to suffer from a lack of robustness. A few examples of such architectures are iSight, Model Center, Model Logics, MDICE and Visual Doc. In developing a framework within these architectures, it is typical to capture the process as it is currently performed. These environments enable rapid iteration over that process, but require significant setup time. These methods typically produce a 50% savings in time over the traditional approach of passing the data from application to application by hand.

The best in class approach can also be implemented from a product based perspective that captures the process as well. This approach is perhaps even more flexible than the process based approaches. One example of this approach is the Adaptive Modeling Language (AML), an object-oriented, knowledge based, programming language. Applications generated in AML have demonstrated time savings in excess of 90% over the traditional approach of passing the data from application to application by hand.

In addition to speeding up the design process, environments generated in these best of class approaches have other desirable features. They bring together disparate data resources with the grand goal of accumulating all relevant data in a comprehensive system making communications between disciplines much easier and they enable the ability to automatically generate appropriate models. A comprehensive system does not necessarily mean a single database, but generally a distributed database with links connecting the various portions. Automatic model generation in this approach promotes certification by analysis in that it removes the variability of human interaction in model generation.

B. Risk Assessment

Risk is the exposure to injury or loss. The primary method for mitigating (reducing the exposure to) risk is to identify the potential risks and establish efforts that target the reduction of those risks. The process of identifying risk is in some sense a pessimistic view of the future as those performing the risk assessment try to answer the questions, “What can possibly go wrong?” and “What is the worst that can happen?” The efforts that target the reduction of the identified risks are discussed in the following subsections.

A process of identifying risks is to gather experts together in a room and allow them to brainstorm on potential risk factors in the system. This process is repeated a number of times and at different levels of detail. It is performed for the system, for the structure and for each of the subsystems.

After an exhaustive list of potential risks has been identified, the experts independently assess each risk subjectively for probability of occurrence and for the impact if failure occurs. Typically the probability of occurrence is broken up into three or five levels of probability, e.g. low, medium and high. The impact of failure is also typically broken up into three to five levels, e.g. negligible – fix at next scheduled maintenance, moderate – it will need to be fixed when it returns, and catastrophic – the system is lost. The individual responses are pulled together and a collective risk assessment of each factor is negotiated. A sample risk assessment plot is shown in Figure 1: Risk is low in the lower left hand corner of the plot and high in the upper right hand corner of the plot. This sample shows potential risks identified by a letter-number code to represent categories and the risk element within the category.
While predicting what could go wrong and the worst that can happen, the experts are limited by their experience, which consists of education, experience with test failures and experience with field failures. The experience can either be first hand experience, or learned from others who had the experience. True, the human mind is capable of cross-correlating and extrapolating previous experience to new applications, but that does not enable them to foresee all new failure mechanisms. Thus, an exhaustive list is not truly exhaustive, but it incorporates the knowledge base of the experts performing the risk assessment.

It is apparent from this process that risk assessment is to a large degree subjective. It is a collection of possible events that people perceive as a risk. Oftentimes the effort of mitigating a risk amounts to nothing more than collecting information. The design doesn’t change at all to reduce the risk; the experts are simply better informed of the way the system responds so the perceived risk vanishes.

This is not to imply that the effort of subjectively collecting potential failure mechanisms is unmerited. For example, with new materials, the response of that material to all environmental conditions may not be well understood, and until the response of the material in an environmental condition is understood, there is a risk that the material may behave in a way that is not favourable.

Once potential risks have been identified and assessed for probability of occurrence and impact of occurrence, it is necessary to determine how to bring the risks down to an acceptable level. There are essentially four ways to deal with risk: avoid the risk, mitigate the risk, abate the risk, and accept the risk. The first method of dealing with risk is to avoid the risk. This can be accomplished by changing the requirements in a way that the risk is reduced to an acceptable level while still meeting the users’ needs. The second method of dealing with risk is to mitigate the risk. Risk can be mitigated by taking active steps to minimize the impact of the risk on the system.

The third method is to abate the risk. Risk is abated by shifting the design requirements to systems that can meet the performance requirements at a lower risk level. For example risk is often abated by reverting back to proven technology. The final method for dealing with risk is to accept the risk. This is commonly done with low level risks. What is considered a low level risk is subjective and depends to some degree on the cultural attitudes.
regarding risk at the time. In today’s litigious society, the level of risk that is deemed acceptable is quite low.

In being able to identify how to handle risk, it is normally appropriate to understand the source of risk. Oftentimes, especially early in a development program, the primary source of risk is ignorance, which may be classified as a type of uncertainty. For example, if a new material is being proposed, it is likely that the material has not been fully characterized for all of the environmental conditions that it will undergo. There are also issues associated with manufacturing with the new material and how the large, complex production articles compare with small, simple parts that were developed in a laboratory setting. This type of uncertainty is mitigated through additional research.

In Jim’s area of structural strength, risk associated with the uncertainty of structural response has classically been handled with a margin of safety. The margin of safety mitigates the risk by moving the design to a level nominally considered safe. This margin of safety covers a multitude of risks and uncertainties which have a presumed cumulative effect. The presumed cumulative effect is based on years of experience. Designs generated using a margin of safety approach have some parts that are over-designed and some parts that are under-designed. Current research seeks to circumvent this disparity by breaking out the risks and uncertainties into their constitutive parts. This concept of identifying the risks more clearly should enable designers and decision makers to target risk factors with more precision. This topic will be addressed further in “A Glimpse of the Future of Certification.”

C. Airframe Certification for Structural Strength

This is not intended to be a complete survey of issues associated with airframe certification by any means. However, it is appropriate to address the issues of concern to Jim Starnes in another working group which focused more directly on issues associated with certification by analysis. Jim’s contributions were in the area of static strength.

1. Requirements

The following section is based on US JSSG 2006 [DoD, 1998] requirements, however most other equivalent strength requirements are fundamentally similar, as they have been based upon similar experiences and international collaborative programs have naturally led to some commonality.

“Adequate airframe strength must be provided not only for safety of flight, for landings, and for maintenance functions, but also to permit full operational capability of the air vehicle to perform its required missions. An under-strength airframe impairs the mission potential of the air vehicle, since it must be restricted during its operations.” In general the airframe must ensure adequate strength “to provide operational and maintenance capability commensurate with the general [performance, environmental and maintenance] parameters” and with the specific design and construction parameters “without detrimental deformations … at 115 percent limit or specified loads and without structural failure at ultimate loads.” Further explanation on the deformation requirements are given by: “Excessive deflections may not only produce deleterious aerodynamic or aeroelastic effects, but may cause binding interferences between hinge connected and adjacent structures as well. Exterior surface buckles, especially those that are permanent, may produce undesirable aerodynamic characteristics.” Individual Nations’ requirements differ in detail, but the main principles are similar.

There are also more specific requirements associated with airframe strength. Other typical requirements for airframe strength cover 10 different sub areas: material properties, material processes, internal loads, stresses and strains, fitting factor, bearing factor, castings, high variability structure, static strength, dynamic strength, initial and interim strength flight releases, final strength flight release, modifications and major repairs, rework, refurbishment and remanufacture. Not all these sub-areas are identified in other requirements, for example, in the UK Def Stan 00 970 there are no specific references to fitting factors, bearing factors or castings. The assumption is made that it is preferable to discourage stress analysts from using simple factors to allow for difficult to analyze features; rather these aspects should be taken into account as part of the stress analysis in the case of fitting and bearing factors and by consideration of variability (and quality control) for the case of castings. However, this type of difference is not very significant in practice, since the interpretation of the written requirements by each Nations’ regulators/advisors is likely to reduce the apparent differences. A formal discussion on each of these topics is beyond the scope of this effort. The discussion will therefore focus only on the static strength.

2. Current Practice

Metallic airframe structures have been commonplace for many decades now. Aluminium alloys, generally 2000 and 7000 series are used for the majority of aircraft structure, with Titanium alloys normally
employed where their high temperature properties and/or their strength/volume ratio were required. In addition some very high strength steels were and are used where their combination of strength and volume were desirable, for example in landing gears.

As a result of widespread use of the more common alloys, databanks of materials properties were gradually built up in which designers and regulators had confidence. These are contained in references such as Mil Hbk 5 (now referred to as DOT/FAA/AR-MMPDS-01 [Rice et al., 2003].

Improved analysis tools and knowledge have gradually increased our ability to analyse the complete structure, but we have not been able to accurately model every feature.

It could be argued that, originally, certification was largely test-based, the successful test demonstrating the quality/accuracy of the analysis used in design. However, static tests have never exercised every part of an airframe to the extremes of their design envelope, so it must be accepted that some features were, and still are, certified by analysis either partially or totally. Among the reasons for this are the following:

1. Practicality of applying a large number of test cases to exercise all features desired.
2. Difficulties of accurately representing ground and flight loads in a test facility. Associated with this is the difficulty of restraining the structure in a representative manner.
3. Some loading inputs are difficult to introduce e.g. thermal loads; this not only compromises the actual loading, but may result in the material not being tested in a representative condition (e.g. material properties can vary with temperature). The temperature aspect may be of significance even for a subsonic aircraft, due to high altitude flight on the one hand, and discreet heating sources on the other (engines, APU's, pumps, generators etc.).

A further complication is that all materials demonstrate some variability in their mechanical properties. The analysis is usually conducted using some form of minimum properties, either “S” values or statistically derived figures (A or B values). The test article is more likely to be constructed of materials nearer the average level of properties; thus a test to Design Ultimate Load (D.U.L.) does not necessarily represent all fleet aircraft.

In some cases, an attempt was made to take into account some of the above points, particularly those concerning variability and temperature effects, by taking the test article above D.U.L. by a “test factor”. However, this practice was, and is, not widespread, and even then perhaps only in one or two load cases. In addition, the actual factor used was to some extent arrived at by engineering judgement rather than a number that could be substantiated analytically. One way of obviating the use of a variability factor, which has been used for modern composite structures, is to inflict BVID damage and state that this is representative of the worst manufactured component.

Nevertheless, the entire certification process, including the value of ultimate factors and many other aspects, resulted in a very safe record for aircraft structures. However, it must be accepted that analysis has always played a major role in static strength certification, with testing not the sole component. A further reason for this conclusion is that the critical test load cases are selected partly on the basis of analysis results. It may not have been considered as such by all parties, but a major role of testing has always been validation of analysis.

A major development in the process came about as a result of advances in technology particularly computing power and testing facilities. Many more loading cases could be derived and this was matched by the ability to analyse them, for example, the Finite Element Method (FEM). It was also possible to analyse more complex structures with greater accuracy. The drive for increased performance and/or reduced cost of operation led to a drive for lighter, more efficient structures. This helped remove the inherent conservatism built into some parts of the airframe structure, making it more important to have confidence in the analysis. Similar advances in testing techniques and facilities have led to more realistic testing with much more data which could be used to improve analysis validation.

However, probably the most significant effect on the process came about as a result of the introduction of Carbon Fibre Reinforced Plastic (CFRP) Composite Structures. They were found to require increased consideration of environmental degradation of some properties, particularly under hot/wet conditions, and raised the complexity of analysis due to their anisotropic properties and ability to “tailor” their lay-up to produce light weight efficient structures. A further driver for change was the realization that variability in properties required more rigorous treatment to avoid the application of conservative “safety factors”. A great deal of effort was invested into developing a suitable certification method, now universally recognised as the “building block” or “pyramid” approach. Although some would argue that, in principle, this approach had been used before, the use of CFRP materials led to its adoption as a more formal method illustrated in Figure 2.
Examples of typical building block levels for military and commercial airframes are described in MIL-HDBK-17 [DoD, 2002]. This approach combines analysis and testing to assure structural integrity of airframe components constructed from composites. As can be seen from Figure 2, at the lowest levels of the pyramid testing is predominant, but is comprised of small test coupons. Lamination theory analysis at this level is used to reconcile unidirectional or lamina test results with multi-directional test results in terms of stiffness and strength. The design stress/strain levels for unnotched and undamaged structure are established. The test data generated at this level has sufficient replication to be statistically meaningful. Furthermore, composite material performance at the range of applicable service temperatures and moisture levels is assessed. Analysis plays no significant role except for statistical methods to reduce the data.

At the second tier of Figure 2 the complexity level is increased to establish structural performance of simple joints and impacted structure. The test data generated here is at the laminate level loaded uniaxially. Analysis is then used to extend the test data to other laminates and multi-axial loading. The available analysis methods to perform these calculations are semi-empirical but have sound theoretical basis from anisotropic plate theory and fracture mechanics.

Finite Element Analysis (FEA) is used to correlate test data obtained for higher complexity elements, subcomponents and components, either full-scale or scaled. In practice, the FEA of the complete component, such as a wing, is used to obtain loads. Smaller finite element models are then constructed with more detail to model critical areas of the component. The FEA uses the material properties from lower tier testing to formulate the initial model and then correlates the model to the strain-gage data. This is particularly useful and if successful can avoid testing at elevated temperatures with moisture-conditioned structure. A good reference for the current practice can be obtained from [JSSG, 1998]. The major strides in metallic materials and processing technologies have triggered renewed thinking on the certification process, including the testing and analysis question. These developments have in no small way been driven by the need for metallic structures to maintain competitiveness with composite structures, particularly those manufactured from Carbon Fibre Reinforced Plastic (CFRP). Different product forms such as Castings were already being developed before this time, but more recently we have seen, for example, the application of Super Plastically Formed and Diffusion Bonded (SPFDB) Titanium, Powder Metallurgy, Aluminium Lithium Alloys, advanced (and larger) castings and forgings and many others. In addition, metals have entered the composites field as well with Metal Matrix Materials.
Even before the application of CFRP structures, with the associated re-evaluation of the certification process, it was realised that account needed to be taken of material properties that displayed different features compared with conventional aluminium alloys for example. A good example of this was the use of castings, where it was realised that they often display greater variability in strength amongst other issues. This was typically addressed (and still is in some cases) by the application of a “castings factor” which effectively reduces the material property allowables. However, the basis for the factor sometimes seems somewhat arbitrary, and it raises the question of what a test in isolation can actually prove.

For example, it is often very difficult to test a component on its own realistically. If a casting, designed with a casting factor, is tested as part of an airframe assembly, in order to generate the correct loading conditions, then unless the surrounding structure is inefficiently, over designed, a major test cannot exercise the component to fully certify it. This is exactly the same problem which occurs with hybrid CFRP/metal structures where “over testing” is a possible alternative to testing under degraded, hot wet conditions.

There are other examples where the introduction of new materials and manufacturing processes, has led to new problems. An example is the introduction of Aluminium-Lithium (Al-Li) alloys. It was found by several workers, probably always accidentally, that some early forms of Al-Li alloy components could be susceptible to failure as a result of impact damage. This was not expected, as conventional metallic structures are quite tolerant to such threats, the most serious result being perhaps a harmless dent in thinner sheet components. In contrast, CFRP structures must include an assessment of impact damage tolerance in their certification programme, as this aspect is often a major design driver, limiting their potential weight savings.

A conclusion, which may be drawn from the proceeding discussion, is that we should not differentiate between metallic and composite structures in the certification process, but rather should adopt the building block or pyramid approach to ensure that we deal rationally with all aspects of the certification process.

For well-established materials and forms of construction, we can make a rational argument to omit some of the lower levels of the “pyramid” as all the material properties are well established and accepted. A note of caution must be made here that, although a well-known material is being used, it may be in a different form than in previous experience, e.g. machined from a thicker section plate than previously, and some properties, including resistance to corrosion can be changed. The ability to analyse particular features, from previous programmes most likely, would remove the necessity to carry out these stages. The certification process can then concentrate on those aspects where there is insufficient confidence in the design.

It is not being suggested here that this doesn’t happen anyway, but the building block approach does allow a basis for a contractor to plan a route to certification, which can then be presented and debated with the regulatory authorities.

When a new material or manufacturing process is proposed, the principles established by experience in composite materials, can be applied to derive a certification programme which addresses aspects such as property variability, susceptibility to impact damage, confidence in the designers ability to analyse particular features, dealing with temperature effects, susceptibility to environmental degradation and so on.

A further important conclusion that has been reached by many workers, from experience on composite structures, regards the purpose of the major static test. It is a gross simplification to state that early static tests were mainly used in a pass/fail sense, but they have been increasingly viewed as principally a tool to validate analyses. This works in two specific areas:

- Validation of full FEM to provide overall internal load paths and distributions. Arguably, this is the most important aspect of the full scale airframe static test.
- Validation of stressing methods/procedures, including local FEMs, for particular features. This can include ensuring local allowable strains are not exceeded as with composite structure. However, it can be argued that much of this is done in the sub-component and box tests of the building block pyramid.

Of course, the same criteria/conditions apply; in particular the fact that it is the FEM of the actual test loading (including restraint) and environmental conditions that is being validated. This provides confidence in the (different) FEM of the operational aircraft in its operational loading and environmental conditions.

A further related aspect not covered thus far is functionality, i.e. the ability of the control surfaces etc to operate correctly under representative loading, with no fouling or binding. Again, testing, e.g. on the major airframe static test, can be used to validate the analyses, which in this area have also improved greatly in
recent years. It is normally impractical to move a loaded control surface, mounted on a loaded structure, over anything like its full range, e.g. a rudder on a vertical tail/fin. However, the test can validate the analysis of an unloaded control surface on a representatively loaded primary flying surface. The analysis can then be used to certify that there are no problems for the more representative flight cases. Of course, in some cases, the analysis may show that the most critical condition for a particular surface is the unloaded condition; nevertheless, the same principles apply of the test validating the analysis.

3. Future Capabilities

At the composite material characterization stage, a significant amount of testing could be eliminated if standardized materials were available with pedigree and accompanied by materials and process specifications. Coupon testing at each manufacturer would be limited to demonstrations that indeed they can process this material and obtain equivalent material properties to those that are in the original database. FAA has embarked down this path by issuing documents that describe required characteristics of both the processing and materials specifications. This should lead to a common specification as issued by SAE International and a material qualified to that specification would be available to all aircraft manufacturers once they meet data sharing requirements.

A more dramatic increase in the role of analysis in qualification would be the development of methodology to predict composite lamina properties knowing the properties of constituent materials, fiber and matrix. Various attempts through micro-mechanics and meso-mechanics have been made in this area, but no validated approaches exist.

There is a focus of the research community to increase reliance on design and analysis tools and reduce the amount of testing required to qualify/certify airframes. Static strength has been identified as an area that may be sufficiently well understood to proceed in developing improved design and analysis methods, which will enhance the confidence in the analysis.

The new design methodology described in the General Methodology chapter has been implemented to a small degree for static analysis. The expected capability of generating new structural layouts and the corresponding meshes rapidly gives rise to the hope of executing design trades that have heretofore been infeasible. The reliability of this method under the versatility of diverse structural layouts is not yet guaranteed. Much work remains to be accomplished in this area to cover the breadth of static strength analysis alone.

The new analysis methodology developed by Surana has little impact on linear elastic analysis other than to recognize that the element formulation requires consistency with variational principles [Surana 2002]. Current finite element methods for nonlinear analyses do not conform to variational principles and as such are not as reliable as they could be. There is some hope that this method will bring forth soundness to post-yield static analysis.

IV. A Glimpse of the Future Certification

The future of certification of airframes rests in the ability to acquire pertinent information in a timely manner and organized in a manner that is easy to review and assess. This can be accomplished by capturing the issues associated with airframe certification in a product based design environment including risk, cost and schedule assessments.

Today’s analytical methods have reached a high level of maturity in many areas: analysis of single components accounting for multiple physical phenomena or reduced size sub-systems for single physical phenomena. They are however not as reliable for predicting the behaviour of sub-systems with multiple physical phenomena or very complex systems.

There are several areas of methods development directed to improving analytical capabilities. The first is focused on integrating multiple disciplines. One approach is to formulate basic principles of physics so that the multiple disciplines can be analyzed by a single solver. Others look at a) simply linking existing analysis programs together through parsing the input and output files, or b) linking individual programs in a more robust computer science manner directly through shared memory. The value of either approach is that industry accepted and validated programs are used in the integrating discipline analyses. Since these integrated methods reduce the amount of human intervention in transferring or exchanging data between various analysis tools, it is anticipated that the amount of error in the design will be reduced, leading to a reduced number of unanticipated test results and reducing the amount of redesign.
To further this goal of reducing unanticipated test results, another major area of development is integrating test data into the analytical design environment. The value of existing test data in developing a robust and reliable analysis capability is described in reference [Collier, 2002]. Two distinct correlation factors can be identified from tests: one for analysis inaccuracy and the other for observed test scatter. When both are implemented for each unique structural failure mode, more reliable structural integrity and analysis confidence can be achieved.

While these efforts must be vigorously pursued, the increasing complexity of weapons systems, the continued expansion of technology, especially new materials, and pressure to reduce development program and systems costs will always force analytical methods to be often used outside of their known applicability domain. This uncertainty makes the goal of further reducing expensive testing a difficult one to achieve universally, but substantial progress toward this goal should be accomplished in the next decade.

V. Summary

Jim was very interested in the certification of aerospace structures and recognized the potential of improving the certification process through an increased reliance on analysis tools and that integrated analysis tools aid in eliminating some of the difficulties associated with running the individual tools separately. This paper asserts that simply combining the tools into a process based environment provides some advantages, but misses the power that can be achieved from a product based environment.
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The primary purpose of this paper is to share the experiences of the author and some of his students in design and optimization of fiber reinforced laminates and laminated composite structures. The experiences are gathered during the past twenty-four years working in close collaboration with the NASA Langley Research Center (LaRC), in particular with Dr. James H. Starnes Jr. who provided encouragement, guidance, and support. As such, it is not intended to be a survey of the literature on the topic, nor is it a complete reflection of the wide range of expertise developed in what used to be the Structural Mechanics branch at LaRC under the leadership of Dr. Starnes. It is a rather limited account of a series of developments in the area of design and optimization of laminated composite structures. As part of the paper, the publications that are authored/co-authored by Dr. Starnes in this particular area are surveyed.

I. Introduction

With the realization of substantial weight savings that can be achieved through the use of fiber-reinforced composite materials, a new era in design of aerospace vehicle structures started. The early efforts in which the existing metal structural components were simply replaced by composite ones with reasonably well understood laminates, such as the commonly used quasi-isotropic lay-up with 0-deg, ±45-deg, and 90-deg oriented fibers, proved to fall short of expectations. It became quite clear early on that the high material cost coupled with the inefficient manual touch-labor would result in parts that would not be cost competitive compared to traditional metallic components. In order to bring the use of fiber reinforced composite materials into the mainstream structural engineering applications, research and development in multiple fronts was initiated. At the forefront of this research was, what was then called, the Structural Mechanics Branch of NASA Langley Research Center headed by Dr. James H. Starnes Jr., who early on recognized the futility of building composite structures that looked like aluminum structures. This was the beginning of, the so called, “fight against black aluminum”.

A considerable portion of the initiatives that were aimed at achieving increased use of fiber reinforced composites were in the area of improving the cost effectiveness and quality through new and improved fabrication methodologies. Although some of the studies that will be discussed in this paper utilized some of the new manufacturing technologies to fabricate the designs that are studied, and even though some of the designs (especially the ones that we will call “novel” design concepts) were inspired by the new fabrication methods, the present paper does not cover the discussion on development and technical details of fabrication methods. Instead we concentrate on the efforts of structural engineers and designers to demonstrate the advantages that can be achieved through the use of fiber reinforced composite materials.

It was not too long before the researchers recognized the advantages that composite materials offered in structural design in terms of the design problem formulation, particularly in terms of optimal design. As will be discussed shortly, with the introduction of composite materials into a design problem formulation, designers obtained a new flexibility through the use of variables that directly change the properties of the material, and therefore optimal design of structures has acquired a new meaning. In order to improve structural performance and meet the requirements of a specific design situation, it was possible to tailor the properties of the structural material and its distribution in addition to structural dimensions. Therefore, use of the methods and tools of structural
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optimization became one of the ways in achieving reliable, high-performance, composite structures that will outperform their metallic counterparts. In the following the first part immediately after the introduction will discuss the topic of Laminate Optimization, which was aimed at the development of tools for selection of fiber orientation angles and their relative location in the laminate thickness to provide best material performance characteristics.

It will, however, be misleading if we isolate the developments in composite design concepts from the available fabrication methods. The section following the Laminate Optimization discusses the introduction of Novel Structural Concepts along with the tailoring of the same to achieve high-performance composite structures that will outperform their metallic counterparts in a cost-effective manner. The next section, called by the author “High-Fidelity Optimization”, is an attempt to introduce optimization methodologies that will enable designers of advanced composite structures to use high fidelity analyses in the design optimization environment.

II. Laminate Optimization

One of the immediate solutions in increasing the competitiveness of composite structural components was to improve their performance. It was obvious that by starting to effectively use the directional properties of the fiber reinforced composites, one could improve the performance, such as load carrying capability or vibration characteristics, of a structural component for the same weight. Alternatively, the weight could be reduced even beyond the weight afforded by the favorable specific-stiffness and specific-density offered by composites without degrading the measure of performance under consideration. In order to create laminates with directional properties, the number of layers with specific orientations, their orientation angles, and through-the-thickness location within the laminate of the layers with specific orientations had to be chosen carefully.

A. Laminate Design with Continuous Variables

Mathematical optimization, which deals with either the maximization or minimization of an objective function subject to constraint functions, has already been becoming a favorite tool for structural designers. The use of mathematical optimization for design relieves the designer of the burden of repeated manual iterations and transforms the design process into a systematic well-organized activity. In the case of composite laminate design, the optimization becomes a natural tool because of the increased number of design variables associated with the laminate definition. Rather than having to use a single material type (in earlier aerospace applications only the selection of an aluminum alloy was required), there are more controls to fine-tune the directional material properties of a structure to meet design requirements. It was not too difficult for Jim Starnes at NASA Langley research center, who was already familiar with the use of optimization in structural design through his collaboration with Raphael Haftka, to see the potential of the use of optimization in composite structures design. The paper by Starnes and Haftka was on the use of a mathematical programming structural optimization procedure for the global level preliminary design of a composite wing with buckling, strength, and displacement constraints. For the wing skin, the design variables used were the thicknesses of 0, ±45, and 90-deg layers of a balanced symmetric laminate with specified stacking sequence, [±45/0/90], where the i, j, and k, are used as continuous variables to control the thickness of the associated orientation angles. The results demonstrated that there was indeed an added benefit in changing the relative percentages of the layers with different orientations rather than changing the total thickness of the laminate. If not the first, this was one of the early applications of optimization in composite structures, and was the beginning of a series of publications that Jim Starnes either actively participated or provided support for their development.

In the years following the initial optimization study mentioned above, Jim Starnes’ attention turned to the much needed studies on, among other things, the mechanics of composite structures, buckling and postbuckling of composite laminates, and in particular to the effects of local stress concentrations such as holes and notches on composite laminate response. Series of articles published during the early 80’s established the ground work for modeling of such effects and their experimental verification. It was in the summer of 1981 the present author worked for Jim Starnes at Langley as a summer intern while he was a graduate student at Illinois Institute of Technology under the guidance of Raphael T. Haftka. The experimental work performed during this period on the effects of slots and notches on the buckling and postbuckling behavior of laminated plates later formed the basis for development of a capability to optimize stiffened plates with damage tolerance constraints.

Optimization of stiffened composite panels with local stress concentration in the form of a crack, Fig. 1, was performed for demonstrating the use of fracture constraint as a damage condition during design. A linear finite element analysis with special crack tip element was used to compute Stress Intensity Factor (SIF) along with its
sensitivities with respect to the design variables, which were the continuously varying thicknesses of plies with fixed angles. In a similar study, Haftka and Starnes\textsuperscript{6} used optimization method to tailor the stiffness distribution in compression panels with holes utilizing a point stress failure criteria. Optimally tailored panels were fabricated and tested to compare efficiencies obtained compared to the uniform cross-section laminates.\textsuperscript{6} Similar tools were also used for optimal design of laminates for stiffened panels with a damage tolerance constraint under compressive loads.\textsuperscript{7} The significance of this latter work was the inclusion of a micromechanical failure model that considered the fiber kink formation, see Fig. 1, during the laminate optimization.

As the confidence level in using optimization in composite laminate design for structural applications grew and as the more powerful computing was possible for the structural analyses, the complexity of the structural configurations and the analysis approach used for the design became increasingly more sophisticated.\textsuperscript{8,9} For example, the simple strength criteria based optimization of stiffened panels with holes performed earlier was amended by adding buckling constraints.\textsuperscript{8} For the panel analyses, a computer code capable of performing buckling and vibration analysis of assemblage of prismatic finite strip components capable of modeling complex stiffened panel configurations, Fig. 2, along with a finite element analysis code for the local stress concentrations was used. The finite strip analysis was imbedded in a computer code called PASCO (Panel Analysis and Sizing Code) which used a constrained minimization algorithm CONMIN. The effect of the hole, which could not be accounted by the buckling analysis code, on the load carrying capability of the panel was taken into account by establishing a linear approximation to the strength constraint via the finite element code. Selected optimized panel configurations were later tested experimentally, comparing the analytical predicted failure loads with the experimental ones.\textsuperscript{9}

Computationally more challenging laminate optimization problems were the ones that involved nonlinear analyses for response computations, such as the design of imperfect cylindrical shells and compression panels capable of operating in a post buckled state.\textsuperscript{10,11} For example, for the design of imperfect anisotropic ring-stiffened circular cylindrical shells under combined axial compression, torsion, and internal pressure loads, a branched shell analysis code that assumed a nonlinear axisymmetric prebuckling equilibrium state in the shell wall was used, allowing us to study the effects of imperfections on optimal designs.\textsuperscript{10} Minimum weight design for compressively loaded stiffened panel laminates for postbuckling performance were determined in Ref. 11, and the comparison of panel weight and imperfection sensitivity between the linear analysis based designs and nonlinear analysis based designs were made. In general, the designs that were obtained based on the nonlinear analysis were lighter and less imperfection sensitive.\textsuperscript{11}

B. Laminate Design with Discrete Variables

Although the traditional optimization schemes with continuous variables have been used successfully for optimization of laminates, the stacking sequence design is a discrete optimization problem and calls for methods that
can handle discrete layer thicknesses and fiber orientations. It is this realization that let to the development of various discrete optimization techniques\textsuperscript{12-17} for the design of fiber reinforced composite laminates.

A straightforward modification of a nonlinear optimization method for continuous variable problems by using a penalty approach was one of the early ways of handling discrete variables.\textsuperscript{12} The approach used is very similar to the Sequential Unconstrained Minimization Technique commonly employed to convert constraint minimization problems to unconstrained one. In addition to the penalty terms associated with constraints, the approach appends the augmented objective function with penalty terms to force the design variables to converge to a set of prescribed discrete values. Application of the method to computationally challenging design optimization of rectangular composite plates for postbuckling performance demonstrated the approach for laminate optimization.\textsuperscript{14}

A more elegant approach was the one introduced by Haftka and Walsh,\textsuperscript{15} who posed the laminate design problem as a linear integer programming problem using ply identity 0/1 integers. By using flexural lamination parameters, they have shown that the buckling load of a rectangular laminate can be expressed as a linear function of the ply-identity variables. The approach was then expanded to the design optimization of laminates with buckling and strain constraints, in which the strains that are nonlinear in terms of the ply-identity variables were linearized and the problem is solved sequentially.\textsuperscript{16} Among discrete optimization approaches, one of the most versatile one proved to be the Genetic Algorithms (GA)\textsuperscript{13} approach, which is discussed in the following. A somewhat more comprehensive discussion of the discrete optimization of laminated composites, including a graphical procedure originally introduced by Mitsunori Miki for continuous variable designs then adopted by the author for discrete optimization,\textsuperscript{18} was provided in a NATO Advance Science Institute series paper.\textsuperscript{17}

As stated above, one of the most heavily used optimization tool for laminated composites is the GA. A survey of the international literature on that topic is likely to produce large number of publications, which are beyond the coverage of the present paper. Even the number of publications of our local group on the subject is considerable, and spans a wide range of issues that are designed to improve the performance of the GA’s and make them specifically suitable for composite laminate design.\textsuperscript{19-28} Following the initial application of the GA to a laminate optimization problem by Le Riche\textsuperscript{19} a number of additions were implemented to improve the computational efficiency of the algorithm. Despite all the advantages of the GA’s, large number of analyses that are typically needed to find a reliable optimal solution is one of its biggest disadvantages. Some of the improvements were, inclusion by Kogiso of a memory using a binary-tree to eliminate repeated analysis of previously analyzed designs,\textsuperscript{21} and a local improvement scheme to implement a local approximation using lamination parameters,\textsuperscript{22} which are then applied to the design of a stiffened composite panel.\textsuperscript{23} Other improvements include the use of derivative based approximations to evaluate the effects of stacking sequence changes,\textsuperscript{24} and use of generalized elitist scheme to clone multiple high performance individuals from one generation to another.\textsuperscript{25}

A more significant improvement, however, was the treatment of structures that are composed of multiple laminate segments with different thicknesses. This is a typical situation in designing larger structures in which different parts are designed for different loads. For example, a schematic of a wing skin laminate shown in Figure 3 may have different optimal stacking sequences for the different sections of the wing. From the fabrication perspective, such a situation will be highly unacceptable since there may not be any continuity of the layers from one panel to another. In an ideal situation, one would expect the laminate stacking sequence of the thin sections of the wing to continue and be presents almost unaltered in the thicker sections of the laminate.
Therefore, the extension of the GA based design of blended laminates across multiple sections of a structure has been the topic of recent work. Initially a practical multi-step blending approach was adopted, in which in the first step each laminate is optimized to determine the minimum layup thickness distributions. Once the layup with the smallest thickness is determined, a laminate of that thickness whose stacking sequence is to be optimally determined was assigned over the entire structure with additional laminates with unknown stacking sequences added at appropriate thicker sections. A more sophisticated version of the blending process was later developed based on evolution of the individual layups for the different sections of the laminate in different genetic populations with migrating individuals from adjacent populations providing the blending pressure. Although the process also made parallelization of the design effort trivial (each population evolving on a different processor of a cluster), the method occasionally converged to local optimum making the method unreliable. A more recent effort is to use a guide laminate that is to be designed, and that applies every panel, with the caveat that each laminate is obtained from the same guide by eliminating plies. During the analysis phase the GA, a guide design (a single individual from the population) is evaluated to determine the optimal initial sequence for each local panel satisfying loading constraints and minimizing weight. This is accomplished by stripping ply layers from the guide design, starting from the outermost (for outward blending) layers, one layer at a time and analyzing the resulting designs according to the constraints for each local panel. The process works well and for the test problems studied produced the lightest design for complicated blending problems.

III. Novel Structural Concepts

High material cost of composites may also be offset by innovative design concepts that lend themselves to cost effective manufacturing. Besides the cost effectiveness, novel concepts often require investigation of the effects of various design features and sizing variables, uniquely defined by the concept in hand, on the performance of the structures. As such, they provide a fertile ground for implementing optimization schemes forming the second important aspect of tailored structures. From the early stages of composite design activities, NASA LaRC has pursued and promoted ideas to come up with innovative and advanced structural concepts that will outperform traditional structural components. Frequently, these advanced concepts and configurations used and relied on unique manufacturing techniques.

It may be argued that advances in manufacturing go hand in hand with the development of advanced structural concepts to accelerate the introduction of composite parts into widespread use. For example, with the development of the thermoforming process efficient stiffened plate concepts, such as corrugated panel and beaded panel concepts have emerged. In early 90’s the author and some of his students started looking into the analysis and design of various panel configurations, including corrugated panels, and their structural efficiencies under loads. Another example is the use of Resin Transfer Molding (RTM) or Resin Film Infusion (RFI) processes, which led to the fabrication of braided integrally stiffened panels to became possible. For the design of such a configuration, manufacturing considerations have been incorporated into the design optimization of a blade-stiffened composite panel. For the manufacturing analysis, a one-dimensional resin film infusion model is developed to compute the infiltration time of the resin into a fabric preform of the panel. The structural problem is formulated to minimize the panel mass subject to buckling constraints. A simplified buckling analysis model for the panel is used to compute the critical buckling loads. The objective of the manufacturing problem is to minimize the resin infiltration time. Optimum panel designs for the manufacturing and structures problems alone, as well as for the combined problem, are generated using a genetic algorithm. These results indicate a strong connection between the structural and manufacturing design variables and trade-offs between the two responses.

One of the best examples of a successful transition of a fabrication technique to an innovative design concept is for filament wound shells, where a pressure vessel can be fabricated by winding strands or tows of fibers around a
mandrel in the shape of the vessel itself. By changing the rotational speed of the mandrel, the speed of the filament winding head along the vessel axis of rotation, and the profile of the spherical domes of the ends of the vessel, fiber orientation angles that provide the most efficient reinforcement with respect to the stress states in the shell walls can be achieved. Filament winding has also been successfully extended to stiffened structural components such as grid-stiffened panels and geodesically stiffened shells. Therefore, study of the optimization of grid-stiffened composite structures became a topic that NASA LaRC was interested in.\(^{32,34}\) Initially, structural efficiency of optimally designed grid-stiffened panels were studied.\(^{32}\) Lack of efficient analysis tools that capture the local skin buckling and stiffener buckling modes during design optimization iterations led to the development of a cost effective analysis procedure.\(^{33}\) The concept was also studied for the optimal design of shells\(^{34}\), Fig. 5.

One of the more intriguing novel structural concepts was the one that has been developed in conjunction with NASA LaRC, called Variable Stiffness (VS) Laminate Concept, shown in Fig. 6. The concept utilizes curvilinear fiber paths yielding structures with spatially varying stiffness properties. Since the stiffness properties, such as the longitudinal and transverse moduli and the Poisson’s ratio, depend on the local fiber orientation angle, a curvilinear layer will have variable stiffness properties as opposed to a traditional straight-fiber layer that has constant in-plane stiffness properties. Hence, the laminates constructed of layers of curvilinear fibers were dubbed variable stiffness laminates.\(^{35}\) Such laminates not only have variable in-plane stiffness properties, but in general possess variable bending and coupling stiffness properties as well.

The concept has been under investigation since the early 1990’s for thin-walled composite structures under NASA funding.\(^{35}\) In an effort to integrate realistic fabrication techniques into the design of laminates with curvilinear fiber layers, research carried out by Gürdal and Olmedo\(^{35}\) introduced a fiber path definition and formulated closed-form and numerical solutions for simple rectangular plates. Substantial buckling improvements for such panels have been numerically shown compared to the constant stiffness laminates.\(^{36}\) The proposed fiber path definition was intended to be used with state of the art manufacturing techniques for composite laminates, such as automated fiber/tow placement machines that allow the fiber orientation angle of a layer to vary as a function of position throughout the structure. Therefore, in a follow-up design study by Waldhart et al.\(^{37}\) a parametric study of the small set of variables used in the fiber path definitions indicated increased buckling performance due to the stiffness variation, which in turn caused favorable re-distribution of the internal stresses. Also, additional mechanisms that help improve the buckling load of panels were also identified. Considerations for the manufacturability of the plies, based on estimates of the limitations of the advanced tow placement system, were also included to ensure the manufacturability of the designs.\(^{37}\)

Promising results of the analytical and numerical research mentioned above established the need for experimental validation of the findings. As part of the research carried out by the present authors, manufacturing
and testing of elastically tailored variable stiffness panels that exhibit improved performance compared to traditional fiber-reinforced laminates commenced\cite{38}. Several panels were fabricated, see Fig. 7 for example, using the VIPER® advanced tow placement machine made by Cincinnati Machine\cite{39} to validate the manufacturability of variable stiffness laminates with curvilinear fiber paths through tow-steering. Subsequent testing by Wu et. al.\cite{40} confirmed the increased load-carrying capability of the variable stiffness panels, with gains of up to 3-5 times the compressive buckling load of a straight-fiber panel.

The underlying goal of the currently ongoing research on this topic is to design, tow-placement manufacture, and testing of laminates with curvilinear layers that exhibit improved performance with respect to traditional fiber-reinforced laminates, and also analyze and correlate the predicted results with those of the experimental ones. In a series of programs, analysis of variable stiffness panels for circular holes, and panels under compressive and shear loads have been designed, fabricated, and tested at NASA Langley Research Center. The results of such studies are currently being documented for publication in the near term.

IV. High-Fidelity Analysis Based Optimization

In the present context the term is used not to imply the higher fidelity in final design optimization results, but to indicate the need for using high-fidelity analyses in design optimization. It was well known that one of the aims of the effort of LaRC research team was to develop high fidelity modeling for structural analysis. Early realization of the local nature of failures in composite laminates, such as delaminations, matrix cracking, and fiber kinking/microbuckling, which originate around stress concentrations such as notches and holes, stimulated the use of detailed high fidelity models in the analysis of such configurations. Another area that requires high-fidelity analyses is the geometrically nonlinear postbuckling response of thin walled stiffened panels and imperfection sensitivity of shells.

Such high fidelity analyses are often computationally expensive, and therefore, their use in optimization environment is somewhat limited. However, use of high-fidelity analyses in design optimization is necessary, because of the well known feature of optimization process that often exploits the weaknesses in the formulation and modeling to achieve optimal solutions that are far from being realistic. Recognizing this limitation, research in design tailoring of composite structures often emphasized improving the computational cost of higher fidelity analyses that can become affordable in the design optimization environment. It is for that reason that some of the earlier optimization studies mentioned earlier for structural tailoring included special analysis development to produce cost effective models within the context of design optimization.

Finally more recent research is focused on improvements to and developments of optimization schemes that will yield high quality design results. To account for the effects of local stress concentrations, the author and his collaborators have been working on local/global modeling. Also, a new combined analysis and design scheme based on the Cellular Automata paradigm has been developed. The Cellular Automata approach have been used quite successfully in the last couple of years for tailoring of laminates in terms of both topology and local fiber orientation distribution, and is currently being used for design of tow-place variable stiffness laminates.
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Abstract
The benefits of integrated product definition teams to balance requirements from multiple sources have been known for years. Each functional expert has knowledge, analysis, and test techniques that are not readily accessible or understood by others. What would happen if the functions could be optimized simultaneously? What would happen if the materials focal could see the impact of a change on a structural analysis? What would happen if the structural analyst could trade design considerations with manufacturing defect probabilities? What would happen if the uncertainties associated with analytical techniques and test methods were dissected, understood, and tracked?

DARPA devised the Accelerated Insertion of Materials initiative to answer these questions by challenging Materials, Manufacturing, Structures, Math and Computing personnel to integrate the best of the tools and methodologies of their trades. A Boeing led team, along with the U.S. Government, jointly accomplished “Accelerated Insertion of Materials – Composites” under the guidance of NAVAIR as part of the DARPA sponsored Accelerated Insertion of Materials (AIM) initiative.

The Accelerated Insertion of Materials – Composites (AIM-C) program established a methodology to evaluate historical roadblocks to effective implementation of composites materials and to offer a process to eliminate these roadblocks via use of knowledge, analysis, and test to mature the material/process/design knowledge base for successful qualification and certification. Uncertainty is addressed through identification and management of error and application of statistical and probabilistic approaches.

The AIM-C Program has successfully developed improved methods for four areas that historically have been schedule/cost drivers in past composite insertions:

- **Multi-scale modeling and global and local solid modeling applied along with the Strain Invariant Failure Theory (SIFT):** The AIM-C materials, processing, and structural analysis tools link global parametric design tools with (local) physics based micromechanics models. The micromechanics analyses used a new Strain Invariant Failure Theory (SIFT) that demonstrated first failure and failure propagation within 10% of legacy data.
- **Processing and producibility assessments which keep pace with design development and highlight issues throughout decision-making:** AIM-C processing and producibility methodology/tools have resulted in an order of magnitude reduction in time for developing processing information while eliminating unnecessary trial panel fabrication, and highlighting showstoppers in design concepts, consumable materials, and variability.
- **Durability methodology and tools:** The physics-based Strain Invariant Failure Theory (SIFT) has been integrated with an accelerated environmental test methodology enabling more accurate long term durability predictions at the component level.
- **Methodologies and the tools for uncertainty management:** Using the statistical, probabilistic, and optimizing methods of the Robust Design Computational System in the
AIM toolset, uncertainty analysis and quantification techniques now can be more efficiently considered in design trades.

Introduction
The objective of the Accelerated Insertion of Materials Program is to provide the concepts, approach, and tools that can accelerate the insertion of composite materials into DoD systems. The primary concepts used to enable accelerated insertion of materials include: the definition of an integrated product team (IPT) made up of both the technology and application development members; the use of a disciplined, orchestrated maturation plan developed by this IPT; the combination of this maturation plan with existing knowledge, analysis tools, and test techniques, that enable accelerated development of a design knowledge base (DKB) from which maturity of the material system is determined; and the incorporation of an early key features fabrication and test article to focus the insertion, qualification, and certification efforts.

In the development of the methodology presented herein, two groups of people were instrumental in helping us define the roadblocks and pitfalls that caused the failure of previous attempts to accelerate insertion of materials into systems. The first of these was the Design Team which included several people who had led IPTs that sought to use composite materials in their systems but had either encountered problems too difficult to overcome, or had spent considerable time and money to overcome the obstacles. It was important to gather their experience before we developed this methodology so that we knew it would address the critical shortcomings of previous attempts. Secondly, we instituted a Certification Team – a group of leading members of the government agencies most responsible for certifying composite structures that could not only give us their experiences, but could also review the methodology we developed and give us feedback on it and guide it toward a process that would lead to certifiable structures when the methodology was applied. Jim Starnes was the Structures person for the NASA team. Jim was a tremendous encourager to the AIM-C team and regularly offered guidance, criticism, and help as needed throughout the development. The AIM-C Team and the aerospace industry as a whole lost two great members of our profession in the loss of Jim Starnes and Jack Lincoln (leader of the Air Force Certification Team). Both were strong supporters of the efforts being conducted by the AIM-C team.

This paper describes the approach taken to combine these concepts into a cohesive plan to accelerate maturation for successful insertion. During the development of this methodology, several analytical and test tools were developed to aid the IPT in developing their plan and in predicting and assessing the capabilities of the material system being introduced. The methodology described herein, the analysis tools that support it, their generation, validation, and the software that house those tools can be found in the AIM-C Final Report, Vol. 1, Reference 1.

Purpose
The purpose of this paper is to present the methodology developed during the AIM-C program that can accelerate development of the design knowledge base required for insertion of new materials into DoD systems. To achieve this purpose the AIM-C program evaluated the historical roadblocks to effective implementation of composites; offers a process or protocol to eliminate these roadblocks. The AIM-C program provides a strategy to expand the use of the systems and processes developed to technologies beyond those of materials and structures. It provides a software tool that facilitates evaluation of composite materials for various applications; as well as providing a mechanism for acceptance by primary users of the system. And the program provided validation of the methodology, and toolsets by those responsible for certification of those applications in which new materials are used.

This paper presents the key elements of the methodology, their content, how they are applied, and how they each contribute to the acceleration of insertion defined by the process. Before summarizing these key elements of the methodology there are some important concepts and relationships that must be defined.

Qualification and Certification Definitions
Throughout this document, the words qualification and certification will be used frequently. In general, unless the context provides a different interpretation, qualification will be used to mean the knowledge base developed on a material system, under particular process conditions, that demonstrates ability for meet a specific set of materials and process
specifications (Reference 2). Certification will be used to refer to that knowledge base for a material system, fabrication process, and assembly procedure that meets the design requirements for a given component of a DoD system. In this definition set, qualification refers to the general acceptability and limitations of a material and process and certification refers to the ability of the material and process to perform as required in a specific application (Reference 3). These definitions are depicted in Figure 1 to show that the DKB developed by the AIM-C methodology consists of both data sets and while there is much shared between these datasets, specific applications often do require more data focused toward that application than is contained in the qualification dataset.

The design knowledge base developed by the AIM-C system includes both qualification data and certification data for a specific application. This was intentionally done because accelerated qualification does not necessarily ensure accelerated insertion. The development of the DKB must go beyond qualification data to the certification data for the given application in order to ensure insertion.

The Design Knowledge Base

The Design Knowledge Base (DKB) for AIM-C is that knowledge that qualifies the materials for use and certifies the material for use in specific components of the aerospace system being to which it is applied. In general terms the elements of a design knowledge base for aerospace systems was defined by a set of experienced leaders of integrated product development teams as shown in Figure 1. This figure identifies everything that the IPT desired in the DKB, a portion of which was the focus of the AIM-C Phase 1 effort.

It should be noted that while the AIM-C team focused on the materials and processing, manufacturing, and structural aspects of this DKB, we did address some elements of the supportability and miscellaneous categories. In general, the methodology in AIM-C was developed at high levels for the majority of the categories shown in Figure 1 and in depth for only the highlighted elements shown. This allowed us to address the broad issues surrounding accelerated insertion, while still allowing us to focus on a few for more complete development. Those few that are more fully developed will pave the way toward the understanding required to extend the methodology to those elements that were addressed at only the higher levels.

Figure 1. Integrated Product Team’s View of the Design Knowledge Base

<table>
<thead>
<tr>
<th>Structural</th>
<th>Manufacturing</th>
<th>Supportability</th>
<th>Miscellaneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strength and Stiffness</td>
<td>Recurring Cost, Cycle Time, and Quality</td>
<td>O&amp;S Cost and Readiness</td>
<td>Observables</td>
</tr>
<tr>
<td>Weight</td>
<td>Use Common Mfg, Equipment and Tooling</td>
<td>Damage Tolerance</td>
<td>EMI/Lightning Strike</td>
</tr>
<tr>
<td>Service Environment</td>
<td>Process Control</td>
<td>Inspectable on Aircraft</td>
<td>Supplier Base</td>
</tr>
</tbody>
</table>
- Temperature | Inspectable | Repairable | Applications History |
- Moisture | Machinable | Maintainable | Certification Status |
- Acoustic | Automatable | Accessibility | - USN |
- Chemical | Impact on Assembly | Depaint/Repaint | - USAF |
| Fatigue and Corrosion Resistant | | Reseal | - ARMY |
| Loads & Allowables | | Corrosion Removal | - FAA |
| Certification | | Logistical Impact | |

Risk in Each Area is Dependent Upon Application’s Criticality and Material’s Likelihood of Failure
Approach Overview
The foundational practice used in the development of the AIM-C approach was the Building Block approach to structural maturity that has been used since the introduction of composite materials into aircraft structure before we had the kind of accurate and comprehensive toolset that we now have for these materials. Faced with the need to be able to certify such structures from a single static and fatigue test as had been done with metallic structures (and because the airframes were then primarily metallic), application development teams, in conjunction with certification agents, developed a method based on increasing complexity of testing that linked the final airframe test through component tests, subcomponent tests, critical detail tests, element tests, to the coupon level tests which could be used to wring out the performance limits of the materials under various service environments. The basic Building Block Approach is shown in Figure 2.

The Basic Building Block Approach as presented in Figure 2 is a solid and secure foundation for certification of aircraft structures and makes no assumptions about the level of analytical capability available since it was developed when composite analysis techniques were unproven. However, AIM-C also applies validated analysis tools that can radically reduce the amount of testing required to achieve the same level of confidence demonstrated in the Building Block Approach in an accelerated manner as shown in Figure 3. Here instead of relying on test data from each level of complexity to feed the next, the focus is on developing the database needed to support the fabrication and test of a full-scale key feature test article. This test article is used to ascertain readiness for certification of the application of the material, processes, fabrication technique, assemble, and the design.

The AIM-C approach differs from the conventional Building Block approach in two ways to accelerate insertion of a new material system. First, and most obviously, the multi-disciplinary, integrated product team concept develops the DKB much more rapidly than the sequential Building Block approach. This is true even without acknowledging the effect of analysis capability, but is dependent only on the ability to cover a number of needs with a few tests when they are jointly planned. Second, the focus on the key features fabrication and test article provides a focus for the early knowledge development, a gate for the technology into certification, and a source of failure mode and repair information that can help focus and reduce
Figure 3. Comparison of the Conventional Building Block Approach with the AIM-C Approach
certification testing. The disciplines involved in the plans developed under the AIM-C Program are identified in Figure 4.

The AIM-C approach is a multi-faceted plan to achieve safe, reliable, and rapid insertion of a material system into a DoD application with minimum risk of failure as the application approaches certification. The approach consists of assembling an integrated product team of the technology and application development members, assessing the readiness of the material for insertion, determining the requirements for the application, determining how the IPT will determine conformance with those requirements, gathering the knowledge by existing knowledge, test, and analysis to fulfill the requirements, assessing the conformance to requirements to determine if the knowledge gathered can be committed to the design knowledge base, or
whether there are elements of the knowledge that require a different approach to ensure robustness.

There are gates at each step denoted by technology readiness level throughout the maturation process; however, there are two primary gates which are impacted most by AIM-C methodology. The first is the technology readiness review (TRL= 0) in which the IPT reaches the consensus that the material, its support materials, and its processes can be obtained with sufficient reproducibly that materials evaluated can be obtained using rudimentary requirements sheets to achieve the same pedigree. Another key review (TRL= 3) is at the time of the decision to proceed with the key features fabrication and test article(s). The materials, processes, and fabrication techniques must be capable of producing full-scale parts consistent with the designs for this application. Moreover, the key features article should demonstrate predictable geometry, response, strength, failure modes, and repair capabilities so that parts subsequently fabricated are not outside of tooling, processing, analysis, and repair capabilities.

As the AIM-C methodology is expressed in this report, please note that it is also applicable to the insertion of other technologies.

**Baseline Best Practices**

There were a number of Best Practices that were used in the development of the AIM-C methodology. These Boeing Best Practices include: Integrated Product Teams, Quality Function Deployment, Technology Readiness Levels, and ISO 9000. These practices and methods are defined here and their use within the AIM-C System is examined so that as the methodology is presented the use of these practices will be evident.

First, Integrated Product Teams are multi-disciplinary teams used throughout much of industry so that the knowledge base resident within each discipline can be brought to bear on the solution of a problem. Design solutions are a known compromise among affected disciplines and must not result in a design having a weakness overlooked by a discipline that is not represented. IPTs have been so successfully applied to design, build, and test of high performance products that they are now being introduced into manufacturing and most recently into technology development to reap similar gains to those achieved in design. The benefit of a multi-functional team to develop a DKB is the rapid assessment of the requirements imposed by affected disciplines in the development and evaluation of a new materials system even before it is ready for evaluation in trade studies.

One of the key points encountered during the course of the AIM-C Program was that IPTs doing technology development are usually separate from those doing product development. If these teams are going to successfully and rapidly insert a new material into an application, these two teams must become one team throughout the course of the insertion process. There are some very good arguments for maintaining the tie between the groups even after this point in the maturation process, but the key is that the applications team must know what the technology development team knows about the material and processes that are proposed and the technology team must know what the requirements, environments, and expectations of the materials will be in the proposed application. Neither team can be successful without this information and neither team can share it well enough to be excluded from the design discussions. They must be made into one team.

Evaluations of the applicability of a material or process to a specific component are best performed at the component level. But often it is difficult to interpret component level performance or benefit at the systems level. The house of quality process offers a tie between systems level requirements and payoffs to component level requirements and payoffs. But the relationship is not one to one. There are often component level requirements that limit how a material can perform or what processes can be used that impact the application of the material to the component. These are often requirements not defined at the systems level, but are part of the disciplinary knowledge base that comes through the IPT. Documenting these requirements is just as important as documenting the system level requirements and priorities.

The AIM-C Methodology used Technology Readiness Levels to track the maturation of the technology (material) through the insertion process. It did not take long as we formulated IPTs under the AIM-C Program to realize that although various disciplines used Technology Readiness Levels (TRLs) to track technology
maturity, they did not interpret their TRLs consistently. Technology developers tended to start their TRLs with the discovery and documentation of a new capability. Application developers tended to start their TRLs at the stage when the technology was reproducible and when they could receive a specified product using an initial definition or specification. As shown in Figure 5, these TRL definitions are out of phase with one another.

This discrepancy in definition between these two TRL definitions, led to confusion between the technology development teams and the application development teams. This discrepancy was not unique to AIM-C but has existed since the formation of the Readiness Level definitions. The Air Force has always focused on a more applications oriented set of TRLs fostered by Dr. Jack Lincoln the specialist in airframe certification for so many years (References 4 and 5). At the same time NASA used a set of TRLs that was more closely aligned with the technology development TRLs, since TRL of 0, an IPT between the technology development team and the application development team is formed and a Technology Readiness Review is held to determine that its properties and projected costs are attractive, that the technology (or material) is reproducible, and that the system ready to begin the AIM-C insertion process. If that review is positive for the material, then that team continues to work toward maturation of the system to insertion. While the process works through all TRL levels, it is really most focused on levels 0-4 for the AIM-C program because that is where most of the risk reduction is done that eliminates the showstoppers and risks for insertion to the application. Levels 5-8 deal with design certification and readiness for production, and levels 9-10 deal with production and support for the product. they were so often looking at embryonic technologies at the research level (Reference 6).

Once the discrepancy was realized, a single set of Technology Readiness Levels was determined focused on the application as shown in Figure 6. Technology Readiness Level 0 was defined to encompass all the development work from discovery to the development of a reproducible process at the laboratory or pilot plant scale.

A common maturity tracking method certainly helps an IPT, but it is not sufficient to ensure a successful insertion of a new material into an aerospace application. Lessons learned from previous material systems gave us some rather specific do’s and don’ts that can spell the difference between successful insertion and insertions stopped without recourse. Some of these lessons learned are identified and categorized in Figure 7. In that Figure, we have segregated the lessons into particular disciplines so that the lead for that discipline can review and refresh the understandings that drive designs in particular directions (away from one fabrication method, toward another for example).

Once a common definition for the meaning of each TRL was defined, then the progress of the entire IPT could be tracked according to a single TRL-based chart. This chart is shown in Figure 8, but its use is described in greater detail in later sections of this report. This chart became the IPT’s primary means of assessing the maturation of a material, or technology, through insertion.
Figure 7. A Portion of the Lessons Learned from the AIM-C Design Team and the Certification Team

Figure 8. Technology Readiness Chart for a Materials Insertion IPT
While these lessons learned and the subsequent Technology Readiness chart were developed by the AIM-C Design Team, they were reviewed, revised, and added to, in some cases by the Certification Team, which is identified in Figure 9. This is where the work of Jim Starnes and Jack Lincoln and a number others was so important to the AIM-C team. Their experience with certifying and maturing composite technologies over the years was a crucial element in the development of the AIM-C Methodology.

### Methodology Ground Rules

- **Methodology** provides the disciplined process that captures the designer’s problem statement, communications the problem to the integrated technology/product team via the AIM-C system, and provides solutions for the designer with confidence levels, risks/drivers, risk mitigation options, and links to further detail. Our methodology is built on the following ground rules:
  - Integrate the building block approach to insertion.
  - Involve each discipline in maturation.
  - Focus tests on needs identified by considering existing knowledge and analyses.
  - Target long lead concerns, unknowns, and areas predicted to be sensitive to changes in materials, processing, or environmental parameters.

The methodology is imparted to users via the following formats:

- User interface screens/prompts
- Linked text files
- Software documentation
- Training
- Methodology/process definition and change procedures document

### Methodology Features to Accelerate Insertions

A summary of the features introduced in the AIM-C approach is given in Figure 10.

The software system developed to aid the IPTs in applying the AIM-C methodology was embodied in a modular software package, for which the main menu page is shown in Figure 11.
Accelerated Insertion of Materials Is Achieved in AIM-C Methodology by

- Focusing on Real Insertion Needs (Designer Knowledge Base)
- Approach for coordinated use of
  - Existing Knowledge
  - Validated Analysis tools
  - Focused Testing
- Application of Physics Based Material & Structural Analysis Methods
- Use of Integrated Engineering Processes & Simulations
- Uncertainty Analysis and Management
  - Early Feature Based Demonstration
  - Tracking of Variability and Error Propagation Across Scales
- Rework Avoidance
- Disciplined approach for pedigree management

Orchestrated Knowledge Management to efficiently tie together the above elements to DKB

Figure 10. AIM-C Features to Accelerate Insertion

Figure 11. Main Menu for AIM-C Software System
The basic system is described in Figure 12. The system was developed to be web-based and machine independent using the latest Java and open source codes for the backbone of the system and for the object-oriented relational database used within it. There are numerous lessons learned from this attempt to embed a methodology guide into software. Some of the major lessons were: 1) The software must allow for IPT manipulation to adjust the methodology to fit the need. The current methodology embedded in the software is old and cannot be updated readily because too much of it was hardwired to get it working for immediate needs. 2) Software that houses large datafiles must be resident at one location accessible via the web from any location and be capable of additions or modification from here according to strict enforcement of editing protocols. Distributed computing is certainly possible and was demonstrated in this program, but the time required to pass large databases across the internet is too great for efficiency. It is far better to allow access and modification and provide exceptional computing power at the host location. 3) The AIM-C software acts well as a host and repository of the tools used, and dopes provide version control those tools, but it does not perform the guidance function for users that we had originally sought.

**Figure 12. The Basic AIM-C System**

**The Methodology**

The overall approach applied for each element of the plan is shown in Figure 13. This approach to DKB development used in AIM-C is entirely consistent with the concepts of ISO 9000. To have an approach defined prior to application, to monitor the application of the process, measure results to ascertain conformance, and to apply corrective measures if conformance is not achieved are all consistent with ISO 9000 concepts. The serendipitous product of this approach is that any DKB developed by the AIM-C approach is readily documented as ISO 9000 compliant.
The Problem Statement Generation - The problem statement bounds the qualification program by providing a clear statement of the desired outcome and success criteria. It delineates responsibilities for appropriate aspects of the program to the material supplier, processor, test house, prime contractor and the customer. It serves as the foundation for many decisions and as the basis of the business case as well as divergence and risk analyses on which the technical acceptability matrix is built. When the problem statement is found to be deficient in specificity, or to be so specific as to limit approaches, or to have a clear technical error, modifications must be made with the agreement of the qualification participants and stakeholders.

Problem Statements can take many forms: they can be statements of the desire to determine what material fits a given application best, they can be statements of determining what application fits a given material system best. Most often it is a combination of materials and potential applications that are being examined to determine where the greatest payoff for a match of material system and application lies. Note that when we refer to a material system we are including the processing involved in fabricating a part from that material. If either the material or the fabrication process change, then the system has changed.

The first step in developing the Problem Statement is to determine the level of risk that can be tolerated for the match of application and material system. The level of risk that can be tolerated depends on the maturity of the system to which it is to be applied. Production aircraft can accept little to no risk, development aircraft more, and experimental aircraft more still, and conceptual aircraft can accept the greatest risks. Figure 14 shows that the scope of the effort required to overcome these risks is greater for higher risk conditions and lesser for lower risk conditions. But the scope is not always determined by the risk, it is sometimes dictated by the limits of schedule and costs of the effort. In these cases this chart can identify the disparity between the risk, the scope of the effort required to reduce risk, and the scope being allowed to accommodate that risk.
Once the team understands the relationship between the scope of the effort allowed they are allowed to perform and the choices in technology that can be applied to the application, then they can go down another level in detail and address individual material systems and their potential applications to determine which fall within the bounds of the risk reduction scope they have been afforded. This is done using a chart like that shown in Figure 15.

Finally, the problem statement itself is prepared which simply states the material system selected and the application selected and the key objectives being sought in the combination. Once the Problem Statement has been formulated it is checked using a list of questions like those that follow.
• Is the problem statement (or application requirements documentation) captured in writing like a story problem?
• Is the objective clearly identified?
• Has the information necessary to solve the problem been identified?
• Has extraneous information been identified as such?
• Is this statement an identification of the problem or erroneously identification of a desired or anticipated solution?
• Are the critical checks/ issues being captured for the next stage of the qualification/certification process, conformance planning?
• Are all of the appropriate stakeholders (including customers) involved and concurring to the statement?
• Have applicable assumptions, compromises, and contingencies been identified in writing?
• Is the problem statement in a useable form for a Strengths, Weaknesses, Opportunities, Threats (SWOT) analysis?
• Was a check made of past showstoppers/major issues related to problem statements of a similar nature? (This will be addressed in more detail in planning for conformance, but should also be addressed in the problem statement to help achieve early understanding among stakeholders.)
• Does the problem statement consider the applicable inputs needed from the following readiness level categories?
  Application
  Certification
  Legal Considerations
  Design
  Assembly
  Design Allowables
  Development/Structures
  Materials and Process Development
  Fabrication/Producibility
  Supportability
  Business Case

Requirements Definition - Quality Functional Deployment, via a House of Quality concept is used in the AIM-C Program to simply document the relationship of requirements from the systems level to the component and technology levels. Insertion cannot be successful without meeting the requirements. Unsuccessful insertions have most often been stopped, not by a lack of knowledge about potential showstoppers, but because people did not carefully document and share the requirements for the component or material or manufacturing process or did not address the issues they knew existed. Without documentation these issues can be ignored to the peril of the insertion. An example of Quality Function Deployment is shown in Figure 16.

Figure 16. Quality Function Deployment Is Used in AIM-C to Document the Linkage between System Level Requirements and Technology Requirements

The primary advantage of the House of Quality System is that it ties the System level requirements to the component or part level requirements at which materials system are applied. It also allows us to roll up the benefits of a given technology to determine its effect on the system level capabilities or benefits. The primary benefit of the activity is to document the link between the system, vehicle, airframe, component, and part level requirements and benefits so that application trade studies can be performed in a knowledge rich environment.

Another key element of the requirements definition process is to determine the requirements imposed by the AIM-C process. The overall TRL definition, previously shown in Figure 8, can be drilled down to the individual disciplines for each TRL level to form what we term xRL sheets which guide the functional leads toward the data required to support other disciplines at each step of the process. These xRL Worksheets give:
• Detailed multiple discipline perspective of information needed to address the problem statement;
• Identification of why conformance activities need to be done
• Exit criteria guide established for creating lower level xrls, that deal with specific
• Disciplinary problems
Covers all disciplines involved in the process
Provide an application perspective along with materials perspective
Exit criteria guide established for creating materials and processing/producibility
xRLs
Covers technical areas and production readiness

At the lower level xRL level, the guide is generic, addressing technical and production readiness areas. The guide has been exercised with composite materials, hand layup processing/ producibility, and analytical tools. The generic guide is used to establish specific readiness charts according to the technologies being addressed. And the guide was used to establish specific composite material xRL examples and hand layup/autoclave cure examples. Some examples of these lower level guides are shown in Figure 17.

Figure 17. Lower Level Readiness Level for specific Elements of Disciplines
Conformance Definition – Requirements definition and the TRL, XRL, and xRL spreadsheets help the team to determine what must be done and why. These sheets lead to what were termed Conformance Check Sheets, like that shown in Figure 18. These sheets were a simple way to assure the team that once they had determined what path they would take to fulfill the requirements, that they had a plan that was consistent with those requirements and the needs for accelerated knowledge gathering. The conformance check sheets define for the team what is to be done to meet requirements, how they will be done (whether by analysis, existing data, or knowledge generation), who is responsible from the functional standpoint for what data, and when that data was required by the team in order to accelerate the insertion process.

Figure 18. Planning Check Sheets Help the Team Plan the Maturation Process

As noted in the above checksheet, some of the required information can be developed using analytical tools and elementary data. Some can be developed using analysis tools and existing data, and some will have to be gathered by test. The team is encouraged to review these conformance checklists and reconfigure them to fit their needs, their scope, and their timeframe for knowledge gathering. They are a guide based on the generic readiness level requirements defined previously and so they will not match every insertion specifically. It is the team’s job to make these conformance checklists match the plan they have determined to use to meet their requirements.

It should be noted that not all knowledge is gathered by analysis, test, or existing data. Process and producibility information can really only be developed by fabricating parts, and so there is within the AIM-C process a guide for manufacturing toward a very efficient and rapid knowledge gathering process that can lead to first time quality parts. Still, the knowledge
must be developed or verified using fabrication of detailed parts as shown in Figure 19, and the process by which one develops these parts is reviewed and revised as necessary by the team.

**Producibility Item Assessments**

- **Producibility Items/Areas**
  - Manufacturing/Processing
    - Cutting
    - Layup
    - Debulking
    - Bagging
    - Cure
    - Unbagging
    - NDE
    - Tooling
  - Quality
    - In-Process
    - Final Part

**Feature Based Part Producibility Methodology/Process Steps**

1. Flat Panel, Constant Thickness
2. Ramped Panel
3. Flat Panel, Multiple Thicknesses
4. Elements (Hats, C’s, I’s, etc.)
5. Scale-up, Size

and Producibility

All facets of the conformance planning process are enhanced by today’s analytical tools. The ability to predict the response of both the tool and the part as it is processed and as it consolidates is key to the acceleration of the development of composite material systems that can meet today’s stringent and aggressive goals on risk reduction. Some of these models and their use are described in Figure 20. The ability to model both tooling and the part in its unconsolidated state and then as it consolidates is the key to determining the state of the part, geometrically as well as chemically and physically, at the end of any process. The ability of today’s tools to handle gapping between parts in addition to the pressures applied by the tooling to the part help us get a better knowledge of what tooling is required to achieve complex parts for tomorrow’s applications. Consolidation models like COMPRO (a commercial software code from CMT, Inc in Vancouver) make these kinds of calculations in two dimensions and will potentially have capability to make such predictions in three dimensions. Still these predictions must be validated using element and panel level component fabrication in order to ensure that the input parameters reflect accurately the behavior of the materials as it cures as well as the interaction of the part with the tool during that curing process.

**Knowledge Gathering** – Once the conformance plan has been developed by the team, then the knowledge gathering takes place. Here again the TRL, XRL, xRL guides the each discipline toward the exit criteria for each element of the plan. The Conformance Sheets help define how the team planned to achieve the requirements for each exit criterion. The first step consists of gathering existing knowledge on the problem statement at hand as well as related relevant knowledge on similar systems. The team works to determine the divergence of the new case at hand from previous similar experiences to assess the applicability of such “knowledge” to both
Figure 20. AIM-C Analysis Tools Guide
Fabrication Maturation

accelerate insertion while mitigating the risk of using understanding that might not be as directly relevant to the new problem statement as initially thought. Figure 21 illustrates the linkage and flow of readiness level criteria and knowledge generated.

Figure 21. Linkage of TRLs, XRLs and Exit Criteria for Knowledge Gathering

It is very important to reveal concerns early – cost, schedule, and technical – so that unknowns can be addressed and risk mitigation plans can be exercised if necessary. As such, it is good to ask and document, the handling of questions which interrogate every aspect of the material, process,
application, threat, and opportunity. Performing this type of assessment requires different perspectives – assembly personnel, business personnel, customers, designers, fabricators, manufacturing personnel, system maintainers, suppliers, technologists, etc.

The information in this methodology and in the AIM-C system is helpful to performing strength, weakness, opportunities, and threats (SWOT) analyses on the materials, processes, and applications considered.

Major challenges exist to ensure broad adoption of detailed uncertainty analysis across, not only data gathering and analysis, but to the understanding of the role of hierarchy in the integration of random variations into the final prediction of the variations expected from design, fabrication, and test events. But the benefits are potentially very large. These include reducing the cost and schedule associated with testing, and developing tools and approaches which make analytical statistical studies fast, accurate, easy to use, and produce understandable results. The emergence of new physically-based analysis methods and the continued enhancement of RDCS have made great inroads toward this goal, but the determination of appropriate approaches and procedures for differing applications is still under study.

Recent RDCS improvements, Figure 22, greatly expand the operating space of uncertainty analysis. These improvements include:

- Continuous, discrete and enumerated variable types
- Sensitivity analysis on mixed space and constrained design space exploration
- Integration of external uncertainty analysis plug-ins with RDCS
- Advanced design of experiments – Design Explorer
- Probabilistic (Robust) Optimization
  - A capability to define statistical parameters as design variables

**A Domain Independent Comprehensive Tool Set to Analyze the Design Space**

**Figure 22. Robust Design Computational System Tools for Quantifying Variation**

One simple example on AIM-C is the use of RDCS Probabilistic Analysis to assess the effect of constituent properties, prepreg properties, and geometric variables on the strength of open hole tension (OHT) coupons. The results of this Monte-Carlo Simulation are shown in Figure 23.

**Figure 23. Monte Carlo Simulation Result for Open Hole Tension Strength**
As shown in Figure 24, knowledge can consist of existing data or processing guides, analysis or simulation, or test data. Existing knowledge includes customer and supplier references, related quality records, previous databases, and lessons learned. It is important when using existing knowledge in an insertion assessment to understand and document the pedigree of the data (the source and the details surrounding the situation in which the knowledge was first generated or understood). It is also important to identify the difference between opinion and scientific observation. There are several sources for designers of composite airframes available today. One of the foremost is the DoD/FAA sponsored MIL-HDBK-17 (Reference 7). But, when evaluating how closely a new material might match these data, one should certainly review the equivalency criteria developed by Tomblin, et.al., (Reference 8) for the FAA general aviation segment.

When using analysis to mature technology, one must understand the pedigree of the algorithms used, the assumptions made, the uncertainties introduced, the pedigree of the input files, and the validation performed to date. Similar to distance from experience expressed in Figure 1 for previous knowledge, is the assessment of the similarity of the analysis validation case to the particular application of the analysis method at the time of use for maturing technology/applications for insertion.

As with heuristic knowledge and with test data, it is imperative to document the input, the analytical method configuration control, the operating system used, and any validation planned or completed.

When establishing the qualification test matrix, the plan should be sequenced to identify critical design and manufacturing properties early so that testing and analysis can be modified or discontinued if success criteria are not met. This will minimize qualification costs and risk by eliminating inadequate alternate materials and/or processes early in the test program before more expensive qualification tests are performed. Key elements of the plan include specimen traceability of material, processing, and fabrication.

All testing has variability. It is very useful to have a list of expected test results and typical coefficients of variability (COV) based on previous testing with similar materials. When doing a second-source qualification, the COV’s
are available for the existing material based on the quality control data and the original test matrix. When generating data by analysis (analogy, interpolation or extrapolation), the statistical approach to generating COV’s must be clearly stated along with assumptions and a statement regarding the validity of that approach.

**Conformance Assessment** – Once knowledge gathering begins, conformance assessments can also start. The primary elements of conformance assessment are:

- Review available knowledge: heuristics, lessons-learned, information on similar problems or applications, public literature, analyses, and test results.
- Address every question/requirement. Address functional/disciplinary issues. Address interdisciplinary issues/assumptions/decisions as an IPT with all stakeholders involved.
- Determine divergence risk on existing information.
- Evaluate the handling of error and uncertainty.
- Assess the conformance of existing knowledge with requirements.
- Determine additional knowledge needed based on knowledge gaps, unacceptable risk, etc.
- Audit documentation, marking, completeness of information, version controls, etc.
- Secure agreement from all stakeholders. Note differences, concerns, assumptions, and highlight critical information to the committal gate at the next level of maturity.
- Commit appropriate files to the master database.
- Make a plan for corrective action on that data which did not meet committal criteria, marking, uncertainty management, etc.
- Make the committals of maturity advancement in the readiness level files. Include all required documentation at the time of committal.
- Address the business case as appropriate.
- Make the decision to continue maturing on the problem statement or revise the problem statement as appropriate.
- If the problem is not continued, prepare and commit the decision and rationale to the knowledge base for archival purposes and future lessons learned.

Some key lessons learned form the AIM-C program was the necessity for producibility maturation to keep pace with design maturation. Whenever these two functions were disconnected and not feeding each other lessons learned and solutions, the opportunities for needless rework increased proportionately. Figure 25 is an example of how lessons learned from initial fabrication of the hat stiffeners developed under the AIM-C Program fed the eventual design. Finding that cap geometry was very tough to control, the team had the structures discipline analyze the effect of the rounded cap. Finding that this geometrical inaccuracy had no negative influence on the strength of the stiffener, the team was released to address those geometrical issues that did impact strength and durability of the panel.

![Figure 25. Processing and Producibility Assessments Must Keep Pace with Design Development and Highlight Concerns](image)

The ability of the AIM-C process to highlight non conformances of all kinds and assess them from a performance impact perspective is a strength of the system. Figure 26 shows the results of a set of measurements of key conformance characteristics from one of the hat
stiffened panels fabricated under the AIM-C Program. The highlighted areas of the figure indicate locations in which measured geometries deviated from those predicted by more than acceptable limits. These were each analyzed and, as shown, some were not critical to the performance of the panel (dashed line), but some were (solid line). Those which were deemed necessary to remove from the panel, the heuristical knowledge in the system was used to develop a process that would remove the imperfection. Thus the knowledge based developed in the AIM-C methodology also helps with rework when such rework is necessary. The great savings comes when the system can determine that rework is not necessary, of course.

**Figure 26. Ability of the AIM-C Process to Highlight Concerns for the IPT is Key to Its Success**

**Summary** - The AIM-C approach integrates best practices, critical ground rules, and accelerated analysis and test methodologies into a process that can accelerate the risk reduction required to safely insert new materials into applications.

AIM-C methodology accelerates the insertion of materials providing a disciplined approach toward developing the design knowledge base as rapidly as possible to enable the fabrication of a key features test article that focuses the certification testing on the failure modes and loading conditions that control the design of the component. At the IPT level, and for each of the disciplines that make up the IPT, the approach revolves around problem definition to focus the team, conformance planning to determine as a team how they will pursue the DKB required to fulfill the requirements of the application being considered, knowledge gathering, conformance assessment, and committal of the data to the DKB and documentation of a remaining issues for maturity cycles or other approaches applied to meet the conformance criteria. As shown in Figure 26, the approach allows the IPT team (and its leader) to have a constant visual representation of the progress the team is making through the insertion process – based on hard data that assures the team that the exit criteria they have established have been met. In this chart green means the exit criteria have been met, yellow means that work is moving toward completing the exit criteria, and red means that there is a problem finding a plan that will meet the exit criteria as currently defined. This team is working toward the Systems Requirements Review knowledge base.
The AIM-C philosophy, with its focus on the key features fabrication and test article to guide development toward those features which drive design requirements, has embodied in it a planned rework cycle. In fact the Problem Statement to Conformance Planning, to Knowledge Development, to Conformance Assessment, to Committal or refinement has embedded within it a planned cycle, while working to minimize the reliance on that “rework” cycle in certification. This philosophy is consistent with that used in the ISO 9000 standards. The objective of this philosophy is to provide the technology at the key features test article to evaluate and mitigate the risks associated with successful certification. This is crucial. In examining past insertion failures, we found that the most expensive failures came when the technology could not be scaled-up to the sizes, or geometric requirements for the design. These lessons, learned the hard expensive way, led to incorporation of the key features full scale test article early in the development process and to evaluate risks before going further with certification.

The AIM-C methodology has been used in several exercises that demonstrate its capability to accelerate the rate at which knowledge of a technology can be gathered and used for qualifying the technology and certifying its application. The results of each of these Design Knowledge Base generation exercises has reinforced the acceleration benefits that can come from an orchestrated approach to meeting the needs for technology insertion. Figure 28 shows the results we have achieved under a number of such exercises. And it is the team’s perception that the disciplined approach could reap similar gains for technologies beyond those of materials and processing as well.
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Increasing Design Load and Reducing Weight of Structures by Error Reduction
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In this paper we analyze tradeoffs of design load, weight and safety of structures via probabilistic design methodology. We first perform the probabilistic analysis of a sandwich panel used in aerospace structures. We explore the effect of using a more accurate prediction technique for interfacial fracture toughness that combines interfacial fracture toughness with mode-mixity instead of using the traditional model that disregards mode-mixity. We find that the use of this more accurate model allows on average 12% increase in design load. Next, we consider structural failure due to point stress without damage propagation in a representative aircraft structure. We find that reducing errors from 50% to 10% provides up to 27% weight savings.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C and R</td>
<td>Capacity and response of the structure, respectively.</td>
</tr>
<tr>
<td>$e_c$ and $e_R$</td>
<td>Error factors for C and R, respectively</td>
</tr>
<tr>
<td>$e^T$ and $e^{MM}$</td>
<td>Errors in fracture toughness assessment corresponding to the traditional (averaging) method and the method with mode-mixity, respectively</td>
</tr>
<tr>
<td>$G$</td>
<td>Strain energy release rate</td>
</tr>
<tr>
<td>$G_c$</td>
<td>Interfacial fracture toughness of the sandwich structure</td>
</tr>
<tr>
<td>$K_I$ and $K_{II}$</td>
<td>Mode I and mode II stress intensity factors, respectively</td>
</tr>
<tr>
<td>$P_{design}$, $W_{design}$</td>
<td>Design load, weight and thickness of the structure, respectively</td>
</tr>
<tr>
<td>and $t_{design}$</td>
<td></td>
</tr>
<tr>
<td>$S_F$</td>
<td>Safety factor of 1.5</td>
</tr>
<tr>
<td>$VAR_C$ and $VAR_R$</td>
<td>Variabilities of C and R, respectively</td>
</tr>
<tr>
<td>$w$ and $\sigma_a$</td>
<td>Width and allowable stress for the representative structure</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Mode-mixity angle</td>
</tr>
</tbody>
</table>
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I. Introduction

Structural design of aerospace structures is still performed with deterministic design philosophy. Researchers are constantly improving the accuracy of structural analysis and failure prediction. This improvement in accuracy reduces uncertainty in aircraft design and can therefore be used to enhance safety. However, since the record of structural safety in civilian transport aircraft is very good, it makes sense to ask how much the design load can be increased or the weight can be reduced if safety is to be maintained at a specified level. Currently, there is no accepted way to translate the improvement in accuracy to weight savings or increased design loads. The objective of this paper is to take a first step in this direction by utilizing probabilistic design methodology. Qu et al. (2003) showed that for fixed probability of failure small reductions in variability can be translated to substantial weight savings. Here we seek to investigate the potential of reduction in errors.

Sandwich structures are used in aerospace vehicles due to their low areal density and high stiffness. However, debonding of core from the face sheet is a common failure mode in sandwich construction, and the interfacial fracture is traditionally characterized by a single fracture toughness parameter. However, in reality the fracture toughness is a function of the relative amount of mode II to mode I (mode-mixity) acting on the interface (Suo, 1999). Stiffness of sandwich structures depends very much on the integrity of the face sheet/core bonding. Even a small disbonds can significantly reduce the load carrying capacity, especially when the structure is under compressive loads (Avery and Sankar, 2000; Sankar and Narayanan, 2001). Grau et al. (2005) measured the interfacial fracture toughness as a function of mode-mixity to characterize the propagation of the disbonds between the face sheet and the core. They performed asymmetric double cantilever beam fracture tests to determine the interfacial fracture toughness of the sandwich composite, and then demonstrated its application in predicting the performance of a sandwich structure containing a disbonds. The use of mode-mixity dependent fracture toughness led to improvement in the accuracy of failure prediction of debonded structures. In this paper we perform probabilistic analysis of the debonded sandwich structure analyzed by deterministic approach by Grau et al. (2005) to explore a possible increase in the design load of the structure.

Next, with the question of trading weight for accuracy improvement in mind, we analyze structural failure of a representative aircraft structure due to point stress failure. Here we do not model damage propagation in the structure, for example, due to fatigue, corrosion, impact damage, etc. We make use of our previous work (Kale et al., 2004, Acar et al., 2004), which explored the effects of errors, variability and safety measures on the probability of failure of aircraft structural components. We utilize probabilistic design methodology to translate reductions in error bounds to weight reduction for fixed probability of structural failure.

The following section discusses the structural design of a sandwich structure and a representative aircraft structure. Section 3 presents the analysis of structural uncertainties with the main perspective of how to control uncertainty. Section 4 gives the general form of probability of failure in terms of loading, weight and uncertainty. Section 5 discusses the tradeoffs of accuracy against increasing design load or reducing weight of structures. Section 6 presents the quantification of errors and variability for the sandwich structure and the representative aircraft structure. Section 7 shows the results of increase in the design load of the sandwich structure and the weight savings from the representative aerospace structure by reducing errors. Finally, concluding remarks are given in the last section.

II. Structural Analyses of a Sandwich Structure and a Representative Aircraft Structure

In this section, we introduce the structural design analysis of the two structures that we analyzed in this paper. First, we introduce the structural design analysis of a sandwich structure, for which we explore the effects of error reduction on increasing the design load of the structure in the following sections. Next, we introduce a representative aircraft structure designed for point stress failure. For this representative structure we investigate the effects of error reduction on the weight savings from the structure in the following sections.

A. Structural Analysis of a Sandwich Structure

Sandwich panels are susceptible to debonding of the face sheet from the core. This is similar to the phenomenon of delamination in laminated composites. Disbonds could develop due to poor manufacturing or during service, e.g., foreign object impact damage. Evaluation of damage and prediction of residual strength and stiffness of debonded sandwich panels is critical because the disbonds can grow in an unstable manner and can lead to catastrophic failure. Stiffness of sandwich structures depends very much on the integrity of the face sheet/core bonding. Even a small disbonds can significantly reduce the load carrying capacity, especially when the structure is under compressive loads (Avery and Sankar, 2000; Sankar and Narayanan, 2001). Under compressive loads the debonded face sheet can buckle and create conditions at the crack tip that are conducive for unstable propagation of the disbonds.
Fracture at the interface between dissimilar materials is a critical phenomenon in many multi-material systems including sandwich construction. Traditionally, in engineering practice, the interfacial fracture was characterized by a single fracture toughness parameter obtained by averaging the interfacial fracture toughness, hereinafter termed as “average $G_c$” or $\overline{G_c}$, obtained for some number of $K_I$ and $K_{II}$ combinations, where $K_I$ and $K_{II}$ are the mode I and mode II stress intensity factors, respectively. Later, studies have indicated, e.g., Suo (1990), that for these multi-material systems, the interfacial fracture is a strong function of the relative amount of mode II to mode I acting on the interface, hereinafter termed as “$G_c$ with mode-mixity” or simply $G_c$. The criterion for initiation of crack advance in the interface can be stated as

$$G_c = G_c(\psi), \quad \psi = \tan^{-1}(K_{II} / K_I)$$

where $G$ is the strain energy release rate and $G_c$ is the interfacial fracture toughness that depends on the mode-mixity angle $\psi$. In bimaterial fracture, $K_I$ and $K_{II}$ are the real and imaginary parts of the complex stress intensity factor $K$.

The toughness of interface $G_c$ can be thought of as an effective surface energy that depends on the mode of loading.

Grau et al. (2005) analyzed a debonded sandwich panel, and determined the maximum internal gas pressure in the core before the disbond could propagate. They used interfacial fracture mechanics concepts to analyze this problem. The main premise here is that the crack will propagate when the energy release rate equals the fracture toughness for the core/face-sheet interface. This problem has become very significant after the historic failure of X-33 vehicle fuel tank made of a sandwich design of PMC face sheets and honeycomb core. The load and boundary conditions for the model problem are depicted in Figure 1.

The maximum allowable pressure for a given disbond length is calculated from the energy release rate for a unit applied pressure $p$. The energy release rate $G$ is proportional to the square of the applied load or

$$G = G_0 p^2$$

where $G_0$ is the energy release rate due to unit pressure for a given sandwich panel and disbond configuration and $p$ is the applied pressure. The critical pressure $p_{\text{max}}$ can be obtained using

$$p_{\text{max}} = \frac{G_c}{\sqrt{G_0}}$$

where $G_c$ is the interfacial fracture toughness of the sandwich material system obtained from testing and $G_0$ is the energy release rate corresponding to the unit pressure obtained from Eq. (2.3).

Grau (2003) conducted asymmetric Double Cantilever Beam (DCB) tests to determine the interfacial fracture toughness of the sandwich composite (The face sheet material was A50TF266 S6 Class E, Fiber designation...
T800HB-12K-40B, matrix 3631 and the core sheet material was Euro-Composites aramid (ECA) fiber type honeycomb.). Grau et al. (2005) performed finite element analyses to compute the mode-mixity angle corresponding to designs tested in experiments. The average interfacial fracture toughness prediction and the fracture toughness in terms of mode-mixity angle are presented in Fig. 2.

As shown in Fig. 2, a simple way of determining the interfacial fracture toughness parameter is to perform tests over a range of mode-mixity values and to take the average. However, as seen from Fig. 1 that the critical energy release rate is assessed better as a function of mode-mixity. Grau et al. (2005) represent the critical energy release rate as a linear function of the mode-mixity that improves the accuracy of estimate of $G_c$. In the following sections, we explore the effect of improvement in accuracy of $G_c$ estimation on the design load of a sandwich structure.

B. Structural Analysis of a Representative Aircraft Structure

As noted earlier, aircraft structural design is still done by using code-based design rather than probabilistic approaches. Safety is improved through conservative design practices that include use of safety factors and conservative material properties. FAA regulation FAR-25.303 states that aircraft structures need to be designed with a safety factor to withstand 1.5 times the limit-load without failure. For use of conservative material properties, FAR-25.618 states that A-basis or B-basis material properties should be used in the design. If there is redundancy, B-basis value is used, otherwise A-basis value is used. In this work, we do not include redundancy in the analysis. The A-basis property is determined by calculating the value of a material property exceeded by 99% of the population with 95% confidence. Besides safety factor and conservative material properties, the safety of structures is also improved by tests of components and certification tests that can reveal inadequacies in analysis or construction. Certification tests improve the safety mainly by updating the distribution of errors in a conservative way. The effect of certification tests on the probability of failure of aircraft structures and the details of probability of failure calculations can be found in our previous papers (Kale et. al. 2004, Acar et al, 2004).

We consider a representative element (with representative length $w$ and thickness $t$) in an aircraft structural component such as an element of wing skin, fuselage or engine blades such that the design variable for the element is the thickness. For this element, the stress is calculated from

$$\sigma = \frac{P}{wt}$$

where $P$ is the applied on the small element. The design thickness is determined so that the calculated stress in the element is equal to material allowable stress for a design load $P_d$ multiplied by a safety factor $S_F$, hence the design thickness of the representative element is calculated from Eq. (2.4) as

$$t_{design} = \frac{S_F P_d}{w \sigma_a}$$

$\sigma_a$ is the allowable stress, i.e., A-basis value for the failure stress.

** A-basis value is the value exceeded by the 99% of the population with 95% confidence. B-basis value is the value exceeded by 90% of the population with 95% confidence. If there is redundancy, B-basis value is used, otherwise A-basis value is used.
After the element has been designed by Eq. (2.5), we assume that for certification the element is loaded with the design axial force of \((S_F \times P_d)\). If this stress exceeds the failure stress then the design is rejected, otherwise it is certified for use. That is, the element is certified if the following inequality is satisfied

\[ 0 \leq -\frac{t w}{S d F} \sigma \sigma \]

III. Analysis of Structural Uncertainties

A good review of different sources of uncertainty in engineering modeling and simulations is provided by Oberkampf et al. (1999, 2000). We simplify the classification as shown in Table 1 to distinguish between uncertainties that apply equally to the entire fleet of a structural component and uncertainties that vary for an individual structure. In addition, this simple classification makes it easy to analyze the effects uncertainty control. The uncertainties that affect the entire fleet are called here errors. They reflect inaccurate modeling of physical phenomena, errors in structural analysis, errors in load calculations, or use of materials and tooling in construction that are different from those specified by the designer. The aleatory uncertainty reflects variability in material properties, geometry, or loading between different copies of the same structure.

IV. Assessment of Probability of Failure

Probability of failure of a structural component can be expressed in terms of its structural response \(R\) (e.g., stress) and its capacity \(C\) corresponding to that response (e.g., failure stress) by

\[ P_f = \Pr (C \leq R) \]

The structural response \(R\) is usually a function of several parameters such as the applied load \(P\) and the geometric parameters (and hence weight \(W\)). The capacity \(C\) is generally a material property, for instance failure strength. Both the response \(R\) and the capacity \(C\) have variability that needs to be included in the calculation of the probability of failure. Therefore, the response \(R\) and the capacity \(C\) can be represented in compact form as

\[ R = R (VAR_R, P, W), \quad C = C (C_0, VAR_C) \]

where \(C_0\) is the nominal value of the capacity \(C\), \(VAR_R\) and \(VAR_C\) represent the variability (i.e. randomness) in structural response and capacity, respectively. Due to errors in assessing \(R\) and \(C\) (e.g., errors in load, stress and material property calculations), the calculated values of \(R\) and \(C\) are different from their actual values. The calculated values of the response \(R\) and capacity \(C\) can be expressed in terms of the actual values by introducing error parameters \(e_R\) and \(e_C\)

\[ R_{calc} = (1 + e_R)R_{act}, \quad C_{calc} = (1 - e_C)C_{act} \]

The error parameter \(e_R\) stands for all errors related to the calculation of structural response such as errors in stress calculation, load calculation and geometry parameters. For the details of combining different sources of errors into a single error parameter, the reader is referred to Acar et al (2004). Similarly, \(e_C\) represents the error in predicting the capacity of the structure. Note that Eqs. (4.3) are formulated in such a way that a positive error leads to a conservative design.

The general equation for probability of failure given in Eq. (4.1) can be expressed as

<table>
<thead>
<tr>
<th>Table 1. Uncertainty Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
</tr>
<tr>
<td>Error (mostly epistemic)</td>
</tr>
<tr>
<td>Variability (aleatory)</td>
</tr>
</tbody>
</table>
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Then, the probability of failure can be written in compact form as

$$P_f = P_f(e_C, C_0, VAR_C, e_R, VAR_R, P)$$  \hspace{1cm} (4.5)

V. Tradeoffs of accuracy and design load and weight

We propose in this paper that the improvements in accuracy can be traded for increasing the design load of the structure or alternatively the weight of the structure can be reduced as discussed in the following two sub-sections.

A. Tradeoff of accuracy and design load

As seen from Eq. (4.5) that the probability of failure depends on the nominal value of capacity $C_0$, error parameters $e_R$ and $e_C$, the variabilities $VAR_C$ and $VAR_R$, the weight $W$ and the applied load $P$. This indicates four distinct ways to increase the design load of a structure:

(a) Use different material to increase $C_0$.

(b) Develop new techniques yielding more accurate solutions that reduce the error parameters $e_R$ and $e_C$.

(c) Improve quality control and manufacturing processes to reduce variability between nominally identical structural components.

(d) Use a higher safety factor ($S_F$) leading to more conservative and heavier design.

We see from Eq. (4.5) that it is possible to use (b) or (c) to increase the design load of the structure while still keeping the weight unchanged. The FAA specifies the use of A-basis or B-basis properties that add a safety factor on material allowables that depends on variability. For example, a standard deviation of 10% in failure stress translates to more than 20% reduction in the allowable design stress using A-basis properties. Similarly, Qu et al. (2001) found that the application of quality controls to detect and reject material with low failure stress reduces the probability of failure significantly. Here we propose that we can similarly increase the design load of structures by improving accuracy.

For a target probability of failure $P_f^{\text{target}}$, the design load can be calculated from

$$\text{Prob}\left\{\frac{1}{1-e_C}C_{\text{calc}}(C_0, VAR_C) - \frac{1}{1+e_R}R_{\text{calc}}(VAR_R, P, W) \leq 0\right\} = P_f^{\text{target}}$$ \hspace{1cm} (5.1)

We will illustrate this with sandwich structure design problem, for which the structural response is $R=G_0 p^2$, and the capacity is $C=G_c$. Here, we consider only the error in the capacity $G_c$ of the structure. In addition, the variability in both the structural capacity and response is taken into account. We consider the use of a more accurate model (the method that uses mode-mixity) for the interfacial fracture toughness prediction of sandwich structures that will reduce $e_C$. Thus, given the target probability of failure, the design loads corresponding to different error factors can be calculated from Eq. (5.2).

$$P_f(e_{C_1}, P_{\text{design}_1}) = P_f(e_{C_2}, P_{\text{design}_2}) = P_f^{\text{target}}$$ \hspace{1cm} (5.2)

The design load $P_{\text{design}}$ of the sandwich structure can be also assessed using deterministic design philosophy. In that case, the safety factor of 1.4 (commonly used for space applications) for loads and conservative material properties (B-basis values) are used. For the sandwich structure, we approximate the probability of failure by considering the system failure of two parallel connected structures to simulate redundancy with normally distributed limit-state functions. The sandwich panels do not have normally distributed limit-state function, so that the use of Eq (5.3) provides only an approximation.

$$\beta_S = \beta_C \sqrt{\frac{n}{1+\rho(n-1)}}$$ \hspace{1cm} (5.3)
In Eq. (5.3), $\beta_S$ is the reliability index for the system made of $n$ components, $\beta_C$ is the reliability index for the components (here $n=2$) and $\rho$ is the correlation coefficients (here it is assumed to be 0.5) of the limit states of the components. The details of calculation of component probability of failure by analytical means are given in Appendix I. Recall that the relationship between the reliability index $\beta$ and the probability of failure is given as

$$P_f = \Phi(-\beta)$$

where $\Phi$ is the cumulative distribution function of the standard normal distribution.

**B. Tradeoff of accuracy and weight**

Alternatively, for a given probability of failure, it is possible to reduce the safety factor, i.e., reduce the weight by either reducing the error or reducing the variability. We propose that we can trade changes in the safety factor (hence the weight) against changes in accuracy, while still maintaining the same probability of failure level. The changes in the safety factors may require changes to FAA mandated safety factors that will allow flexible safety factors based on accuracy, or they may require changes in company practices that enforce additional conservative design practices above the formal requirements.

The calculation of weight savings is similar to the calculation of the increase in design load. For weight savings, we consider the design of a representative aircraft structure that we discussed earlier. For this problem, the structural response is $R=P/wt$ and the capacity is $C=\sigma_f$. In the composite structure example, we consider the error in the capacity of the structure, $e_C$. However, for this problem we consider the error in the structural response, $e_R$. The variability in both the structural capacity and response are also taken into account. We calculate the weight savings from the structure corresponding to different error factors from Eq. (5.5). The details of calculation of probability of failure for this problem are given in Appendix II.

$$P_f(e_{R1}, W_1) = P_f(e_{R2}, W_2) = \left(P_f\right)_{\text{target}}$$

**VI. Analysis of Error and Variability**

**A. Quantification of Variability and Errors for the Sandwich Structure**

As noted earlier, one way of controlling errors is improving the accuracy of analysis by using more sophisticated analysis techniques. Grau et al. (2005) consider the problem of a pressure vessel similar to the liquid hydrogen tank of the X-33 reusable flight demonstration vehicle to demonstrate the usefulness of fracture mechanics approach for debonded sandwich structures. They explored the effect of mode mixity on the interfacial fracture toughness of sandwich composites, and study the effects on the residual strength of a debonded structure. In the present work we analyze the same problem by probabilistic approach and investigate the effect of improved accuracy associated with using mode-mixity on the design load.

1. **Variability**

   We consider that the mode-mixity dependent $G_c$ accurately represents the physical phenomenon. However, we notice in Fig. 2 that the $G_c$ values obtained from experiments (performed by Grau et al., 2005) are different than mode-mixity dependent $G_c$. We assume that this deviation represents the variability. It is given in the third column of Table 2. Each row of Table 2 corresponds to a different design having a different mode-mixity angle, which is calculated through finite element analysis. Approximate probability density function for this variability is obtained by using ARENA software, which is a product of Systems Modeling company. The distribution parameters and goodness of fit statistic are given in Fig. 3. The corresponding p-value given in Fig. 3 is a measure for goodness of the fit. The p-values fall between 0 and 1 and larger p-values indicate better fits (Kelton et al., 1998). The p-values less than about 0.05 indicate that the distribution is not a good fit. In our case, the p-values are larger than 0.15, so we have good fits for probability density functions.

   In addition to variability in $G_c$ predictions, there is also variability in $P$. We assume that the maximum lifetime loading $P$ follows lognormal distribution with mean value of $P_{\text{design}}$ and coefficient of variation (c.o.v.) of 10%.

2. **Errors**

   The fourth column of Table 2 presents the deviations of $G_c$ values obtained through experiments from their average values. These deviations combine variability and error. Errors are due to neglecting the effect of mode-mixity in
$G_c$. Here, we do not perform a separate quantification for error and variability. Instead, we concentrate on total uncertainty. The distribution of uncertainty for this case is given in Figure 4.

Expression: Normal (0, 113.8)  
Square Error: 0.020705  
Kolmogorov-Smirnov Test Statistic: 0.16  
p-value > 0.15

Figure 3. Probability density function fitted to variability of $G_c$ by using ARENA.

Expression: Normal (0, 162.2)  
Square Error: 0.01993  
Kolmogorov-Smirnov Test Statistic: 0.149  
p-value > 0.15

Figure 4. Probability density function fitted to variability of $G_c$ by using ARENA.

Comparing the standard deviation of error & variability ($u^A$) to that variability only ($u^{MM}$) given in the last row of Table 2, we see that the improvements in the accuracy of $G_c$ prediction (that is, reducing errors) leads to reduction of the total uncertainty by 30%. In the next section, we analyze the effect of this reduction on the design load.

B. Quantification of Errors and Variability for Representative Structural Element

1. Variability
   Here we have variability in loading, material properties and geometric parameters. As we noted earlier, variability reflects departure the properties between different copies of the same structure. A summary of the distributions for these random variables listed in Table 3, which is taken from Kale et al. (2004).

2. Variability
   For the representative structural element, we condense errors in load calculation, stress calculation, material properties and geometry parameters into a representative single error parameter $e_R$. So, the calculated stress is expressed as

Table 2. Quantification of Uncertainty in the “average $G_c$” and “$G_c$ with mode mixity” for different designs. The superscript ‘A’ denotes the use of average fracture toughness and ‘MM’ indicates the use of mode-mixity dependent fracture toughness and ‘u’ represents the uncertainty.

<table>
<thead>
<tr>
<th>Design</th>
<th>$\psi$ (deg)</th>
<th>$% u^A$</th>
<th>$% u^{MM}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.52</td>
<td>-137.1</td>
<td>-3.7</td>
</tr>
<tr>
<td>2</td>
<td>17.53</td>
<td>-303.5</td>
<td>6.3</td>
</tr>
<tr>
<td>3</td>
<td>18.05</td>
<td>-168.7</td>
<td>1.2</td>
</tr>
<tr>
<td>4</td>
<td>18.50</td>
<td>-117.9</td>
<td>13.1</td>
</tr>
<tr>
<td>5</td>
<td>22.39</td>
<td>-180.9</td>
<td>-14.9</td>
</tr>
<tr>
<td>6</td>
<td>23.89</td>
<td>-35.6</td>
<td>13.3</td>
</tr>
<tr>
<td>7</td>
<td>24.50</td>
<td>116.8</td>
<td>-5.5</td>
</tr>
<tr>
<td>8</td>
<td>24.89</td>
<td>209.6</td>
<td>-22.5</td>
</tr>
<tr>
<td>9</td>
<td>23.48</td>
<td>-67.1</td>
<td>8.8</td>
</tr>
<tr>
<td>10</td>
<td>24.98</td>
<td>-39.1</td>
<td>-0.7</td>
</tr>
<tr>
<td>11</td>
<td>25.55</td>
<td>20.5</td>
<td>-10.3</td>
</tr>
<tr>
<td>12</td>
<td>25.90</td>
<td>71.3</td>
<td>-25.1</td>
</tr>
<tr>
<td>13</td>
<td>22.65</td>
<td>-44.3</td>
<td>-11.0</td>
</tr>
<tr>
<td>14</td>
<td>23.69</td>
<td>157.1</td>
<td>2.5</td>
</tr>
<tr>
<td>15</td>
<td>24.15</td>
<td>218.4</td>
<td>-18.3</td>
</tr>
<tr>
<td>16</td>
<td>24.54</td>
<td>300.7</td>
<td>-16.6</td>
</tr>
</tbody>
</table>

Std. Dev. 162.2 113.8

* Table 3 of Grau et al. (2005) is used to calculate the errors
\[ \sigma_{calc} = (1 + e_R)\sigma_{true} = (1 + e_R) \frac{P}{wt} \]  

(6.3)

where \( P \) is the applied load on the small element. Because of the error \( e_R \), the design thickness formulated in Eq. (2.5) is replaced by

\[ t_{design} = (1 + e_R) \frac{S_F P_d}{w_0 \sigma_a} \]  

(6.4)

Certification testing described earlier updates the probability distribution of error, which is initially assumed to be uniform distribution. The simplicity of the error distribution helps us perform a detailed analysis by utilizing the derivatives of probability of failure with respect to error bound, safety factor and the design thickness as illustrated in Appendix III.

**Table 3. Variability and Error for the representative aircraft structure**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Distribution</th>
<th>Mean</th>
<th>Scatter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (( w ))</td>
<td>Uniform</td>
<td>1.0</td>
<td>(1%) bounds</td>
</tr>
<tr>
<td>Thickness (( t ))</td>
<td>Uniform</td>
<td>( t_{design} )</td>
<td>(3%) bounds</td>
</tr>
<tr>
<td>Failure stress (( \sigma ))</td>
<td>Lognormal</td>
<td>150.0</td>
<td>10 % c.o.v.</td>
</tr>
<tr>
<td>Service Load (( P ))</td>
<td>Lognormal</td>
<td>100.0</td>
<td>10 % c.o.v.</td>
</tr>
<tr>
<td>Error factor (( e_R ))</td>
<td>Uniform</td>
<td>0.0</td>
<td>0% to 50%</td>
</tr>
</tbody>
</table>

**VII. Results**

The percent increase in design load of the sandwich structure and weight savings from the representative aircraft structure as a result of error reduction are presented in the following sub-sections.

**A. Increase in Design Load of the Sandwich Structure**

We first compute the design load \( P_{design} \) by deterministic design philosophy. As noted earlier, the safety factor of 1.4 for loads and conservative material properties (B-basis values) are used. For the sandwich structure, we calculate the probability of failure by considering the system failure of two parallel connected structures. Since we impose redundancy, B-basis value for \( G_c \) is used. The correlation coefficient between the two components is taken as 0.5. The design load and the probability of failure values are presented in Table 4.

**Table 4. Design load and corresponding probabilities of failure of the sandwich panels designed via deterministic approach.** The superscript ‘A’ denotes the use of average fracture toughness of experiments and ‘MM’ indicates the use of mode-mixity dependent fracture toughness.

<table>
<thead>
<tr>
<th>Design</th>
<th>Design Load</th>
<th>Probability of Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>((P_{design})^A) (kPa)</td>
<td>((P_{design})^{MM}) (kPa)</td>
</tr>
<tr>
<td>1</td>
<td>65.6</td>
<td>58.0</td>
</tr>
<tr>
<td>2</td>
<td>342.2</td>
<td>311.4</td>
</tr>
<tr>
<td>3</td>
<td>203.3</td>
<td>195.3</td>
</tr>
<tr>
<td>4</td>
<td>98.8</td>
<td>100.5</td>
</tr>
<tr>
<td>5</td>
<td>58.0</td>
<td>60.7</td>
</tr>
<tr>
<td>6</td>
<td>316.8</td>
<td>298.8</td>
</tr>
<tr>
<td>7</td>
<td>197.5</td>
<td>196.3</td>
</tr>
<tr>
<td>8</td>
<td>93.7</td>
<td>98.2</td>
</tr>
<tr>
<td>9</td>
<td>54.8</td>
<td>59.0</td>
</tr>
<tr>
<td>10</td>
<td>316.8</td>
<td>298.5</td>
</tr>
<tr>
<td>11</td>
<td>187.4</td>
<td>184.7</td>
</tr>
<tr>
<td>12</td>
<td>89.9</td>
<td>92.6</td>
</tr>
<tr>
<td>13</td>
<td>52.3</td>
<td>55.1</td>
</tr>
</tbody>
</table>
The second and third columns of the Table 4 show the design loads of the panels designed by using average $G_c$ and by using $G_c$ with mode-mixity, respectively. The fourth column shows the percent change of the design load if the use of $G_c$ with mode-mixity is preferred over the use of average $G_c$. We see that the average over 13 designs is only -0.8%. That is the design load of the structure remains nearly the same. However, when we compare the probabilities of failure of the structures, we see that the average probability of failure reduced by more than a factor of eight.

Because the deterministic design is performed with fixed safety factors, improvements in accuracy reduce the probability of failure. Probabilistic analysis permits increasing instead the design load. Table 5 shows the comparison of design load for the average $G_c$ and mode-mixity dependent $G_c$ approaches.

We see in Table 5 that the design load for the sandwich panels designed using ‘$G_c$ with mode-mixity’ are larger on average than loads obtained by using ‘average $G_c$’ by about 12%.

### Table 5. Design loads of the sandwich panels calculated via probabilistic approach.

The superscript ‘$A$’ denotes the use of average fracture toughness of experiments and ‘MM’ indicates the use of mode-mixity dependent fracture toughness.

<table>
<thead>
<tr>
<th>Design</th>
<th>$P_f = 5.47 \times 10^{-3}$</th>
<th>$P_{design}^A$ (kPa)</th>
<th>$P_{design}^{MM}$ (kPa)</th>
<th>% $\Delta p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>65.7</td>
<td>61.1</td>
<td>-7.0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>342.0</td>
<td>335.7</td>
<td>-1.9</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>203.3</td>
<td>217.9</td>
<td>7.2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>98.7</td>
<td>115.3</td>
<td>16.8</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>58.0</td>
<td>70.6</td>
<td>21.7</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>316.7</td>
<td>329.8</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>197.6</td>
<td>223.0</td>
<td>12.8</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>93.7</td>
<td>114.0</td>
<td>21.6</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>54.8</td>
<td>69.1</td>
<td>26.1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>316.7</td>
<td>329.4</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>187.4</td>
<td>208.9</td>
<td>11.5</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>89.8</td>
<td>106.7</td>
<td>18.8</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>52.3</td>
<td>64.1</td>
<td>22.6</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>12.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Weight savings from the representative element by error reduction

### VIII. Concluding Remarks

The effect of error control on tradeoffs of design load, weight and safety of structures are analyzed by using probabilistic design methodology. We first analyzed the effect of error control on design load of structural components. The example is a sandwich structure analyzed by Grau et al. (2005). The error control mechanism here is the use of a more sophisticated failure (the use of mode-mixity dependent fracture toughness) over the simpler failure model (average fracture toughness). It is found that the design load of the structure can be increased by 12% by using $G_c$ with mode-mixity instead of average $G_c$.

Next, we consider structural failure due to point stress without damage propagation, and illustrate by using a representative aircraft structure that improving the accuracy of structural analysis can allow weight reduction. The ef-
ffects of the use of safety factor, conservative material properties and certification testing are taken into account in
the analysis. The sensitivities of probability of failure and design thickness with respect to safety factor and error
bound are calculated. It is found that reducing errors from 50% to 10% provides up to 24% savings in weight of the
representative structure.

Appendix I
Calculation of \( F_G \) and \( P_f \) for the sandwich structure

The distribution of a function \( Z \) of two random variables \( X \) and \( Y \), \( Z=h(X,Y) \) can be calculated as (Ang and
Tang, 1975, p.170)

\[
f_Z(z) = \int_{-\infty}^{\infty} f_{X,Y}(x,y) \left| \frac{\partial x}{\partial z} \right| dy
\]

(A1.1)

where \( f_{X,Y}(x,y) \) is joint probability distribution function of \( x = h(z,y) \) and \( Y \) and.

We can write the limit-state function for the sandwich panel problem as

\[ g = (G_c)_{\text{calc}} - G_0 p^2 \]

(A1.2)

We calculate probability density function (PDF) of the limit state function \( g \) from PDF’s of \( (G_c)_{\text{calc}} \). Therefore, in
Eq. (A1.1) we replace \( Z \) with \( g \), \( X \) with \( (G_c)_{\text{calc}} \), \( Y \) with \( p \), and also we have \( (G_c)_{\text{calc}} = g + G_0 p^2 \). After performing
these changes, we get from Eq. (A1.1) that

\[
f_G(g) = \int_{0}^{\infty} f_{G_c,p} \left( g + G_0 p^2, p \right) dp
\]

(A1.3)

Here we assume that \( G_c \) and \( p \) are statistically independent, hence the joint distribution in Eq.(A1.3) is calculated as

\[
f_{G_c,p}(G_c, p) = f_{G_c}(g + G_0 p^2) f_p(p)
\]

(A1.4)

and also we have

\[
\left| \frac{\partial x}{\partial z} \right| = 1
\]

Then, the cumulative distribution function (CDF) of \( g \) is calculated as

\[
F_G(g) = \int_{-\infty}^{g} f_G(g) \ dg
\]

(A1.5)

which yields us to compute the probability of failure simply as \( P_f = F_G(0) \).

Appendix II
Probability of failure calculation for the representative element

Failure is predicted to occur when the structural response \( R \) is greater than carrying capacity of the structure \( C \).
Then, the probability of failure is given as

\[
P_f = \Pr(C \leq R)
\]

(A2.1)

where

\[ R = \frac{P}{wt} \quad \text{and} \quad C = \sigma_f \]

(A2.2)

Since the coefficient of variations of \( t \) and \( w \) is small compared to the coefficient of variation of \( P \) (see Table 3 in
the main text), \( R \) can be approximated as lognormal to take advantage of the properties of lognormal distribution for
calculating the distribution parameters. Hence, both \( C \) and \( R \) are lognormally distributed random variables with
distribution parameters \( \lambda_C, \zeta_C, \lambda_R \) and \( \zeta_R \). Then, from Eqs. (A2.2) the distribution parameters can be obtained as
\[ \lambda_R(e) = \lambda_p - \lambda_t(e) - \lambda_w \quad \text{and} \quad \zeta^2_R = \zeta^2_p + \zeta^2_t + \zeta^2_w \]  
(A2.3)

where

\[ \lambda_t(e) = \ln(t_{\text{design}}(e)) - 0.5\zeta^2_t = \ln \left(1 + e \frac{S_F P_d}{w\sigma_a}\right) - 0.5\zeta^2_t \]  
(A2.4)

and \( \lambda_R \) and \( \zeta_R \) are the distribution parameters of the failure stress.

Then, \( P_f \) can be calculated as

\[ P_f = P(C \leq R) = \Phi \left( \frac{\lambda_R(e) - \lambda_C}{\sqrt{\zeta^2_R + \zeta^2_C}} \right) = \Phi(-\beta(e)) = \int_{-\infty}^{0} \frac{1}{\sqrt{2\pi}} \exp \left(-\frac{x^2}{2}\right) dx \]  
(A2.5)

Appendix III
Sensitivity Analysis for Probability of Failure of the representative structural element

For the case of a uniformly distributed errors between \((-b_e, b_e)\) we can use the following simple derivation to obtain the effect of error reduction on the design thickness of the representative structural element for fixed probability of failure. To attain the probability of failure at a specified level, we equate the total derivative of probability of failure to zero. Recall that probability of failure is expressed in compact form as

\[ P_f = P_f(e_C, C_0, VAR_C, e_R, VAR_R, P, W) \]  
(A3.1)

For the representative structure, we keep variables except \( e_R \) and \( W \) unchanged. The weight \( W \) is a function of safety factor \( S_F \) used in the design and the probability distribution of error \( e_R \) is only dependent on the error bound \( b_e \). So, probability of failure is a function of error bound \( b_e \) and safety factor \( S_F \). Thus, the total derivative of probability of failure can be expressed as we have

\[ dP_f = \frac{\partial P_f}{\partial b_e} db_e + \frac{\partial P_f}{\partial S_F} dS_F = 0 \]  
(A3.2)

So, given the change in error bound and safety factor, the change in failure probability can be calculated. Similarly, the total derivative of design thickness is

\[ dt_{\text{design}} = \frac{\partial t_{\text{design}}}{\partial b_e} db_e + \frac{\partial t_{\text{design}}}{\partial S_F} dS_F \]  
(A3.2)

Imposing the condition that the failure probability to be attained at the same value (i.e. Eq. (A3.1)) we obtain the thickness change depending on the bound of error

\[ dt_{\text{design}} = \frac{\partial t_{\text{design}}}{\partial b_e} db_e \]  
(A3.3)

which gives the saving from the structural weight of the aircraft component. Since we choose a representative component and a simple failure mode, the derivatives are calculated by analytical means, which is given in the next subsection of this appendix. For a more complex geometry and complex failure model, numerical differentiation can be employed.

We calculate the partial derivatives of probability of failure with respect to the error bound \( b_e \) and with respect to the safety factor. Hence, given the change in error bound and safety factor, the change in failure probability can be calculated. These derivatives are shown as function of the error bound in Figure A3.1.
Next, we calculate the partial derivatives of design thickness with respect to the error bound $b_e$ and with respect to the safety factor. The derivatives as function of the error bound are presented in Figure A3.2.

Finally, we use Eq. (A3.3) to calculate the total derivative $dt_{\text{design}}$ by using the partial derivatives that we calculated before. The variation of this total derivative with error bound is shown in Fig. A3.3(a). Integration of this expression over bound of error gives the reduction of thickness by error reduction. The saving from the thickness (i.e. the weight) with respect to error bound is plotted in Fig. A3.3(b). It is seen that reducing the error bound from 50% to 10%, provides about 24% savings in weight.
Analytical calculation of partial derivatives of probability of failure

For the representative structural element, the capacity of the structure is $C = \sigma_f$ while the response of the structure is $R = P/wt$. Since we assume that $w$ and $t$ are also lognormally distributed, then $R$ also has lognormal distribution. Since capacity $C$ and resistance $R$ both have lognormal distributions, then the probability of failure is easily calculated by analytical means as

$$P_f = \Phi\left(-\frac{\lambda_C - \lambda_R}{\sqrt{\zeta_C^2 + \zeta_R^2}}\right) \quad (\text{A3.4})$$

where

$$\lambda_R = \lambda_P - \lambda_w - \lambda_t \quad (\text{A3.5})$$

and

$$\zeta_R^2 = \zeta_P^2 + \zeta_w^2 + \zeta_t^2 \quad (\text{A3.6})$$

The terms involved in Eqs. (A3.5) and (A3.6) are all constant except $\lambda_t$. Given the mean and standard deviation of the distributions, these distribution parameters are calculated from

$$\zeta = \sqrt{\ln\left(1 + \frac{\sigma^2}{\mu^2}\right)} = \sqrt{\ln(1 + \delta^2)} \quad (\text{A3.7})$$

where $\delta$ is the coefficient of variation and

$$\lambda = \ln(\mu) - \frac{1}{2} \sigma^2 \quad (\text{A3.8})$$

However, since design thickness $t_{\text{design}}$ is a function of error $e_R$, $t_{\text{design}}$ is itself a random variable. Since we do not take the error in capacity $e_C$ into account, we represent $e_R$ simply as $e$. Recall from Eq. (6.49) that $t_{\text{design}}$ is defined as

$$t_{\text{design}} = (1 + e)\frac{S_F P_d}{w\sigma_w} \quad (\text{A3.9})$$

Therefore, the term $\lambda_t$ is not constant but a function of $t_{\text{design}}$ as given below.

$$\lambda = \ln(t_{\text{design}}) - \frac{1}{2} \zeta_t^2 \quad (\text{A3.10})$$

The probability of failure can be re-written as

$$P_f = \Phi\left[-a \ln(t_{\text{design}}) + b\right] \quad (\text{A3.11})$$

where $a$ and $b$ are positive constants defined in terms of distribution parameters of $w$, $t$, $\sigma_f$ and $P$ given by

$$a = \frac{1}{\sqrt{\zeta_f^2 + \zeta_w^2 + \zeta_t^2 + \zeta_P^2}} = \frac{1}{\sqrt{\ln(1 + \delta_f^2) + \ln(1 + \delta_w^2) + \ln(1 + \delta_t^2) + \ln(1 + \delta_P^2)}} \quad (\text{A3.12})$$

$$b = a\left[\lambda_{\sigma_f} + \lambda_w - \frac{1}{2} \zeta_t^2 - \lambda_P\right] = a\left[\ln(\mu_{\sigma_f}) - \frac{1}{2} \ln(1 + \delta_{\sigma_f}^2) + \ln(\mu_w) - \frac{1}{2} \ln(1 + \delta_w^2) - \frac{1}{2} \ln(1 + \delta_t^2) + \ln(\mu_P) - \frac{1}{2} \ln(1 + \delta_P^2)\right] \quad (\text{A3.13})$$

Inserting Eq. (A3.9) into (A3.11) yields
\[ P_f = \Phi \left\{ -a \ln \left( \frac{1 + e}{w_a \sigma_a} \right) + b \right\} \]  
(A3.14)

Since error factor \( e \) is a random variable, probability of failure \( P_f \) is also random. An estimator for \( P_f \) is defined as

\[ \overline{P}_f = \int_{e_{\text{low}}}^{e_{\text{upp}}} P_f f_e \, de \]  
(A3.15)

where \( f_e \) is the probability density function of error factor \( e \), \( e_{\text{low}} \) and \( e_{\text{upp}} \) are lower and upper bounds for \( e \), respectively. To maintain the same \( P_f \) value, the total derivative of \( \overline{P}_f \) should be zero.

\[ d\overline{P}_f = \frac{\partial \overline{P}_f}{\partial e_{\text{low}}} \Delta e_{\text{low}} + \frac{\partial \overline{P}_f}{\partial e_{\text{upp}}} \Delta e_{\text{upp}} + \frac{\partial \overline{P}_f}{\partial a} \Delta a + \frac{\partial \overline{P}_f}{\partial b} \Delta b + \frac{\partial \overline{P}_f}{\partial S_F} \Delta S_F \]  
(A3.16)

and for finite changes Eq. (A3.13) can be written as

\[ \Delta \overline{P}_f = \frac{\partial \overline{P}_f}{\partial e_{\text{low}}} \Delta e_{\text{low}} + \frac{\partial \overline{P}_f}{\partial e_{\text{upp}}} \Delta e_{\text{upp}} + \frac{\partial \overline{P}_f}{\partial a} \Delta a + \frac{\partial \overline{P}_f}{\partial b} \Delta b + \frac{\partial \overline{P}_f}{\partial S_F} \Delta S_F \]  
(A3.17)

As a starting point, we assume \( e_{\text{upp}} = -e_{\text{low}} = b_e \) and also assume no change in variability \( (\Delta a = \Delta b = 0) \) which yields

\[ \Delta \overline{P}_f = \frac{\partial \overline{P}_f}{\partial b_e} \Delta b_e + \frac{\partial \overline{P}_f}{\partial S_F} \Delta S_F \]  
(A3.18)

where

\[ \overline{P}_f = \int_{-b_e}^{b_e} \Phi \left\{ -a \ln \left( \frac{1 + e}{w_a \sigma_a} \right) + b \right\} f_e \, de = \int_{-b_e}^{b_e} \Phi \left\{ h(e, S_F) \right\} f_e \, de \]  
(A3.19)

and

\[ h(e, S_F) = -a \ln \left( \frac{1 + e}{w_a \sigma_a} \right) + b \]  
(A3.20)

\[ \Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} \exp \left( -\frac{t^2}{2} \right) dt = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{x}{\sqrt{2}} \right) \right] \]  
(A3.21)

The updated distribution of error factor is obtained through Bayes’ theorem as

\[ f^U (e) = \frac{\Pr(\text{Passing Certification} \mid e) f^I (e)}{\int_{-b_e}^{b_e} \Pr(\text{C} \mid e) f^I (e) \, de} \]  
(A3.22)

where \( f^I (e) \) is the initial distribution of the error factor \( e \), and

\[ \Pr (\text{Passing Certification} \mid e) = \Pr (C > R) = \Phi \left( \frac{\lambda_C (e) - \lambda_R}{\zeta_C^2 + \zeta_R^2} \right) = \Phi [h_c (e, S_F)] \]  
(A3.23)

is the probability that the structure passes the certification testing. In Eq. (A3.23), the term \( h_c \) is similar to \( h \) defined earlier in (A3.20) and is expressed as
\[ h_c(e, S_F) = \left[ a_c \ln \left( (1 + e) \frac{S_F P_d}{w \sigma_a} \right) + b_c(S_F) \right] \]  
(3.24)

where the subscript 'c' stands for certification. Similarly, the terms \(a_c\) and \(b_c\) are expressed as

\[ a_c = \frac{1}{\sqrt{\ln(1 + \delta^2 f) + \ln(1 + \delta^2 w) + \ln(1 + \delta^2 t)}} \]  
(3.25)

\[ b_c(S_F) = a_c \left[ \ln(\mu_f) - \frac{1}{2} \ln(1 + \delta^2 f) + \ln(\mu_w) - \frac{1}{2} \ln(1 + \delta^2 w) - \frac{1}{2} \ln(1 + \delta^2 t) - \ln(S_F P_d) \right] \]  
(3.26)

Then, we can re-write the updated distribution of the error factor as

\[ f^U(e, b_e, S_F) = \frac{\Phi[h_c(e, S_F)]}{2 b_e} = \frac{\Phi[h_c(e, S_F)]}{b_e} - \int_{-b_e}^{b_e} \Phi[h_c(e, S_F)] \frac{1}{2 b_e} de - \int_{-b_e}^{b_e} \Phi[h_c(e, S_F)] de \]  
(3.27)

Thus, we can write probability of failure as

\[ P_f = \int_{-b_e}^{b_e} \Phi[h(e, S_F)] \frac{\Phi[h_c(e, S_F)]}{\int_{-b_e}^{b_e} \Phi[h_c(e, S_F)] de} de = \int_{-b_e}^{b_e} \Phi(h(e, S_F)) \Phi[h_c(e, S_F)] \]  
(3.28)

where

\[ u(e, b_e, S_F) = \frac{1}{b_e} \int_{-b_e}^{b_e} \Phi[h(e, S_F)] \Phi[h_c(e, S_F)] \]  
(3.29)

### Partial derivative with respect to error bound \(b_e\)

To calculate \(\frac{\partial P_f}{\partial b_e}\) we use Leibniz rule given in Eq. (3.30)

\[ \frac{\partial}{\partial z} \int \frac{b(z)}{a(z)} f(x, z) dx = \int \frac{b(z)}{a(z)} \frac{\partial f}{\partial z} dx + f \left( b(z), z \right) \frac{\partial b}{\partial z} - f \left( a(z), z \right) \frac{\partial a}{\partial z} \]  
(3.30)

Then, the partial derivative \(\frac{\partial P_f}{\partial b_e}\) is calculated from

\[ \frac{\partial P_f}{\partial b_e} = \int_{-b_e}^{b_e} \frac{\partial u}{\partial b_e} de + u(b_e, b_e, S_F) + u(-b_e, b_e, S_F) \]  
(3.31)

where
\[
\frac{\partial u}{\partial b_e} = \Phi[h(e, S_F)] \Phi[h_e(e, S_F)] \frac{\partial}{\partial b_e} \left\{ \frac{1}{b_e} \int_{-b_e}^{b_e} \Phi[h_e(e, S_F)] de \right\}
\]  
(A3.32)

and the last term of Eq. (A3.32) can be re-written as

\[
\frac{\partial}{\partial b_e} \left\{ \frac{1}{b_e} \int_{-b_e}^{b_e} \Phi[h_e(e, S_F)] de \right\} = -\frac{\partial}{\partial b_e} \left[ \Phi[h(e, S_F)] \frac{1}{b_e} \int_{-b_e}^{b_e} \Phi[h_e(e, S_F)] de \right]
\]  
(A3.33)

where the numerator is evaluated by using the second fundamental theorem of calculus given in Eq. (A3.34)

\[
\frac{d}{dx} \left[ \int_a^x f(t) dt \right] = f(x)
\]  
(A3.34)

Hence, the numerator in Eq. (A3.33) reduces to

\[
\frac{\partial}{\partial b_e} \left[ \Phi[h(e, S_F)] \frac{1}{b_e} \int_{-b_e}^{b_e} \Phi[h_e(e, S_F)] de \right] = \Phi[h_e(e, S_F)] + \Phi[h_e(-e, S_F)]
\]  
(A3.35)

Then, Eq. (A3.32) becomes

\[
\frac{\partial u}{\partial b_e} = -\frac{\Phi[h_e(e, S_F)] + \Phi[h_e(-e, S_F)]}{b_e} \Phi[h(e, S_F)] \Phi[h_e(e, S_F)]
\]  
(A3.36)

Finally, the desired partial derivative \( \frac{\partial P_f}{\partial b_e} \) is then obtained as

\[
\frac{\partial P_f}{\partial b_e} = -\frac{\Phi[h_e(e, S_F)] + \Phi[h_e(-e, S_F)]}{b_e} \left[ \Phi[h_e(e, S_F)] \Phi[h_e(e, S_F)] \right]
\]  
(A3.37)

Partial derivative with respect to safety factor \( S_F \)

Partial derivative \( \frac{\partial P_f}{\partial S_F} \) for updated probability of failure is calculated as follows.
\[
\frac{\partial F_f}{\partial S_F} = \int_{-b_e}^{b_e} \frac{\partial u(e, b_e, S_F)}{\partial S_F} \, de
\]
(A3.38)

where \(u(e, b_e, S_F)\) is defined earlier in Eq. (A3.28). The derivative of \(u\) with respect to \(S_F\) can be written as

\[
\frac{\partial u}{\partial S_F} = \frac{\partial}{\partial S_F} \left\{ \int_{-b_e}^{b_e} \Phi [h_e(e, S_F)] \, de \right\} \phi [h_e(e, S_F)]
\]
(A3.39)

The first partial derivative in Eq. (A3.39) is calculated as follows.

\[
\frac{\partial \Phi [h(e, S_F)]}{\partial S_F} = \frac{1}{\sqrt{2\pi}} \frac{\partial}{\partial S_F} \left[ \int_{-\infty}^{h(e, S_F)} \exp \left( -\frac{z^2}{2} \right) \, dz \right]
\]
(A3.40)

Now, utilizing the chain rule and the second fundamental theorem of calculus given in Eq. (A3.34) we obtain

\[
\frac{\partial \Phi [h(e, S_F)]}{\partial S_F} = \frac{1}{\sqrt{2\pi}} \frac{\partial h}{\partial S_F} \left[ \int_{-\infty}^{h(e, S_F)} \exp \left( -\frac{z^2}{2} \right) \, dz \right] = \frac{1}{\sqrt{2\pi}} \left[ \exp \left( -\frac{h^2(e, S_F)}{2} \right) \right] \frac{\partial h(e, S_F)}{\partial S_F}
\]
(A3.41)

where

\[
\frac{\partial h}{\partial S_F} = \frac{\partial}{\partial S_F} \left[ - \left[ \ln \left( \frac{S_F P_d}{w_d \sigma_a} \right) + b \right] \right] = - \frac{a}{S_F}
\]
(A3.42)

Then, Eq. (A3.40) reduces to

\[
\frac{\partial \Phi [h(e, S_F)]}{\partial S_F} = - \frac{a}{\sqrt{2\pi} S_F} \left[ \exp \left( -\frac{1}{2} h^2(e, S_F) \right) \right]
\]
(A3.43)

The first partial derivative in Eq. (A3.39) is calculated as follows. The first term is easily obtained by noticing the similarity to Eq. (A3.42) as

\[
\frac{\partial}{\partial S_F} \left( a_c \ln \left( \frac{S_F P_d}{w_d \sigma_a} \right) \right) = \frac{a_c}{S_F}
\]
(A3.44)

and also Eq. (A3.26) reveals that

\[
\frac{\partial}{\partial S_F} \left( b_c(S_F) \right) = - \frac{a_c}{S_F}
\]
(A3.45)

Then, we have

\[
\frac{\partial h_c}{\partial S_F} = \frac{\partial}{\partial S_F} \left[ - \left[ a_c \ln \left( \frac{S_F P_d}{w_d \sigma_a} \right) + b_c(S_F) \right] \right] = - \left( \frac{a_c}{S_F} - \frac{a_c}{S_F} \right) = 0
\]
(A3.46)

That leads to
\[
\frac{\partial \Phi [h_c(e,S_F)]}{\partial S_F} = \frac{\partial}{\partial h_c} \left[ \int_{-\infty}^{h_c} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{z^2}{2} \right) dz \right] \frac{\partial h_c}{\partial S_F} = 0 \tag{A3.47}
\]

And thus we also get
\[
\frac{\partial}{\partial S_F} \left\{ \frac{1}{a} \int_{-h_c}^{h_c} \Phi [h_c(e,S_F)] de \right\} = -\frac{1}{a h_c} \frac{\partial \Phi [h_c(e,S_F)]}{\partial S_F} = 0 \tag{A3.48}
\]

Then, Eq. (A3.38) becomes
\[
\frac{\partial \bar{u}}{\partial S_F} = \left\{ \frac{1}{a} \int_{-h_c}^{h_c} \Phi [h_c(e,S_F)] de \right\} - \frac{1}{a h_c} \frac{\partial \Phi [h_c(e,S_F)]}{\partial S_F} \tag{A3.49}
\]

And finally we have
\[
\frac{\partial \bar{P}_F}{\partial S_F} = \left\{ \frac{1}{a} \int_{-h_c}^{h_c} \Phi [h_c(e,S_F)] de \right\} \int_{-h_c}^{h_c} \left\{ -\frac{a}{\sqrt{2\pi} S_F} \exp \left( -\frac{h_c^2(e,S_F)}{2} \right) \right\} \Phi [h_c(e,S_F)] de \tag{A3.50}
\]
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Overview of the Structures Investigation for the American Airlines Flight 587 Investigation

B. Murphy*, J. O’Callaghan†, and M. Fox‡
National Transportation Safety Board, Washington, D.C. 20594

L. Ilcewicz§
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and
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On November 12, 2001, about 9:16 a.m., American Airlines flight 587, an Airbus Industrie A300-605R, N14053, crashed into a neighborhood in Belle Harbor, New York, after taking off from John F. Kennedy International Airport (JFK), Jamaica, New York. The airplane was on a scheduled flight to Santo Domingo, Dominican Republic. Two pilots, seven flight attendants, 251 passengers, and five persons on the ground were killed. The airplane crashed after a loss of control resulting from the separation of the vertical stabilizer from the fuselage. The separation of the vertical stabilizer from a transport-category airplane was unprecedented. As a result, the National Transportation Safety Board conducted an extensive structures investigation. For this effort, the Safety Board enlisted the assistance of the Federal Aviation Administration; the National Aeronautics and Space Administration’s Langley Research Center; and the airplane manufacturer, Airbus Industrie. The Board’s final report on the American Airlines flight 587 accident was issued in October 2004.††

I. Introduction

The vertical stabilizer of the A300-600 is primarily made of a carbon/epoxy composite material and is attached by six lugs and six lateral yokes to the aluminum fuselage. Figure 1 shows the major components of the vertical stabilizer including the fin, rudder, and lugs. The fin and lugs are solid angle ply laminated composites of variable thicknesses and ply lay-ups, and the rudder is a sandwich composite made of composite facesheets over a honeycomb core. Figure 2 shows the details of the fin box near the right rear lug, including the ribs, stringers, rear spar, and yoke attachment.

---
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** Dr. James H. Starnes passed away during the investigation of the American Airlines flight 587 accident.
Investigative work included the inspection and characterization of the failed structure, a review of the manufacturer’s design and certification procedures, numerical analyses to simulate the accident event, and structural tests to verify the most likely failure scenarios. The accident investigation team developed in-depth photographic records of the vertical stabilizer and rudder and mapped the failure sites. A fault tree analysis and failure scenarios were developed. Specimens were cut from the Flight 587 vertical stabilizer and rudder for chemical analyses, tests, and nondestructive evaluations (NDE). In-depth NDE surveys were also made of the entire vertical stabilizer and rudder. Fractographic analyses of failed metallic and composite parts were conducted to determine if fatigue was a contributor. Mechanical property tests and chemical analyses of the composite parts were conducted to determine if the composite structure was manufactured as designed and if the properties of the material had not degraded with time. To determine the external loads acting on the vertical stabilizer and rudder, computational fluid dynamics analyses were conducted for the accident conditions. Flutter analyses of the vertical stabilizer and rudder were conducted, and the effects of wake vortex encounters were also determined. Structural analyses of the vertical stabilizer and rudder and structural design details were conducted to determine the external loads necessary to cause the vertical stabilizer and rudder to fail. Detailed finite element models that incorporated progressive failure methods were developed and used to simulate failure for certification test and accident conditions. Structural tests were conducted, and large-scale tests were developed to help verify the most likely failure scenarios.

With the use of these investigative methods, the Safety Board analyzed the circumstances of the Flight 587 accident and determined that the vertical stabilizer attachment lugs (see fig. 2) were subjected to in-flight forces and associated stresses above those that they were designed to carry and were capable of withstanding. The overload resulted from the aerodynamic loads on the vertical stabilizer produced principally by the combination of sideslip angle, rudder deflection, and dynamic pressure. These aerodynamic loads were about 2 times the “design limit load,” that is, the maximum load the airplane was expected to encounter in service. For certification, the vertical stabilizer is only required to support loads of 1.5 times design limit load without failure. The Safety Board determined that the failure of the right rear lug (see fig. 3) precipitated the failure of the other lugs and the yokes and then the separation of the entire vertical stabilizer. The Board also determined that the vertical stabilizer separation was the result of the loads beyond ultimate design that were created by the pilot’s unnecessary and excessive rudder pedal inputs.

This paper presents the Safety Board’s findings concerning the accident airplane’s structure, including the aerodynamic loading that was placed on the vertical stabilizer in response to the wake turbulence that the airplane encountered just before the accident and the development of stresses in the right rear main attachment lug as a result of this loading. A comparison of this in-flight loading with the certification requirements is also presented.

II. Design Loads for the A300-600 Vertical Stabilizer

The Safety Board’s final report on the Flight 587 accident included the following information about the design loads for the A300-600 vertical stabilizer (the figure numbers have been changed to reflect the numbering in this paper):

Airbus performed a loads assessment of the A300-600 using a theoretical model that involved aerodynamic, mass, structural stiffness, engine, and systems data. The model was validated by data generated during ground and flight tests.
With the use of this model, airplane movements resulting from yawing maneuvers, gusts, and engine failures were simulated, and the associated internal forces induced by the external aerodynamic and mass inertial loadings (the net external loading) on the vertical stabilizer were calculated. These internal forces are transmitted to the fuselage through the six main attachment fittings and the six transverse load fittings. The internal forces within each lug are characterized by the local stress (force per unit area of material), which can be compared directly with measured material strength values.

The external aerodynamic and mass inertial loadings on the vertical stabilizer can also be quantified as a net shear (a side load), a net bending (a moment about the longitudinal axis), and a net torsion (a moment about the vertical axis), as shown in fig. 4. The correlated shear force diagram, which is used to define the limit and the ultimate load design envelopes, consists of one diagram plotting net shear versus net torsion and, as shown in fig. 5, one diagram plotting net torsion versus net bending.

III. Loads on the Flight 587 Vertical Stabilizer

The Safety Board’s final report on the flight 587 accident included the following information about the loads on the accident airplane’s vertical stabilizer (the figure numbers have been changed to reflect the numbering in this paper):

At any given altitude and airspeed, many parameters affect the loads on the vertical stabilizer; the most significant of these parameters are sideslip angle and rudder angle. During the design of the A300-600, Airbus developed a model of the loads on the vertical stabilizer based on linearized wind tunnel data that described the effects of sideslip angle and rudder angle on the vertical stabilizer structural loads. With the use of this linear loads model, the Safety Board calculated the shear, bending, and torsion loads on the vertical stabilizer during the final seconds of flight 587’s recorded FDR data (before the sound of the loud bang at 0915:58.5). Figure 6 shows the calculated bending moment about the root chord in the vertical stabilizer axis system.
The rudder and sideslip angles about the time of the lug fracture were large enough that portions of the vertical stabilizer began to exhibit aerodynamic stall behavior, that is, regions of separated flow. This separated flow affected the loads such that the linear loads model (which does not account for flow separation) could overestimate the loads in those conditions (high sideslip and rudder angles) in which separated flow is present. As a result, a CFD analysis was performed to calculate directly the effects of the separated flow at the high sideslip and rudder angles of interest. Specifically, the Safety Board asked Airbus to perform a CFD analysis of the flowfield about the entire A300-600 airplane and to provide the aerodynamic pressure loads over portions of the vertical stabilizer. The conditions at which these calculations were made reflected the flight conditions and airplane orientation at the time that the vertical stabilizer separated from the aft fuselage. Because of uncertainties in the sideslip angle, rudder angle, and the absolute load values computed by CFD, the final estimate of loads at the time of the lug fracture were expressed as a range of values. At the time that the vertical stabilizer separated from the airplane, the range of the shear, bending, and torsion loads on the vertical stabilizer were as follows:

- Shear force: 353,000 to 436,000 N ±5 percent
- Bending moment: 1,580,000 to 1,840,000 Nm ±5 percent (see fig.7)
- Torsion moment: 18,600 to 48,100 Nm ±5 percent

The bending moment load ranges shown in fig.7 are presented along with the “effective sideslip angle” range and the rudder range at the time that the vertical stabilizer separated from the airplane. Figure 8 compares the estimated aerodynamic loads with the A300-600 design envelopes (as defined by the torsion versus bending correlated shear force diagram).
IV. Vertical stabilizer Structures Analysis

A. Design Methods

The Airbus design methods were assessed as comprehensive after a review of the A300-600 certification documentation. The design methods were based on a building-block approach for coupon, subcomponent, and full-scale testing. Further review of certification documents did not reveal any faulty methods or invalid assumptions, although the following three points of concern surfaced during the investigation:

1. Validity of the Full-Scale Fin Certification Test

The validity of the full-scale fin certification test conducted in 1985 was questioned. During the full-scale test, the fin was tested separate from the fuselage, and there was concern that the loading applied at the main attachment lugs might not have represented the fin-on-aircraft condition. The fitting loads applied during the fin test were prescribed exactly from finite element analysis (FEA) of the fin-on-aircraft condition, and thus the validity of the test loading was dependent on the validity of the global (vertical stabilizer, rudder, and aft fuselage) finite-element model. The structures group demonstrated the validity of the global finite-element model through a combination of test/analysis correlation and sensitivity studies and concluded that the applied forces in the full-scale test were representative of the fin-on-aircraft condition. The insensitivity of attachment lug forces to stiffness variations suggested that the attachment lug forces were primarily dictated by the aerodynamic load distribution and the overall geometry of the structure rather than by the local stiffness representation.

Another concern was that the load introduction structure used during the test did not produce attachment lug local bending moments that represented the fin-on-aircraft condition. Safety Board staff did not think that this concern was substantiated because all FEA indicated the bending moments at the attachment lugs were predominantly the result of stiffness eccentricity in the fin structure and the lateral load on the fittings, both of which were represented in the full-scale fin test.

2. Airbus Lug Strength Allowables for Design and Certification

During the investigation, it was recognized that non-trivial local bending moments were reacted at the attachment lugs and that the magnitudes of the moments computed were sensitive to the finite-element idealization of the attachment region. In addition, detailed strength analysis of subcomponent models using progressive failure
analysis (PFA) showed that the magnitude of the bending moment applied to the attachment lug influenced the failure strength of the fitting. The lug strength (force) allowables‡‡ applied by Airbus during design and certification were expressed in terms of a resultant force and did not explicitly represent the effect of local bending moments on the strength of the fittings.

The structures group determined that the fact that Airbus did not express the strength allowables in terms of force and moment values did not indicate a fault in the certification procedure for two reasons. First, the FEA demonstrated that the local bending moment at the lug was directly related to the force on the lug and was not an independent quantity. Second, the Airbus strength (force) allowable for the lug attachment was based on a building-block test sequence that ultimately incorporated local bending moment effects. Unlike the 1985 certification subcomponent test, the full-scale fin test article generated a representative local bending moment in response to applied fitting forces and, as a result, ruptured at a lower resultant force than the subcomponent test. When Airbus reduced the lug strength (force) allowable for certification based on the full-scale test result, the effect of a representative bending moment on the lug strength was captured, even though the magnitude of the bending moment was never computed or measured.

3. Accident Aerodynamic Loading (External Loads)

A review of the digital flight data recorder (DFDR) data for the last 12 seconds of the accident flight indicated that the first officer performed a series of maneuvers for which the A300-600 was not designed or certificated to perform. The rudder movements immediately before the accident were cyclical and rapid, with full, abrupt, stop-to-stop reversal deflections. The regulations at the time of certification did not require that the analysis of alternating full rudder inputs. Additionally, the current regulations do not require the analysis or demonstration of alternating full rudder inputs during a certification program.

During the accident investigation, Airbus and the Safety Board computed the loads on the vertical stabilizer during the last 12 seconds of the flight, as indicated by the DFDR data. The analysis indicated that the rudder movements created vertical stabilizer loads greatly exceeding those required by the certification standards. The loads were computed from the time history of the control surfaces and associated motion of the airplane, as obtained from the DFDR and subsequent analysis. The time of failure, as determined by the Board and Airbus for the vertical stabilizer, was correlated to a shift/jump in the lateral acceleration.

The bending loads on the vertical stabilizer were the result of the combined sideslip angle (β) and rudder deflection during the flight. At the time of tail separation, the bending loads were extremely high and well above the ultimate load of 129,248 daN-m, which the structure is certified to carry. Additionally, the calculated root bending moment (MxQ) was nearly equivalent to the bending moment applied during the full-scale certification rupture test. During the 1985 certification test, the vertical stabilizer was loaded to approximately two times the A310-300 limit net shear (Qy) load of –22,339 daN and the limit fin root bending (MxQ) moment of 88,300 daN-m. When scaled§§ to the design loads for A300-600, this would be approximately two times design limit shear load (Qy) of –21,580 daN and the bending moment (MxQ) of 86,165 daN-m. During the test, the vertical stabilizer left rear main attachment lug failed in cleavage mode as a result of a tensile static overload. The measured resultant (Fxz) force for the A310-300 rear main attachment at rupture was 904,660 N, which was approximately two times the limit resultant lug force (Fxz) of 471,115 kN for the A300-600. The calculated resultant lug force (Fxz) at rupture for the accident flight is 925,300 kN. Table 1 summarizes this information.

### Table 1. A300-600 Design Loads, 1985 Rupture Test Loads, Flight 587

<table>
<thead>
<tr>
<th></th>
<th>A300-600 Design Limit Load</th>
<th>A310-300 Rupture Test</th>
<th>A300-600 Flight 587</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qy (daN)</td>
<td>-21,580</td>
<td>42,444</td>
<td>-41,577</td>
</tr>
<tr>
<td>MxQ (daN-m)</td>
<td>86,165</td>
<td>-167,770</td>
<td>184,676</td>
</tr>
<tr>
<td>MzQ (N)</td>
<td>15,268</td>
<td>34,072</td>
<td>9,6350</td>
</tr>
<tr>
<td>Fxz (N)</td>
<td>471,115</td>
<td>904,660</td>
<td>925,300</td>
</tr>
</tbody>
</table>

‡‡ Airbus defined the “strength (force) allowable” as the “tested lug rupture load.” Airbus referred to this value, when divided by the applied lug ultimate load or lug limit load in the case of a failsafe analysis, as the “reserve factor.”

§§ During the development of the A310-300 and A300-600 airplanes, the gust load levels for the A300-600 decreased below those of the A310-300. The major reason for the decrease in the lateral gust design loads was a reduction to the design speed Vb for the A300-600.
4. Structural Analysis

An FEA was conducted to assess the most likely final failure scenarios. The analysis determined that failure of the right rear main attachment lug was the most probable initial failure. The analysis results indicated that, after the rear main attachment lug ruptured, all the remaining attachment lugs would fail sequentially, with no increase in external loading required. Thus, initial failure of the rear main attachment lug would initiate nearly instantaneous separation of the vertical stabilizer from the airplane.

Both Airbus and NASA evaluated the failure of the right rear main attachment lug using global and local (lug area only) models. The right rear main attachment lug was analyzed, including the neighboring fin region between ribs 1 and 5 and near the rear spar. Detailed FEA with contact was used to determine contact areas, contact pressures and both the lug stress state and strain profile under a loading representative of the accident condition, and the 1985 subcomponent and full-scale certification tests. A PFA was also performed for these conditions to determine the load, mode, and location of failure in the right rear main attachment lug. The FEA results indicated that the contact areas, contact pressures, and the lug stress and strain profile as well as the predicted failure loads, failure mode, and location of failure initiation in the right rear main attachment lug were in excellent agreement with each other for all conditions.

The following conclusions were drawn from the FEA:

- Failure initiated at the right rear main attachment lug followed by an unstable progression of failure of all fin-to-fuselage attachments and separation of the vertical stabilizer from the aircraft.
- The global fin root bending moment MxQ showed a direct relationship to the lug forces Fz and Fxz (resultant force) and the lug local bending moment Mx and the associated lug stresses.
- The contact areas, contact pressures, and the lug stress states and strain profiles of the 1985 certification testing and the accident condition were in very good agreement, which suggested that the 1985 static tests represented the accident condition.
- The predicted load, mode, and location of the failure of the 1985 certification tests, and the accident condition were in very good agreement, which suggested that the 1985 tests represented the accident condition.
- The failure mode of the right rear main attachment lug for the 1985 tests and the accident were both cleavage-type failures.
- For the accident case, the predicted failure load for the right rear main attachment lug from the PFA was approximately two times the limit load of the lug.
- The local lug moment, Ml (moment about the fuselage longitudinal axis) had an effect on the failure load of the lugs. Higher absolute values of Ml gave lower failure loads.
- The local bending moment at the lug was directly related to the force on the lug and was not an independent quantity. These bending moments at the attachment lugs were predominantly the result of stiffness eccentricity in the fin structure and the lateral load on the fittings.
- The values of the computed local bending moments were affected by the FEA idealization used during the analysis (rigid versus flexible pin). Accordingly, the associated stresses and strains in the lug varied depending on the idealization.

5. Safety Board Subcomponent Testing

The most likely failure scenario was validated by conducting subcomponent tests on three rear main attachment lugs, with loading based on analysis of the aircraft configuration at the final observed maximum fin loading condition.

Of the three lugs tested, the lugs used in the second and third tests contained nonvisible damage created by a flight excursion*** outside the ultimate design envelope. Preliminary strength analyses conducted by the structures group indicated that subcomponent strength was a function of the global fin root bending moment (MxQ), the lug resultant force, and lug local lateral bending moment applied at the lug pin. To increase the fidelity of the computed pin loading, global and local models were coupled to tune the global model, and a global/local iterative procedure was applied to effectively embed a refined 3-D lug ABAQUS model into the global model for both rear main attachment fitting regions. The computed pin loading from the global/local analysis for the airplane model and accident condition was used to prescribe loading conditions for the subcomponent tests conducted at the Airbus facility in Hamburg, Germany. Strength analyses were conducted for the subcomponent test and the airplane configurations.

The strength analyses and test results for the subcomponent tests produced a failure load, failure mode, and failure initiation location that were consistent with the predicted accident loading and the physical evidence of the right rear main attachment lug from the accident.

**a) Subcomponent Test No. 1**

During subcomponent test No. 1 the Fy-load application control commanded a shutdown during damage initiation. The shutdown was caused by a change in lateral stiffness of the lug caused by damage propagation. The test fixture (without lateral yokes) did not allow for load redistribution and subsequent load transfer to the lateral yoke, and thus the test was terminated. For this reason, tests Nos. 2 and 3 were conducted with displacement control versus load control in the y-axis. However, the damage initiation (visible fiber cracks) that was visible on the outboard surface of the lug was typical for the beginning of fracture in the cleavage mode. Additional delaminations within the specimen were also visually similar to those observed in the accident lug. The fracture initiation location was also consistent with the FEA and PFA performed and was similar to the location physically observed in the flight 587 accident lug and FEA and PFA. The final resultant (Fxz) load level achieved during the test was 907 kN.

The associated measured strains compared well with the predicted strain values and thus validated the test fixture FEA model and methods. Additionally, the strain level comparison between the subcomponent test No. 1 FEA model and the right-hand-side airplane configuration FEA model indicated that the test performed was representative of the lug behavior during the accident.

**b) Subcomponent Test No. 2**

During subcomponent test No. 2, the Fy-load application control was changed to displacement control to prevent a premature test shutdown resulting from a reduction in the lateral stiffness caused by damage propagation. This test proceeded to complete rupture of the specimen. The type and location of the fractures and delaminations were consistent with those observed in test No. 1 and the accident lug. The fracture initiation location was also consistent with the FEA and PFA performed and was similar to the location physically observed in the flight 587 accident lug and the flight 587 FEA and PFA. The final resultant (Fxz) load level at rupture was 893 kN. The associated measured strains compared well with the predicted strain values and thus validated the test fixture FEA model and methods. Additionally, the strain level comparison between the test No. 2 and the right-hand-side airplane configuration FEA models indicated that the test performed was representative of the lug behavior during the accident.

**c) Subcomponent Test No. 3**

During subcomponent test No. 3, the Fy-load application control was displacement control to prevent a premature test shutdown resulting from a reduction in the lateral stiffness because of damage propagation. This test proceeded to complete rupture of the specimen. The type and location of the fractures and delaminations were consistent with those observed in test No. 1, test No. 2, and the accident lug. The fracture initiation location was also consistent with the FEA and PFA performed and was similar to the location physically observed in the flight 587 accident lug and flight 587 FEA and PFA. The collected test data showed that the failure initiated at a resultant load level of 953 kN. However, the test stopped at this point (before rupture) because the maximum-programmed load level had been achieved and maintained. Upon removing the load limitation, the final resultant (Fxz) load level at rupture was 1,093 kN. Further examination of the test data revealed that significant damage and/or significant changing of the boundary conditions occurred when the 953 kN resultant load was reached, which caused the validity of the data for the final rupture test to be suspect. Overall, the associated measured strains compared well with the predicted strain values up to 953 kN and thus validated the test fixture FEA model and methods. Additionally, the strain level comparison between the test No. 3 and the right-hand-side airplane configuration FEA models indicated that the test performed was representative of the lug behavior during the accident.

The following conclusions were drawn from the testing and analyses:

- The contact areas, contact pressures, and the lug stress states and strain profiles of the subcomponent tests and the accident condition were in very good agreement, which suggested that the subcomponent tests represented the accident condition accurately.
- The predicted load, mode, and location of the failure initiation of the subcomponent tests and the accident condition were in very good agreement, which suggested that the subcomponent tests represented the accident condition accurately.
- The strain level comparison between the subcomponent tests and the airplane configuration FEA model indicated that the tests performed represented the lug behavior during the accident.

**6. Summary of Vertical stabilizer and Lug Analysis**

All analysis results indicated that the failure initiated at the final observed maximum fin root bending condition during the accident flight, which is when the vertical stabilizer was subjected to a global root bending moment of two times the design limit load of 86,165 daN-m calculated during certification. Relative to the certification limit
load, the resultant lug force from linear global static analysis, local nonlinear contact, and progressive failure strength analyses corresponded to load factors of approximately twice the limit load of 471 kN. For certification, the vertical stabilizer is only required to support loads of 1.5 times design limit load without catastrophic failure. The maximum loading during the accident was shown to significantly exceed the certification requirement. The associated lug stresses were equivalent to the 1985 full-scale and subcomponent certification analysis and the Safety Board’s subcomponent analysis and testing. The stresses developed were critical for the material system being used, and thus the lug failed because of a tensile static overload in the cleavage mode. The predicted load, mode, and location of the failure observed during the original full-scale and subcomponent certification tests, as well as the Board’s subcomponent analysis and testing, were consistent. Additionally, the observed fracture features and detailed fractography for the accident lug and the subcomponent tests were all consistent. On the basis of the analysis performed by the structures group, it was demonstrated that the large aerodynamic loading produced by the accident scenario caused the right rear main attachment lug to experience reaction forces and associated stresses of approximately twice limit load and that the structure did not fail prematurely but instead performed in a manner consistent with its design and certification. Thus, failure was attributed to vertical stabilizer loads that were greater than expected.

V. Vertical Stabilizer Materials Analysis

The Safety Board’s final report on the flight 587 accident included the following information about the accident airplane’s vertical stabilizer:

No deviations from the original design and materials specifications were found in the vertical stabilizer (including the repair to the left center lug area that was made during manufacturing) that would have contributed to the vertical stabilizer separation. Also, a detailed inspection of flight 587’s wreckage, including an extensive examination of the vertical stabilizer main attachment fitting fractures, revealed that each main attachment fitting had features that were consistent with overstress fracture and exhibited no evidence of fatigue features or other preexisting degradation. Fracture features and damage patterns on the right forward, center, and rear lugs were consistent with overstress failure under tensile loading. The right rear lug, in particular, had fracture features that were consistent with failure in the cleavage-tension mode. Fracture features and damage patterns on the left forward, center, and rear lugs had features that were consistent with the vertical stabilizer bending to the left after separation of the lugs on the right side.

VI. Summary of Vertical Stabilizer and Lug Analysis

All analysis results indicated that the failure initiated at the final observed maximum fin root bending condition during the accident flight, which is when the vertical stabilizer was subjected to a global root bending moment of two times the design limit load of 86,165 daN-m calculated during certification. Relative to the certification limit load, the resultant lug force from linear global static analysis, local nonlinear contact, and progressive failure strength analyses corresponded to load factors of approximately twice the limit load of 471 kN. For certification, the vertical stabilizer is only required to support loads of 1.5 times design limit load without catastrophic failure. The maximum loading during the accident was shown to significantly exceed the certification requirement. The associated lug stresses were equivalent to the 1985 full-scale and subcomponent certification analysis and the Safety Board’s subcomponent analysis and testing. The stresses developed were critical for the material system being used, and thus the lug failed because of a tensile static overload in the cleavage mode. The predicted load, mode, and location of the failure observed during the original full-scale and subcomponent certification tests, as well as the Board’s subcomponent analysis and testing, were consistent. Additionally, the observed fracture features and detailed fractography for the accident lug and the subcomponent tests were all consistent. On the basis of the analysis performed, it was demonstrated that the large aerodynamic loading produced by the accident scenario caused the right rear main attachment lug to experience reaction forces and associated stresses of approximately twice limit load and that the structure did not fail prematurely but instead performed in a manner consistent with its design and certification. Thus, failure was attributed to vertical stabilizer loads that were greater than expected.

The structural analysis was incorporated into the overall analysis of the accident. Based on the analysis of the facts learned during the course of the nearly 3-year-long investigation, the Safety Board determined that the probable cause of the accident was as follows:

the in-flight separation of the vertical stabilizer as a result of the loads beyond ultimate design that were created by the first officer’s unnecessary and excessive rudder pedal inputs. Contributing to these rudder pedal inputs were characteristics of the Airbus A300-600 rudder system design and elements of the American Airlines Advanced Aircraft Maneuvering Program.
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Fractographic Examination of the Vertical Stabilizer and Rudder from American Airlines Flight 587
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The first major structural component failure of a composite part on a commercial airplane occurred during the crash of American Airlines Flight 587. The fractured composite lugs that attached the vertical stabilizer to the aircraft tail and the fractured composite honeycomb rudder were examined as part of the National Transportation Safety Board investigation of the accident. In this paper the composite fractures are described and the resulting clues to the failure events are discussed.

I. Introduction

On November 12, 2001, shortly after taking off from Kennedy International Airport, the composite vertical stabilizer and rudder separated from the fuselage of American Airlines Flight 587, rendering the airplane uncontrollable. The Airbus A300-600 airplane crashed into a neighborhood in Belle Harbor, New York, killing all 260 persons aboard the airplane and 5 persons on the ground. This accident was unique partly in that it was the first time a major structural component fabricated out of composite material failed in flight on a commercial airplane.

Analysis of the flight data recorder revealed the airplane had performed a series of yawing maneuvers in the seconds before separation of the vertical stabilizer, and the separation of the vertical stabilizer occurred while the airplane was pointed to the left of its flight path. This orientation would have produced a bending moment on the vertical stabilizer leading to tension on the right-side attachments and compression on the left.

The separated pieces of the vertical stabilizer and rudder were recovered away from the main crash site mainly from the water of Jamaica Bay. The vertical stabilizer was largely intact, and had separated from the fuselage by fractures at the lower end where it had attached to the fuselage. Many fractured pieces of the rudder were recovered near, but mostly fractured from, the vertical stabilizer. As part of the overall investigation into the accident, a detailed examination of the fractures in the vertical stabilizer and rudder was conducted in order to determine the failure mechanism and direction of fracture propagation where possible, including assessing the possibility of any pre-existing damage or fatigue cracking.

In addition, three subcomponent tests were conducted on aft lugs from an unused skin panel and from another airplane using accident loads derived from analysis of recorded flight data. Fracture patterns for these three test specimens were compared to the corresponding structure on the accident airplane.

In this paper, the structures of the vertical stabilizer and rudder are described. Next, results of the fractography of the vertical stabilizer and rudder are presented and the interpretation of the results toward understanding the failure is discussed. Finally, fractographic examination results of the three subcomponent tests are presented and significance of the fracture features are discussed.

II. Description of Structures

Development of the Airbus A300-600 model began in 1980, and certification occurred in 1984. The vertical stabilizer and rudder for the accident airplane, delivered new in 1988, had a symmetric airfoil shape. The vertical stabilizer and rudder were 27 feet 3 inches tall. From leading edge to trailing edge the width of the vertical stabilizer and rudder was 25 feet at the base and 10 feet 2 inches at the tip.
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A. Vertical Stabilizer Structure

The vertical stabilizer for the Airbus A300-600 airplane was a stiffened box with removable leading edge fairings and trailing edge panels. An internal view drawing of the vertical stabilizer is shown in Figure 1. The stiffened box consisted of two integrally stiffened skin panels for the left and right sides, spars for the forward and aft sides, and closure ribs at the upper and lower ends. The integral stiffeners in the skin panels consisted of 24 “I”-shaped stringers that extended spanwise parallel to the aft spar, numbered from the aft to forward. Internal stiffeners for the box consisted of a center spar at the lower end of the span and 16 ribs, not including the two closure ribs. The ribs were numbered from the lower end upward starting with the lower closure rib. The components of the box were riveted together, and the leading edge fairings and trailing edge panels were attached with threaded fasteners.

Except for the fasteners, lightning protection strips, and trailing edge panel support frames, the vertical stabilizer was made entirely of composite materials. The stiffened box of the vertical stabilizer was a solid carbon-fiber reinforced polymer (CFRP) laminate composed of T300 carbon fibers in a CIBA 913 epoxy matrix. The laminate included both unidirectional tape and eight-harness satin fabric layers in the construction. The zero-degree fibers of the fabric and tape layers in the composite were oriented parallel to the stringers and aft spar, which was at an angle of 33.3 degrees aft of vertical. The leading edge fairings and the trailing edge panels for the vertical stabilizer were sandwich composites having a Nomex honeycomb core and glass-fiber reinforced polymer (GFRP) facesheets on the leading edge fairings and both GFRP and CFRP facesheets for the trailing edge panels.

The main attachment locations for the vertical stabilizer were six CFRP lugs (main lugs) that connected by bolts approximately 2 inches in diameter to six metal clevis fittings on the fuselage. A schematic view of the typical assembly cross-section is shown in Figure 2 (drawing of lug cross-section). After the assembly was cured, the lug attachment bolt holes were core-drilled out. Three main lugs extended from the lower end of each of the two vertical stabilizer skin panels. At the thickest point, the main lugs were approximately 1.62 inches, 2.48 inches, and 2.17 inches thick for the forward, center, and aft lugs, respectively. The aft lugs alone each had more than 170 layers composed of approximately 50 percent ±45-degree fabric, 25 percent 0/90-degree fabric, and 25 percent 0-degree tape. The thickness of each lug decreased as plies were dropped in the lug-to-skin transition area. The skin layers were made of ±45-degree fabric. The I-shaped stiffeners had 0-degree tape at the caps and ±45-degree fabric in the web.

Each lug contained two separate pieces that were cured separately before the final assembly. In the final assembly, the outer precured half was laid down, followed by the skin layers, then the inner precured half, the compensation layers, the rib 1 attach flange, the stringer outer flange (tape) layers, and the stringer module layers.
Six smaller composite lugs (transverse lugs) attached the vertical stabilizer to the fuselage by lateral yokes. Two of these transverse lugs extended from the lower end of each of the three spar webs. These lugs were approximately 0.47 inch thick.

B. Rudder Structure

The rudder was a single-segment wedge-shaped box design with removable leading edge fairings. The wedge consisted of left and right skin panels with a single spar at the forward side. The skin panels were fastened together at the trailing edge by rivets with a metallic strip on each side. Threaded through-bolts near the trailing edge also helped fasten the two skin panels. At the lower end, a metal strap, which retained the rubber lower sealing strip, was attached by threaded fasteners that also connected the skin panels to the lower rib. The spar was riveted to the skin panels. Pieces of the leading edge fairings were attached to the skin panels with threaded fasteners and to each other with threaded fasteners through metal support flanges. There were no internal stiffeners in the wedge. Closure ribs cap the upper and lower ends of the rudder.

The rudder skin panels and spar were sandwich composite panels. Each panel had a Nomex honeycomb core and GFRP and CFRP face sheets. The leading edge fairings were sandwich composites with GFRP facesheets.

The rudder was attached to the vertical stabilizer by seven hinges, numbered from the lower end upward. There were three rudder position actuators that control the rotation of hinges 2, 3, and 4. Each hinge was composed of two aluminum alloy fittings pinned together at the hinge line. The forward fittings were attached to the vertical stabilizer with bolts that fastened to CFRP flanges on the vertical stabilizer aft spar. Spherical bearings were located at each attach point for the forward fitting. The aft fittings were attached to the rudder spar using bolts that threaded into barrel nuts located in fiberglass blocks embedded in the rudder skin panels aft of the rudder spar.

III. Fractographic Examination Procedures and Challenges

For most common airplane structural metals, visual inspection or low-power magnification is often sufficient to determine fracture mechanism and direction. For metals, the fracture plane, surface roughness, radial marks, chevrons, shear lips, and general deformation when present all provide macroscopic clues to the fracture mechanisms, direction of fracture propagation, and relative motion of mating surfaces. Preexisting cracks in metals often show staining or changes in color associated with corrosion. Using these clues, large areas of damaged structure can be examined relatively quickly by an experienced investigator to identify fracture origins and areas requiring closer inspection.

The fractographic examination of the composite fractures in the accident vertical stabilizer presented a challenge in that it was more extensive than what is typically required for an overstress fracture of a similar metal structure. Visual clues to preexisting fractures, such as flat fracture features with curving boundaries or staining from corrosion that can be readily observed in structural metals, generally are not readily visible in composites. Furthermore, the visual cues to fracture propagation directions that are sometimes apparent in composite structures, such as crack branching in translaminar fractures (fractures that break fibers) or banding in delaminations (fractures between layers), were not apparent in many of the fractures of interest. In determining the failure mechanism and directions in the vertical stabilizer and rudder during the accident investigation, fine fracture features were examined at high magnification across relatively large areas of the fracture surfaces in order to determine fracture mechanisms and propagation directions, a time-consuming process for the failure investigation. However, since fatigue fractures and other preexisting cracks may appear similar during a macroscopic examination, the detailed inspection using high magnification was required to complete the fractographic analysis.

The fractographic examination of the translaminar fractures and delaminations of the vertical stabilizer and rudder incorporated visual examination and scanning electron microscopy (SEM). The visual examination included the documentation of the macroscopic fracture features. The documentation included mapping of fractures, which could be used to aid in identifying fracture propagation directions from crack branching patterns. Also, macroscopic indications of translaminar fracture under tension or compression were documented. On delaminations, surfaces were examined for changes in reflectivity, which could indicate changes in fracture mechanism or mode. However, for most of the fracture surfaces, SEM was required to determine the fracture mechanism and fracture propagation direction.

SEM examination of translaminar fracture surfaces was used to determine the fracture mechanism and propagation directions, and SEM examination of delamination surfaces was used to identify the layers involved, fracture mechanisms, modes of fracture, and propagation directions. Additionally, results of the examination were
used to check the construction against the manufacturing drawings and to determine how the fractures related to the loading of the overall structure.

Over 300 SEM photographs were taken of translaminar fractures in the main attachment areas of the vertical stabilizer, and more than 150 square inches of delamination surface areas were examined at high magnification. Examined fracture surfaces were coated with a conductive layer of gold and palladium. For translaminar fractures intersecting the lug attachment hole, the entire fracture surfaces were examined at high magnification, and for translaminar fractures above the lug holes, several inches of the fracture were examined at high magnification. Samples for the SEM examination of the delamination surfaces were typically approximately two inches square and were taken from widely spaced areas on the exposed fracture surfaces in an effort to identify the overall trends. Samples were also taken across areas where the delamination surface morphology changed (mostly as a result of the ends of plies in the lay-up) to explore for local differences in stress state or crack propagation direction. Two samples, one from each of the two large delaminations, were not cleaned and were the first ones examined in order to explore the surface for matrix rollers, which would have been an indication of fatigue. Since uncleaned samples were covered in debris, all other fracture surfaces were ultrasonically cleaned in water before coating.

Another challenge for the fractographic analysis was the relatively small amount of fractographic reference material dealing specifically with fabric-reinforced composites. Most of the literature describing fractography of composites focused on unidirectional tape lay-ups. However, fabrics have unique characteristics that lead to features such as more variation in resin content on delamination surfaces and less fiber pullout in translaminar fractures relative to tape-reinforced materials. The presence of woven fabric in the construction led to some interesting phenomena that could be useful in better analyzing composites failures. In the unidirectional lay-ups, river marks were typically only observed in Mode I loading. However, in the fabric construction, river marks also could be found in matrix-rich areas in the vicinity of the bundle crossings, and could be seen in the base of hackles in the transition from a bundle at one orientation to a perpendicular crossing bundle. The river marks in the matrix-rich bundle crossings were used to identify a general direction of fracture propagation upward and aftward for both of the large delaminations (at the forward left and aft left attachments). The use of the river marks at the base of the hackles was explored in the examination of the delaminations at the forward right lug. As composites with fabric reinforcements are being increasingly used in airplane structures, more research is needed in characterizing these fracture surfaces generated under controlled laboratory conditions to assist the failure analyst in interpreting fractographic details.

IV. Fracture Surface Observations and Discussion

A. Stabilizer Damage

The vertical stabilizer was largely intact with no significant areas of skin buckling. An overall view of the vertical stabilizer as it was being recovered from the water of Jamaica Bay is shown in Figure 3. At the lower end, each of the six attachment locations were separated either by fractures that intersected the lug attach hole or by fractures through the structure above the hole. A schematic drawing of the lower end of the vertical stabilizer is shown in Figure 4, where a general fracture location for each lug is shown with overall views of each of these lug fractures. Portions of rib 1, the rib 1 rib-to-skin attach angle, and the lower end of the forward spar also were fractured. Along the trailing edge, the trailing edge panels were damaged in several locations. A more detailed description of the damage is presented in reference 4.

Figure 3. Vertical stabilizer as recovered from Jamaica Bay.
B. Description of main lug fractures

The right aft, right forward, and left forward main lugs had translaminar fractures that intersected the attachment hole, and the remaining lugs had translaminar fractures in the structure above the lug. Each of the lugs had delaminations in the lug area and/or in the structure above the lug. Details of the fractographic examination are presented in references 5 and 6. Some of the delaminations extended into the main portion of the vertical stabilizer, and the extents of these delaminations were determined using nondestructive inspection (NDI), including ultrasonic inspection and x-ray-computed tomography scanning and imaging. Results of the NDI of the vertical stabilizer are presented in references 7 and 8.

1. Macroscopic fracture features

The main lug translaminar fractures on the right side of the vertical stabilizer generally had rough fracture features consistent with overstress fracture in primarily tensile loading. Delaminations were observed at the edges of each of the lugs on the right side. The extent of the delaminations as determined using NDI was limited to within the fractured lugs or within approximately four inches of a translaminar fracture.

The right aft lug failed by translaminar fracture through the bolt hole as shown in Figure 5. The translaminar fracture surfaces had a rough appearance consistent with fracture primarily under tensile loading. Fractures on each leg of the lug were on different translaminar planes, and the change in planes occurred near the center of the lug thickness. On the aft side of the bolt hole, the outboard side of the fracture was in a plane nearly perpendicular to the zero-degree fiber direction, and the inboard side of the fracture was in a plane approximately parallel to the 45-degree fiber direction. On the forward side of the bolt hole, the outboard side of the fracture was in a plane approximately parallel to the zero-degree fiber direction, and the inboard side of the fracture was in a plane nearly parallel to the 45-degree fiber direction.

Figure 4. Overall views of main lug fractures with relative locations on vertical stabilizer.
parallel to rib 1. Bearing damage was observed at the bore surface near both fracture surfaces, as indicated by white unlabeled arrows in Figure 5.

The right center lug failed above the bolt hole in the lug-to-skin transition above rib 1. Translaminar fracture features were relatively rough, consistent with overstress fracture under tensile loading. Fractures on the right forward lug intersected the lug hole. Translaminar fracture features were relatively rough, consistent with overstress fracture under tensile loading. Some evidence of local compressive loading was observed near the aft side of the lug, indicating that fracture occurred at the forward side first, and then the lower ligament hinged about the aft side.

The main lug translaminar fractures on the left side of the vertical stabilizer also generally had rough fracture features consistent with overstress fracture in primarily tensile loading, but they also showed indications of bending to the left. The left forward lug had multiple delaminations in the lug area and an impression on the left side corresponding to contact with the fuselage attachment clevis. The impression indicates the left skin panel of the vertical stabilizer bent to the left and in order to obtain the bending displacement required, the right side skin panel must have separated from the fuselage first. The left forward lug also had a delamination extending upward into the structure up to 43 inches from the lower end. The left center lug had an area with compression fracture features at the outboard side of the translaminar fracture, consistent with bending loads to the left. The left aft lug had delaminations extending up to 37 inches from the lower end. Multiple delaminations through the thickness were present in the lug-to-skin transition area, allowing layers associated with lug to separate from the rest of the structure.

2. Microscopic fracture features

On translaminar fractures, the ends of some fibers were oriented roughly perpendicular to the fracture plane. A typical SEM view of these fiber ends on one of the translaminar fracture surfaces is shown in Figure 6. Fiber ends such as those shown in Figure 6 were examined using SEM to help determine the fracture mechanism and propagation direction. For fibers having radial patterns indicative of tensile fracture, the local fracture propagation direction could be determined from the direction of the radial pattern of several fibers\(^9,10\). Then, general directions of fracture propagation for the translaminar fractures could be determined by averaging the directions indicated by the

Figure 5. Right aft lug translaminar fractures (pictured from below the lug).

Figure 6. Fractured carbon fibers showing crack growth directions.
radial patterns across many areas of the fracture surfaces. Also, since fatigue and overstress fractures can appear similar from a macroscopic view, the microscopic examination of the fracture surfaces included looking for evidence of fatigue such as rounded edges on fiber ends\(^1\) or striations in the matrix\(^3,10,12\), however, no evidence of fatigue was observed on any of the translaminar fracture surfaces.

At high magnification, fiber end fractures for fibers oriented perpendicular to the fracture plane generally showed radial fracture features consistent with fracture under tensile loading. In an area near the outboard surface of the left center lug, fiber ends showed chop marks (lines across the fiber ends), indicative of local compressive loading. Examples of these chop marks can be seen in Figure 7 on the fiber ends marked with a “C”. The combination of tension on the inside edge and compression on the outboard surface is associated with an overall lug bending to the left. Using the radial patterns on the lug translaminar fractures, fracture propagation directions were determined to be extending from the lug holes for the right aft, right forward, and left forward lugs (all lugs that had fractures intersecting the lug hole). For the right center lug, fracture propagated from aft to forward, and for the left center and left aft lugs, fracture propagated from forward to aft.

Samples of the delamination fracture surfaces were examined in the scanning electron microscope to determine the orientation of the shear stress at the fracture and to identify the direction of crack propagation. Fracture features that were used to make these determinations included hackles (thin plates of fractured matrix material between fibers oriented perpendicular to the fiber axis, with free edges that point in a general direction opposite to the local shear applied at the fracture surface)\(^13,14\) and river marks (related to the initiation of matrix cracks that coalesce into larger cracks, indicating the direction of propagation)\(^2\). A typical view of hackles and river marks observed on one of the delaminations is shown in Figure 8. The samples also were carefully examined for indications of fatigue crack propagation, such as striations in the fiber impressions in the matrix\(^3,10\), matrix rollers (pieces of fractured matrix material rolled into cylindrical shapes by the relative motion of the fracture surface during cyclic loading)\(^3,10\), or rubbed hackle formations\(^3\), however no evidence of fatigue was observed on any of the delamination surfaces.

When hackles form in CFRP’s, the hackles orient perpendicular to the fiber axes, so the hackles in the orthogonal bundles of the woven fabric would generally point in two orthogonal directions. In some cases, the superimposed imprints of unidirectional tape at 45° to those bundles also added hackles at a third direction. Hackles also point generally opposite the locally applied shear at the fracture surface, so the multiple orientations of hackles from the different fiber bundles bound the direction of the local shear within an angle of 90°.

River marks were observed in matrix-rich areas in the vicinity of the bundle crossings, and could be seen in the base of hackles in the transition from a bundle at one orientation to a perpendicular crossing bundle. The river marks in the matrix-rich bundle crossings were used to identify a general direction of fracture propagation upward and aftward for both of the large delaminations (at the forward left and aft left attachments). The use of the river marks at the base of the hackles to determine delamination growth direction was explored in the examination of the delaminations at the forward right lug.

![Figure 7. Fractured carbon fibers showing compression chop marks (C).](ImageNo:209A0113, Project No:A00387)

![Figure 8. Delamination fracture features.](ImageNo: 209A0605, Project No:A00424)
At the matrix-rich areas where bundles crossed, some porosity was observed having a somewhat angular appearance as shown in Figure 9. These pores were identified as arising from excess curing agent that had crystallized within the matrix. Such crystals could have been physically removed in the fracture process or dissolved by the water from which the vertical stabilizer was recovered.

On the delamination surfaces at the left forward lug, hackles on average pointed downward and forward on the outboard side of the delamination and upward and aft on the mating side, indicating a shear direction consistent with fracture under tensile loading and/or bending to the left. River patterns coalesced upward and aft, indicating crack propagation extending upward from the lower end.

On the delamination surfaces at the left aft lug, hackles on average pointed downward and forward on the side of the delamination associated with the lug layers, and on average pointed upward and aft on the mating sides, consistent with the lug pieces moving downward relative to the remaining structure. In the portion of the delamination above the lug-to-skin transition, hackles generally pointed downward and forward on the outboard side and upward and aft on the mating side, indicating a shear direction consistent with fracture under bending to the left. River patterns generally coalesced upward and aft, indicating crack propagation extending upward from the lower end. No evidence of fatigue, such as striations in the matrix or edge rounding of the fiber ends on the transplaminar fracture surfaces or matrix rollers or striations on the delamination surfaces, was observed on any of the fractures.

A summary of the observed fracture patterns is shown in Figure 10. The schematic drawing represents a horizontal cross-section of the vertical stabilizer through the main attachment lugs as viewed from above. Lug cross-sections with a light band at the center represent the lugs that failed through the bolt hole. Solid lug cross-sections represent fractures above the bolt holes. Arrows on the lug surfaces indicate the approximate direction of fracture observed on the transplaminar surface. On the left center lug, the area of compression fracture features near the outboard side is indicated. The results showed that the failure pattern of fracture in tension on the right side was consistent with an overall bending of the vertical stabilizer to the left. On the left side, the failure pattern of tension and bending to the left was consistent with an overall bending of the vertical stabilizer to the left after fracture of the lugs on the right side.

It was noted that the only compression transplaminar failure features were present on the vertical stabilizer at the outboard side of the center aft lug. Typically, composites have less strength in compression than tension. However, the design of the vertical stabilizer was such that the magnitude of the lug failure loads in tension were less than in compression. Furthermore after failure of the lugs on the right side, the curvature of the panel would cause tension loading in the forward and aft lug and compression in the center lug with continued bending to the left. Other unknown factors, such as changes in air loading as the vertical stabilizer deflected after the initial fractures on the right side, would further influence the failure patterns on the left side.
C. Description of the rudder damage

Approximately 95% of the rudder was recovered in numerous pieces. Two pieces of the rudder leading edge fairing and one piece of the rudder right skin panel were recovered on land. The remaining pieces of the rudder were recovered from Jamaica Bay. An overall view of the damage patterns on the rudder is shown in Figure 11. Detailed description of the visible damage is presented in reference 4. Results of NDI on the rudder are presented in reference 7.

Many areas of the rudder had facesheets that fractured from the honeycomb core. The facesheet-to-honeycomb fractures had features consistent with laboratory peel test fracture features. A description of the laboratory peel tests is presented in reference 15. Metal strips at the leading and trailing edges of the skin panels had features consistent with overstress fracture with no evidence of fatigue.

All but one (the hinge 1 aft fitting) of the 14 rudder-to-stabilizer hinge fittings were recovered, either attached to the vertical stabilizer or to the rudder. Forward pieces of several fractured attachment bolts were not recovered. Hinge and attachment bolt fractures at the rudder hingeline were consistent with overstress fracture, and no evidence of fatigue was observed.

Portions of the rudder skin panels were examined using several NDI techniques including x-ray radiography, Lamb wave imaging, thermography, ultrasonic inspection, and tap testing. Generally, no evidence of debonding or water ingestion was observed in areas away from visible fracture locations.

The rudder had a chordwise fracture through the skin panels on both sides of the rudder near hinge 4 as highlighted in Figure 11. The fractured facesheets of the honeycomb panels in this region were examined. The only fibers running perpendicular to the fractured surface were glass fibers in the adhesive layer that bonded the facesheet to the Nomex core. Chop marks indicating compression failure were found on some of the glass fibers on the inner and outer facesheet on the left side of the rudder and were also found on the inner facesheet on the right hand side. No compression markings were found on the outside facesheet of the right side. An explanation of how these failures occurred would be that the left side failed first due to a bending moment to the left. Once the left side failed the right side sandwich panel would carry the bending moment putting the inside facesheet in compression.

A large section of facesheet was peeled from the Nomex core in the area of hinges 2, 3, and 4. The facesheet was not recovered, but the fractured adhesive attached to honeycomb was examined and found to have step and scalloping features as seen in Figure 12 that indicated a fracture direction. River markings found in the scalloped region supported this interpretation of the fracture.
fracture growth direction. From samples taken from three separate regions, the facesheet appeared to have been peeled from the forward side of the rudder skin panel toward the trailing edge.

In summary, no evidence of significant preexisting damage was observed on the rudder. Furthermore, airplane performance analysis based on information from the flight data recorder showed the rudder performed as expected until the vertical stabilizer separated from the fuselage. Also, a structural analysis showed that the aerodynamic loads on the rudder prior to separation of the vertical stabilizer from the fuselage were insufficient to cause failure. Therefore, damage to the rudder was considered secondary to the failure of the vertical stabilizer.

V. Subcomponent Tests

Structural analysis indicated that under accident loading conditions, fracture of the vertical stabilizer would have initiated at the right aft lug. Three aft lugs were obtained for mechanical testing using applied loads that were derived from recorded flight data from the accident. The lug for the first test was obtained from a production left skin panel that had sections cut from it for destructive testing, but the aft lug had been left undisturbed. The lugs for the second and third tests were obtained from a vertical stabilizer that had been removed from service after experiencing loads exceeding design limit loads. The three vertical stabilizer aft lug specimens were tested at Airbus Industrie under National Transportation Safety Board supervision in a loading fixture that applied prescribed forces and moments to the lugs. Testing of each lug continued until a translaminar fracture was observed. The fracture loads for these three tests were consistent with calculated accident loads and with earlier tests completed by Airbus Industrie during certification. Details of the test procedures and results are documented in references 16-20. A fractographic examination of each of the lugs was conducted after completing the tests as documented in reference 21.

Before testing, each lug was examined for non-visible defects or damage using ultrasonic inspection. Results of these inspections are documented in reference 21. No defects were observed in the first test lug. Some damage was detected in each of the second and third test lugs near the lug attachment hole and in some areas in the lug fitting assembly transition area above the lowermost rib, however these lugs had experienced in-service loads exceeding design limit loads. Following the tests, the lugs were examined again using ultrasonic inspection. The post-testing ultrasonic inspection showed that the preexisting damage in these lugs grew in size during the testing.

Overall views of the lugs from each test are shown in Figure 13 (outboard surface view). A similar view of the accident right aft lug also is shown in Figure 13. Unlabeled red arrows indicate where translaminar fractures intersected the outboard surfaces of the lugs, and an unlabeled large green arrow indicates loading direction (the force vector for the horizontal and vertical loading components for each lug). The lugs from the first and second tests were left aft lugs, and as such, the orientations are mirror images of the accident right aft lug and the third test lug.

Results from the fractographic examination showed that fractures in the test lugs occurred at locations similar to those on the accident right aft lug. In the first test, loading was interrupted after fracture occurred as shown in Figure 13. The translaminar fracture was located at a position on the forward part of the lug in a plane nearly parallel to the resultant

Figure 13. Aft lugs from accident and subsequent subcomponent tests.
force direction, similar to one of the translaminar fractures in the accident right aft lug. Fracture features for the lugs from tests 2 and 3 were similar to each other. The outboard side of each of these lugs had a translaminar fracture on the forward sides of the holes in a plane nearly parallel to the loading direction and another translaminar fracture at the aft side of the hole in a plane approximately perpendicular to the loading direction, fractures similar to that of the accident lug. In addition on the outboard sides, a compression buckling fracture was observed on the forward sides of each lug above the fracture parallel to the loading direction, which is different from features on the accident lug but was attributed to constraints of the loading fixture. On the inboard sides of lugs 2 and 3, fracture locations were on translaminar planes different from that of the outboard side of the lug. This change in fracture planes was similar to that of the accident right aft lug.

A delamination was present within the first test lug having an extent similar to that of the accident right aft lug and in a location through the thickness slightly outboard of that of the accident right aft lug. Delaminations also were detected above the translaminar fractures in lugs 2 and 3. In lugs from tests 2 and 3, the locations of the delaminations through the thickness were similar to that of the accident right aft lug, but the extents of the delaminations in the test lugs were slightly less.

Each subcomponent test lug had translaminar fractures that intersected the lug hole and had delaminations that were located within the lug, features similar to the accident right aft lug. Each lug had a translaminar fracture at the forward lower side of the hole on the outboard side of the lug, including the first test, which was interrupted and had no other translaminar fractures. The fracture at the forward lower side of the hole corresponds to one of the translaminar fracture locations on the accident lug. The second test lug showed changes in translaminar fracture planes that were qualitatively similar to that of the accident right aft lug. These results indicated that the accident right aft lug had fracture features consistent with being the first lug fracture from a substantially intact vertical stabilizer and rudder under accident load conditions.

VI. Concluding Remarks

The fractographic examination revealed no evidence of pre-existing damage or fatigue cracking in the vertical stabilizer or rudder, supporting the conclusion that the separation of the vertical stabilizer and rudder was a result of high aerodynamic loads. The fractographic results of examination of the main attachment lugs for the vertical stabilizer showed that failures on the right side of the vertical stabilizer were overstress failures under tension loading, consistent with an overall bending of the vertical stabilizer to the left. Fractographic results for the main lugs on the left side of the vertical stabilizer showed overstress failure in tension and bending to the left, consistent with bending of the vertical stabilizer to the left after failure of the main lugs on the right side. The structural analysis of the vertical stabilizer and rudder also conducted as part of the overall investigation indicated that under accident loads, fracture of the vertical stabilizer would initiate at the right aft main lug, which was consistent with the fractographic analysis.

The failure mode in the accident was further confirmed by a series of three aft lug subcomponent tests. The failure loads for these three tests were consistent with predicted failure loads and with earlier tests completed by Airbus Industrie during certification. Fracture patterns for the three test specimens were compared to the corresponding structure on the accident airplane, and good correlation was observed.

The analysis of the fractographic evidence was incorporated into the overall analysis of the accident. As a result of the analysis of the facts learned during the course of the nearly 3-year long investigation of the accident, the Safety Board determined that the probable cause of the accident was, “the in-flight separation of the vertical stabilizer as a result of the loads beyond ultimate design that were created by the first officer’s unnecessary and excessive rudder pedal inputs. Contributing to these rudder pedal inputs were characteristics of the Airbus A300-600 rudder system design and elements of the American Airlines Advanced Aircraft Maneuvering Program."  
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Abstract

This paper presents nondestructive evaluation (NDE) results of the American Airlines Flight 587 vertical stabilizer and rudder. The composite vertical stabilizer was tested with both ultrasonic and lamb-wave imaging techniques to thoroughly document the damage to the structure. The rudder was examined using three NDE technologies: x-ray radiography, lamb-wave imaging, and thermography.

A compilation of all ultrasonic imaging of the vertical stabilizer delineated two notable delaminations at the lower end near the forward and aft spars on the left side of the tail. No notable delaminations were detected on the right side of the tail. Lamb-wave data was acquired along the leading edges, trailing edges and along the centerline of both the left and right side of the tail. Aside from stiffness changes associated with thickness variations, there was no apparent evidence of any change in stiffness in the data.

Lamb wave measurements were also recorded on the composite rudder. A “V” shaped region of lower structural stiffness was found above the rudder hinge attachment point on the right side of the rudder. On the left side of the rudder, a diagonal section of lower stiffness going from the rudder hinge attachment point toward the bottom outboard of the rudder was measured.

X-ray radiographs of the rudder clearly delineate the rudder structure, including the walls of the honeycomb composite, and water entrapped in the honeycomb cells. It is clear that the entrapped water is at the lower half of the rudder section. Thermographic NDE tests confirm these regions of entrapped water.
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Introduction

The Nondestructive Evaluation Sciences Branch at NASA Langley Research Center in Hampton, VA was tasked with fully documenting the damage to the composite tail and rudder of American Airlines flight 587. The facilities and equipment available for testing include a variety of both standard, well documented and tested NDE technologies (e.g. x-ray) and emerging new technologies for composite NDE (e.g. lamb-wave imaging). Four applicable techniques were chosen for the inspection based on the size of the structures, the kinds of defects or anomalies being sought and the resolution required. These four techniques included ultrasonic imaging, thermography, x-ray radiography, and lamb-wave imaging. These techniques have been successfully used for NDE of composites in previous work, and each was chosen for their particular strengths. References listed at the end of this paper include general texts on the techniques and articles and papers with greater detail.

The ultrasound imaging utilized a contact technique, where a scanner is placed on the structure’s surface, and a transducer is translated over the surface with computer control, to enable measurement of the ultrasonic response of the structure within the area of the scanner. A more detailed discussion of the basics of ultrasonic NDE can be found in Fundamentals of Ultrasonic Nondestructive Evaluation (Schmerr, L.W.) For this case, an ultrasonic transducer is coupled to the composite using a closed tapered latex tube, filled with water. The surface of the region of the composite being inspected is kept moist, to ensure the ultrasound is able to couple from the tip of the latex tube into the composite. The same transducer is used to both generate and receive the ultrasonic wave. The output of the transducer is digitized and stored to enable post processing of the responses.

One of the primary data reductions performed on the responses is a determination of the time of flight in the composite layer - the delay time between the echo of the front surface of the composite and the echo off the back surface of the composite. A significant reduction in this delay time between a front and back surface echo is an indication of a delamination in the composite. Amplitude changes in the response signal can also be indicative of porosity or delaminations and were included in the data analyses.

Among the emerging new technologies being developed for the inspection of composites is guided acoustic waves (Lamb waves). Studies have been conducted which show a reduction in Lamb wave velocity due to a loss of stiffness caused by matrix cracking (Seale and Madaras, 2000). The system used for this test was the Lamb Wave ImagerTM (LWI); a commercial ultrasonic scanner developed by Digital Wave Corporation (DWC) in Englewood, Colorado. It is capable of measuring the elastic properties for isotropic as well as anisotropic materials. Lamb wave testing was done on both the vertical stabilizer and the rudder.

X-ray radiography is a common technique for the detection of entrapped water in honeycomb structures (Bryant, 1985). The water absorbs the x-rays reducing the intensity of the x-rays that expose the film. The reduction in the number of x-rays exposing the film results in a light spot on the film behind the water locations. This is a measurement through the entire thickness of the structure, so it is not possible to delineate where within the thickness water is present.
The final inspection technology used was thermography. Thermography is a fast non-contacting inspection technique, particularly useful for inspection of complex geometries (Cramer et al., 1995). Subsurface variations in thermal properties change the pattern of the heat flow in the structure. These changes are detectable from the changes in temperature at the surface. By analyzing the pattern, it is possible to image subsurface features. This technique is particularly useful for imaging water in the rudder, where the thermal mass of the water acts as a thermal sink for the heat. These Thermographic tests were conducted in a single-sided measurement scenario, where heat was applied and images recorded on the same side of the structure. As the useful information for these thermal measurements occurs at a fairly shallow depth, water detected in the honeycomb cells on one side of the rudder may not appear on the other side. Therefore, while x-ray radiographic has a higher resolution and better image detail than thermography, thermal NDE offers information through the thickness of the honeycomb.

Experimental Procedure

Ultrasonic Measurement

Ultrasonic data was acquired by using a contact technique. An immersion transducer (5Mhz, 2”foc, 0.5”dia) was mounted in an acrylic tube filled with water, and coupled to the surface of the vertical stabilizer with a thin rubber nitrile sleeve. The surface was coated with a thin layer of water/glycol mixture in order to promote acoustic coupling between the transducer assembly and the composite. Ultrasonic imaging was accomplished by using a scanner, which was placed on the vertical stabilizer (tail) surface, and a transducer is translated over the surface, to enable measurement of the ultrasonic response of the structure within the area of the scanner. For this case, an ultrasonic transducer is coupled to the composite using a closed tapered latex tube, filled with water. The surface of the region of the composite being inspected is kept moist, to ensure the ultrasound is able to couple from the tip of the latex tube into the composite. The same transducer is used to generate and receive the ultrasonic wave. The output of the transducer is digitized at 100 MHz and stored to enable post processing of the responses.

Lamb Wave Measurement

The Lamb Wave scanner consists of a scan frame, a scan bridge, and a scan head. The scan frame dimensions are 20 inches wide by 24 inches long. The scan frame incorporates guide rods, a motor, and drive screw to control the motion along the y-axis. The scan bridge uses guides, a motor, and drive screw to govern the motion along the x-axis. The scan head is comprised of the ultrasonic transducers as well as a z-axis motor and a delta-x motor. The z-axis motor is used to raise and lower the transducers. Coupling between the article under test and the transducers is achieved through a thin rubber faceplate, which is attached to the bottom of the transducers. Bicycle tire patch material proved to be a convenient source for the rubber faceplate and provided a good coupling between the test specimen and the transducers. A delta-x motor regulates the spacing between the stationary sending transducer and the movable receiving transducer.

The scanner control unit incorporates a receiver, a high-voltage amplifier, and a motor controller. The receiver has an amplification range from 0 to 66 dB. The high-voltage amplifier is used to amplify the pulse used to drive the sending transducer. It has a bandwidth of 12 kHz to 1 MHz and a maximum output of 350 volts peak-to-peak. The motor controller is capable of
independently controlling the motion of each of the scanner motors. The computer contains a function generator card that produces a sinusoidal pulse and an 8-bit A/D board that digitizes the received signals.

**X-ray Radiography**

To perform the X-ray inspection, the rudder section was mounted vertically in two padded wooden yokes. Before the inspection, lead markers were taped to the back side of the rudder. The lead markers are highly attenuative to x-rays and are clearly visible on the exposed film. By taking a picture of the position of the markers on the rudder, it is possible to determine the relative position of each piece of film with respect to the rudder.

An x-ray source was placed 8 feet from one side of the specimen, and four pieces of x-ray film are taped to the other side of the specimen. The x-ray source was turned on with a 30-kV acceleration voltage and a 2-minute exposure time. Following the exposure, the film was developed and examined to determine the location of water in the rudder.

**Thermography Measurement**

Measurement of the thermal response of the rudder was performed by impulse heating of one side of the specimen. The impulse heating was supplied by commercial photographic flash lamps. The duration of the flash was typically less than 3 msec. The time was much shorter than the data acquisition rate of the measurement system. The duration of the pulse is therefore inconsequential and can be considered as an impulse. A computer that controlled the measurement process triggered the application of the heat pulse.

Detection of the thermal response of the layer to impulse heating was performed with an infrared imager. The infrared imager used a detector array for the full field of view. The detector operated in the 3-5 μm range and is cooled to near liquid nitrogen temperatures with a closed cycle electric microcooler. The output of the imager was captured with a real time image processor. The sampling rate was variable down to 1/60 sec in steps of 1/30 sec. Variable length time records up to 300 time samples were obtainable with the system. User input into a computer, which controlled the measurement process, controlled the sampling time and the number of time samples. The computer typically recorded the infrared image of the specimen immediately prior to the firing of the flash lamps, then the thermal response of the specimen at a user-defined sampling rate and for a user-defined duration. Real time averaging of the thermal response also could be preformed to improve the signal-to-noise ratio. The thermal response was saved for post processing of the data to obtain a diffusivity map.

**Results**

**Ultrasonic Measurement of Rear Stabilizer**

One of the primary data reductions performed on the responses is a determination of the time of flight in the composite layer. The time of flight is delay time between the echo of the front surface of the composite and the echo off the back surface of the composite. In a homogenous material, the time of flight is proportional to the thickness of the material. Therefore a significant reduction in the time of flight is an indication of a delamination in the composite. If the composite thicknesses and velocity are known, it is possible to compare the time of flight
measurements to calculations of the time of flight and be confident of the existence of delaminations. For this case there are two issues that make this determination difficult. First the thicknesses shown in the schematic drawings are significantly less than the thicknesses in the actual part. Second the velocity is not a constant in the part, but rather varies between the regions with and without stiffeners. Delaminations therefore are called out only when there is a significant relative change in the time of flight relative to the surrounding region that is not consistent the qualitative information in the schematics.

Another of the primary data reductions performed on the data is a determination of the relative amplitudes of the echoes from the front and back surfaces. Reduction in the relative amplitude can be a factor of many parameters such as porosity in the composites, variations in coupling between the transducer and front surface of the composite and material mounted on the back surface of the composite. Since every variation in amplitude does not reflect a flaw in the composite, not all reductions in relative amplitude are noted in this documentation. However, for all significant changes in amplitude, the ultrasonic responses at that point were examined. A typical ultrasonic response from an anomaly–free region is shown in figure 1(a). A typical response that indicates an anomaly in the composite is shown in figure 1(b). For this point, there is clearly an echo between the front and back surface as noted in the figure. Where such echoes are clearly visible, the relative amplitudes of the region of are shown in detail.

Figure 1(a). A typical time response of an ultrasonic wave propagating in an undamaged composite layer.
Figures 2, 3, 4, and 5(a)-5(r) are the results obtained from measurements on the left side of the tail. Figure 2 is the compilation of all the time of flight measurements performed on the left side. Two notable delaminations were detected at the lower end near the forward and aft spars. Enlarged images of the data with a designation of the extents of these two delaminations are shown in figure 3. Figure 4 designates the regions shown in figures 5(a)-5(r). These are the images of regions with anomalies in the relative attenuation, with responses typical of those found in figure 1(b).

Figures 6, 7, 8(a)-8(o) are the results obtained from measurements on the right side of the tail. Figure 6 is the compilation of all the time of flight measurements performed on the left side. No notable delaminations were detected on the right side of the tail. Figure 7 designates the regions shown in figures 8(a)-8(o). These are the images of regions with anomalies in the relative attenuation, with responses typical of those found in figure 1(b).
Figure 3. Expanded view showing delaminations at the lower end near the forward and aft spars.

Figure 4. Region definitions used in subsequent images for the left side of tail. These are the regions with significant anomalies in ultrasonic attenuation responses.

Figure 5(a). Ultrasonic attenuation image of left side tail region A.

Figure 5(b). Ultrasonic attenuation image of left side tail region B.
Figure 5(c). Ultrasonic attenuation image of left side tail region C.

Figure 5(d). Ultrasonic attenuation image of left side tail region D.

Figure 5(e). Ultrasonic attenuation image of left side tail region E.

Figure 5(f). Ultrasonic attenuation image of left side tail region F.

Figure 5(g). Ultrasonic attenuation image of left side tail region G.
Figure 5(h). Ultrasonic attenuation image of left side tail region H.

Figure 5(i). Ultrasonic attenuation image of left side tail region I.

Figure 5(j). Ultrasonic attenuation image of left side tail region J.

Figure 5(k). Ultrasonic attenuation image of left side tail region K.

Figure 5(l). Ultrasonic attenuation image of left side tail region L.
Figure 5(m). Ultrasonic attenuation image of left side tail region M.

Figure 5(n). Ultrasonic attenuation image of left side tail region N.

Figure 5(o). Ultrasonic attenuation image of left side tail region O.

Figure 5(p). Ultrasonic attenuation image of left side tail region P.

Figure 5(q). Ultrasonic attenuation image of left side tail region Q.
Figure 5(r). Ultrasonic attenuation image of left side tail region R.

Figure 6. Ultrasonic time of flight measurements performed on the right side of the composite tail.

Figure 7. Region definitions used in subsequent images for the right side of tail. These are the regions with significant anomalies in ultrasonic attenuation responses.

Figure 8(a). Ultrasonic attenuation image of right side tail region A.

Figure 8(b). Ultrasonic attenuation image of right side tail region B.
Figure 8(c). Ultrasonic attenuation image of right side tail region C.

Figure 8(d). Ultrasonic attenuation image of right side tail region D.

Figure 8(e). Ultrasonic attenuation image of right side tail region E.

Figure 8(f). Ultrasonic attenuation image of right side tail region F.

Figure 8(g). Ultrasonic attenuation image of right side tail region G.
Figure 8(h). Ultrasonic attenuation image of right side tail region H.

Figure 8(i). Ultrasonic attenuation image of right side tail region I.

Figure 8(j). Ultrasonic attenuation image of right side tail region J.

Figure 8(k). Ultrasonic attenuation image of right side tail region K.

Figure 8(l). Ultrasonic attenuation image of right side tail region L.
Lamb Wave Measurement of Rear Stabilizer and Rudder

Strips of data were acquired along the leading edges, trailing edges and along the center-line of both the left and right side of the tail. Measurements were performed with a transducer separation of approximately 1 inch. The scan area for each scan was approximately 12 by 12 inches, and acquiring the data for each scan area required about 30 minutes.

A compilation of all the data from the right side superimposed on a schematic of the tail is shown in figure 9(a). The data from the left side is shown in figure 9(b). Regions of higher stiffness appear red, and lower stiffness regions appear orange in the figures. The most significant characteristics in the images are the variations in thickness of the composites tail. Aside from stiffness changes associated with thickness variations, there is no apparent evidence of any change in stiffness in the data.
For the rudder, measurements were performed with a transducer separation of approximately 2 inches. Measurements were only performed on portions of the rudder with enough residual strength to easily support the weight of the scan frame. A compilation of all the data from the right side of the rudder superimposed on a picture of the right side of the rudder is shown in figure 10(a). The data from the left side superimposed on the same picture is shown in figure 10(b). In regions with consist face sheet thickness, the areas with lower stiffness appear as lighter regions. Where there is an increase in ply thickness due to ply overlaps, these regions appear darker in the image. The system has difficulty tracking the delay time in the ultrasonic pulse in regions with significant addition subsurface support such as the lightning strip and rudder hinge attach blocks. For these regions, the stiffness maps are not meaningful. Figure 11 indicates typical responses in these regions.
Figure 10(a). Lamb wave results from the right side of the rudder (superimposed on a picture of the right side of the rudder).

Figure 10(b). Lamb wave results from the left side of the rudder (superimposed on a picture of the right side of the rudder).

Figure 11. Typical structural features in the Lamb wave image. A) Ply overlap, B) lightning strip and C) rudder hinge attach block.
X-ray radiography of Rudder

A typical x-ray image is shown in figure 12. In the image, the entrapped water is clearly visible. Also visible in the image are the lead markers and the walls of the honeycomb. A compilation of all the photos is shown in figure 13. In the figure it is clear that the entrapped water is at the lower half of the rudder section.

Figure 12. Radiographic image of water in the rudder honeycomb structure.

Figure 13. Compilation of radiography results (superimposed on picture of the section of rudder examined).
Thermography Measurement of Rudder

The thermal time response for a region of the rudder with and without entrapped water in the honeycomb is shown in figure 14. It is clear from the figure that there is significantly more cooling occurring in the region with entrapped water. The regions that appear darker in the data are indications of water. Other substructures, such as potting in the honeycomb also caused significant additional cooling relative to the unbacked face sheet. A compilation of all the data from the right side of the rudder superimposed on a picture of the right side of the rudder is shown in figure 15(a). The data from the left side superimposed on the same picture is shown in figure 15(b). Figures 16(a) and 16(b) show the same data with the locations of water highlighted in red.

![Figure 14](image1.png)

Figure 14. The thermal time response for a region of the rudder with and without entrapped water in the honeycomb

![Figure 15(a)](image2.png)

Figure 15(a). A compilation of thermal data from the right side of the rudder (superimposed on a picture of the right side of the rudder).
Figure 15(b). A compilation of all the data from the left side of the rudder superimposed on a picture of the right side of the rudder.

Figure 16(a). A compilation of all the data from the right side of the rudder superimposed on a picture of the right side of the rudder with water highlighted in red.

Figure 16(b). A compilation of all the data from the left side of the rudder superimposed on a picture of the right side of the rudder with water highlighted in red.
Conclusions

Nondestructive evaluation results of the American Airlines Flight 587 vertical stabilizer and rudder document the details of damage to the structures. The composite vertical stabilizer was tested with both ultrasonic and lamb-wave imaging techniques. The rudder was examined with three NDE techniques: x-ray radiography, lamb-wave imaging, and thermography.

A compilation of all ultrasonic imaging of the vertical stabilizer delineated two notable delaminations at the lower end near the forward and aft spars on the left side of the tail. No notable delaminations were detected on the right side of the tail. Lamb-wave data was acquired along the leading edges, trailing edges and along the centerline of both the left and right side of the tail. Aside from stiffness changes associated with thickness variations, there was no apparent evidence of any change in stiffness in the data.

Lamb wave measurements were also recorded on the composite rudder. A “V” shaped region of lower structural stiffness was found above the rudder hinge attachment point on the right side of the rudder. On the left side of the rudder, a diagonal section of lower stiffness going from the rudder hinge attachment point toward the bottom outboard of the rudder was measured.

X-ray radiographs of the rudder clearly delineate the rudder structure, including the walls of the honeycomb composite, and water entrapped in the honeycomb cells. It is clear that the entrapped water is at the lower half of the rudder section. Thermographic NDE tests confirm these regions of entrapped water.
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NASA Langley Research Center (LaRC) supported the National Transportation Safety Board (NTSB) in the American Airlines Flight 587 accident investigation due to LaRC’s expertise in high-fidelity structural analysis and testing of composite structures and materials. A Global Analysis Team from LaRC reviewed the manufacturer’s design and certification procedures, developed finite element models and conducted structural analyses, and participated jointly with the NTSB and Airbus in subcomponent tests conducted at Airbus in Hamburg, Germany. The Global Analysis Team identified no significant or obvious deficiencies in the Airbus certification and design methods. Analysis results from the LaRC team indicated that the most-likely failure scenario was failure initiation at the right rear main attachment fitting (lug), followed by an unstable progression of failure of all fin-to-fuselage attachments and separation of the VTP from the aircraft. Additionally, analysis results indicated that failure initiates at the final observed maximum fin loading condition in the accident, when the VTP was subjected to loads that were at minimum 1.92 times the design limit load condition for certification. For certification, the VTP is only required to support loads of 1.5 times design limit load without catastrophic failure. The maximum loading during the accident was shown to significantly exceed the certification requirement. Thus, the structure appeared to perform in a manner consistent with its design and certification, and failure is attributed to VTP loads greater than expected.

I. Introduction

On November 12, 2001, an Airbus 300-600R being operated as American Airlines Flight 587 crashed soon after take-off from John F. Kennedy airport in New York City, killing all 260 persons aboard and 5 on the ground. The plane’s composite vertical stabilizer and rudder (referred to herein as the Vertical Tail Plane or VTP) separated from the aircraft before it impacted the ground. Initial analyses indicated that this accident was the first commercial aircraft crash that involved the failure of a primary structure made from composite materials. NASA Langley Research Center (LaRC) was requested by the National Transportation Safety Board (NTSB) to support the accident investigation because of LaRC’s expertise in high-fidelity structural analysis and testing of composite structures and materials. In coordination with the NTSB and under the technical guidance of Dr. James H. Starnes, Jr. of NASA LaRC, technical expertise was provided for several aspects of the investigation that included global analysis of the composite vertical tail fin and rudder. This paper presents a summary of the NASA AA587 Global Analysis Team results for the American Airlines Flight 587 accident investigation.

The team shall address the following objectives:
• Review of Airbus certification process: testing, analysis and design procedures
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To address this charter, the NASA Global Analysis Team reviewed the manufacturer’s design and certification procedures, developed finite element models and conducted structural analyses, and participated jointly with the NTSB and Airbus in subcomponent tests conducted at Airbus in Hamburg, Germany. Throughout the investigation, the NASA team worked closely with the investigation teams at the NTSB and Airbus. Several of the investigation analysis efforts were developed independently by the NASA and Airbus teams and had common objectives. However, in some cases, different analysis approaches were used and served to verify the predicted results. The NASA team received initial finite element models from Airbus. These initial models were modified by the NASA team, as deemed necessary, and then verified to the point that the NASA team felt confident in the validity of the models. For the analysis efforts that were common between the NASA and Airbus teams, the NASA team’s efforts may be used to independently verify Airbus results. In addition to conducting standard linear analyses for the most likely failure scenario, the NASA team also considered variations in analysis procedures and model details to determine if alternative failure scenarios would be indicated. The following text outlines the sequence of activities conducted by the NASA Global Analysis Team, and the findings of the team are reported in the body of this paper.

The NASA team conducted a review of Airbus design and certification documents and the results of this review are described in Section II. The team also conducted a review of the Airbus fin and rudder NASTRAN models that were delivered to NASA, and made a number of model modifications that were implemented in an attempt to improve model fidelity, enable geometrically nonlinear analysis, and enable dynamic analysis (see Section III). Failure scenarios were developed based upon the physical evidence and an initial assessment of the predicted critical reserve factors of the VTP subjected to accident load conditions (Section IV). The most likely failure scenario was identified and validated by conducting a subcomponent test with loading based on analysis results of the VTP at the final observed maximum fin loading condition, as described in Section V. The analysis included a global/local iterative procedure to effectively embed a refined, local three-dimensional finite element model into the global model. In Section VI, the VTP hardware failure sequences associated with the most likely failure scenario that are predicted using both static and dynamic analyses are described, and these results are compared to the physical evidence.

II. Review of Airbus A300-600 Certification

One of the first tasks of the NASA Global Analysis Team was to review the Airbus certification and design methods used in the design of the composite VTP of the A300-600 Airplane. Specific goals of the review included a review of the Airbus models and analysis methods, reserve factor calculations, and supporting test data used to develop the design allowables. Airbus design justification documents were reviewed to obtain familiarity with the design process and reserve factor calculations, and selected reserve factors were recalculated to verify the Airbus results. This review was conducted to look for errors in modeling, analysis, or testing that would have resulted in an unconservative design.

The NASA Global Analysis Team possesses expertise in high-fidelity analysis and testing of composite structures. The team utilized this expertise to review the Airbus design and certification documents. The certification review included examination of the procedures used for establishing design allowables through coupon and subcomponent tests that were validated using full-scale structural tests to failure (see Fig. 1, that shows typical document content). The review also fostered an understanding of the Airbus allowable calculations, e.g., material failure criteria and reserve factor calculations, in order for the team to calculate meaningful reserve factors and failure predictions for the accident loading conditions. Specifically, material failure criteria and reserve factors were used during the investigation to determine regions that may exhibit failure. It should be noted that these failure allowable and reserve factors are, in general, very conservative, are used during the design process to indicate satisfaction of design requirements, and do not necessarily indicate the presence of failure. Furthermore, these allowables and factors were used in the investigation to identify the most likely locations of failure.

NASA’s examination of the Airbus design allowable and reserve factor processes determined that the Airbus analysis, design and testing procedures were complete and comprehensive, utilizing a well-defined building block approach. Because no significant or obvious deficiencies were identified, the NASA team felt confident using the design allowables, failure calculations and reserve factor calculations to conduct the accident investigation.
However, during the review process, two items of concern with the certification process were identified that were subsequently addressed within the investigation. These certification concerns were as follows:

1) The validity of the full-scale fin certification test was questioned as to whether the loading applied in the full-scale fin test was representative of the actual aircraft loading. The full-scale fin test was conducted with the fin off the aircraft and the distribution of applied loads was prescribed exactly from the analysis. Thus, the validity of the test loading was dependent on the validity of the global finite-element model. In addition, the load-introduction structure may have introduced bending moments at the main-attachment fittings, or lugs, that are different than what the fuselage frames would have introduced.

2) The lug-strength allowables applied during design and certification were resultant forces, and did not take into consideration directly the effect of bending moments on the strength of the fin-to-fuselage attachments, and certification analyses were not detailed enough to quantify the bending moments at the lugs. Detailed strength analysis conducted by the NASA AA587 Local Analysis Team has shown that the bending moment at the rear lug attachment influences the failure strength of the lug.

The first concern was addressed during the model verification activities (see Section III) by conducting sensitivity analyses to validate the test load conditions. The second concern was addressed by examining the global attachment pin moment and rotation results and the local progressive failure analysis results. The team determined that pin moments are not an independent parameter, and therefore, the Airbus method for establishing the strength allowables inherently included moment effects.

Figure 1: Airbus building-block approach to design allowable development.
III. Model Development and Validation

A. Model Modification and Convergence

The NASA team conducted detailed model refinement and model validation activities. Airbus provided NASA with a finite element model for the tail structure in March of 2002, which is shown in Fig. 2. This model included changes incorporated by Airbus after the AA587 accident, such as mesh refinement, particularly in the rudder. The Airbus tail structure model comprises three major components; the fuselage section, the vertical stabilizer (fin), and the rudder. Together, the fin and rudder make up the VTP that is connected to the fuselage via 12 attachment fittings (6 lugs and 6 shear yokes). Descriptions of these components are provided in Ref. 1. The finite element model was reviewed to gain familiarity with the model, and then the model was compared to design drawings supplied by Airbus. Comparison was limited to regions of interest, such as areas of observed failure in the accident.

Figure 2: Finite element model of the A300-600 tail section (minus horizontal stabilizer).
aircraft and in regions where detailed modeling was present, and included the lugs, spar attachment points and the rudder skins. The Airbus model appeared to accurately represent the as-designed structure. An understanding of the Airbus analysis model and method was established by replicating the results for 15 load cases supplied by Airbus, providing a baseline from which model modifications were made to conduct further studies.

A number of model modifications were implemented to improve model accuracy in specific regions and to enable additional analyses, including enabling nonlinear analysis capability, mass adjustment, and lag mesh refinement. The original model supplied by Airbus was not able to support nonlinear analyses in NASTRAN, therefore, a major effort was expended to introduce nonlinear capability into the model. To enable the nonlinear analysis, numerous PATRAN® Command Language (PCL) functions were written to automatically incorporate all necessary changes. The nonlinear capable model mesh remained the same as that for the linear model, however, many elements were changed to elements that are formulated to run in a NASTRAN nonlinear analysis. Next, the mass definitions of the global model were adjusted to permit accurate modal and transient analyses since the model supplied by Airbus was not intended for analyses requiring accurate mass modeling. Modifications were also made to the FEM of the VTP lugs to allow more accurate representation of the thickness distributions and to capture bending response. Additionally, the lug was modified to introduce loads through multiple nodes instead of one. The original Airbus FEM and the final NASA FEM for the right rear lug are shown in Fig. 2. Model modifications were implemented, and then the results from the modified models were interrogated and their convergence and accuracy were assessed.

The response of the lower portion of the fin was examined for convergence through a mesh refinement study in which a large lower portion of the fin was refined. The location of this refinement region is shown in Fig. 2. The region was refined from the baseline model consisting of approximately 21600 nodes and 40000 elements to a refined model consisting of approximately 50600 nodes and 75600 elements. Refinement encompassed all fin components from the lugs up to Rib 5, and was bounded by the front and rear spars, which were included in the refinement. The results of the refinement study were used to demonstrate convergence of the predicted attachment loads and skin strains. It was observed that the mesh refinement has very little effect on the VTP response and it was concluded that the coarse model was sufficient to provide converged results for the required accident loading conditions. Details about all model modifications and the convergence study can be found in Ref. 1.

B. Linear vs. Nonlinear Analysis

There was a concern that geometrically nonlinear behavior would affect the response of the VTP under the accident loading, particularly at the maximum loading condition. Therefore, using the nonlinear capable model, geometrically linear and nonlinear analysis results were examined to determine if the VTP exhibited geometrically nonlinear behavior when subjected to the maximum accident loading condition. In particular, VTP deformations, fin skin stress resultants, and main attachment forces and moments predicted for linear and nonlinear analyses were compared. The tip deflections were 608.11 mm and 606.95 mm for the linear and nonlinear analyses, respectively, a difference of -0.2%. Similarly, the right rear lug forces predicted with the linear and nonlinear analyses showed a difference of approximately 5%, and the fin skin force resultants for the two analyses were within 3%. For the most part, there were no other appreciable differences found between the results for the linear and nonlinear analyses. Therefore, linear analysis was deemed sufficient to examine the general response of the VTP structure.

C. Model Validation

Airbus conducted a finite element model validation study as a part of their design justification process by comparing results from several full-scale VTP tests with their analysis results. The full-scale test results from a test conducted in 1985 were used to validate the fin portion of the FEM used in the investigation. A sketch of the test setup is illustrated in Fig. 3, with the fin edges outlined in red and the lug load introduction beams highlighted in blue. The main objective was to verify that the FEM accurately predicts the over-all global response (e.g., global deformations) and local response characteristics in the acreage of fin skin panel (e.g., local strains to ensure structural stiffnesses and load paths were accurately modeled. Predicted and measured displacements that characterize the front and rear spar bending response indicated good correlation as shown in Fig. 4. In addition, predicted and measured chordwise strain distributions were compared (see Fig. 5), as were bending strains in the fin skin panels determined from back-to-back strain gage pairs (see Fig. 6). The predicted attachment point reaction forces at the test rupture load showed that the left rear lug load $F_{xz}$ (the resultant in-plane load in the lug) is 917,070 N, as compared to 902,000 N for the tension rupture load as measured in the test, an error of less than 2%. In general, all results showed good correlation between the test and analysis, and indicate that the overall character of load distribution and stiffness in the fin was accurately predicted by the finite element model.
The main attachment loads that were used in the full-scale test were prescribed based on global finite element analysis results. However, the fin/fuselage attachment represents a statically-indeterminate structure. Therefore, the load distribution at the connection points will be dependent upon the geometry and stiffness of the structure. The stiffness of the fin model was demonstrated by comparison of fin responses to the full-scale test, as described above. Sensitivity studies were conducted to examine the dependency of the attachment loads on the fin lug and fuselage stiffnesses. One study focused on the stiffness variations in the lug region of the fin, and the other on stiffness variations in the fuselage. For the regions shown in Fig. 7, the fin stiffness was decreased by 20% for each region independently, then simultaneously. The fuselage stiffness was studied with the fuselage locally rigidized between the clevis pairs to represent the load introduction beams in the full-scale test (see Fig. 3) and with a fully rigid

Figure 3: Airbus fin test setup (fin outlined in red, load introduction beams highlighted in blue).

Figure 4: Comparison of full-scale test and analysis fin spar bending lines.

The main attachment loads that were used in the full-scale test were prescribed based on global finite element analysis results. However, the fin/fuselage attachment represents a statically-indeterminate structure. Therefore, the load distribution at the connection points will be dependent upon the geometry and stiffness of the structure. The stiffness of the fin model was demonstrated by comparison of fin responses to the full-scale test, as described above. Sensitivity studies were conducted to examine the dependency of the attachment loads on the fin lug and fuselage stiffnesses. One study focused on the stiffness variations in the lug region of the fin, and the other on stiffness variations in the fuselage. For the regions shown in Fig. 7, the fin stiffness was decreased by 20% for each region independently, then simultaneously. The fuselage stiffness was studied with the fuselage locally rigidized between the clevis pairs to represent the load introduction beams in the full-scale test (see Fig. 3) and with a fully rigid
These studies indicated that while there were significant changes in local strains and in tip deflection, as a result of changes in VTP rigid body motion, the attachment loads changed very little. Therefore, it was determined that the load distribution at the attachments is primarily geometry driven so that use of the attachment loads from the global analysis for the off-fuselage full-scale fin test is valid.

Based upon the convergence and validation efforts, it was determined that the finite element model could be used to accurately evaluate the response of the VTP for the accident load conditions to interrogate failure scenarios.
IV. Failure Scenario Development and Validation

Five failure scenarios were defined based on the physical evidence and the initial assessment of the critical reserve factors. The critical reserve factors were calculated from the analysis results of the pristine VTP subjected to the accident maximum upset load condition using the modified model described in Section III. Accident flight loads used in the failure scenario investigation were derived from the flight data recorder (FDR) data by Airbus through a procedure verified by the NTSB, and were provided to NASA. The physical evidence of the AA587 VTP has been photographed and documented by the NTSB. Two of these documents were submitted as part of the public docket; Exhibit No. 15-A designated with Docket No. SA-522 and submitted on October 7, 2002, and the Structures Group Chairman’s Factual Report DCA02MA001 that was included in the public docket and revised on December 16, 2002. Figs. 8 and 9 show pictures of typical fin and rudder damage, and Fig. 10 shows a sketch of the rudder damage. The five
scenarios that were identified and examined are: 1) main attachment fitting failure, 2) buckling of fin box structure that causes main attachment fitting failure, rudder hinge line failure, or rudder failure, 3) rudder skin failure at the ply-drop detail near the reinforced actuator region, 4) actuation of the bent hinge line that causes rudder fracture or rudder hinge line failure, 5) flutter of the VTP that results from delamination of the rudder skin. The five failure scenarios considered herein were evaluated using various analyses, and the models, analysis methods used and conclusions for these scenarios are discussed in the following subsections.

A. Main Attachment Fitting: Pristine and Pre-existing Damage

Main attachment fitting failure was examined using the full tail structure model. Flight simulation based upon FDR data was used to generate a time history of the fin root bending moment, torsion and shear loads during the accident event. The loads used in the study cycled the VTP through several maximum root bending moment load points on the FDR curve, and linear static analyses were performed at each point. Specifically, the pristine structure was analyzed for three critical load cases. Additional analyses were also performed to examine the effects of hypothetical pre-existing lug failure on the main attachment fitting failure scenario. The lug and shear yoke strength allowables provided by Airbus were used in both studies, and are listed in Table 1.

Three linear analyses were conducted and attachment fitting results for the pristine VTP under these load conditions were predicted. Figure 11 shows the root bending moment as a function of time, with the three analysis points identified as Max A, Max B and Max C. The fin/rudder icons illustrate the rudder deflection and the orientation of the VTP with respect to the free stream direction, indicated by a thick horizontal arrow. The locations of the six lugs are indicated by hatches on the icon. The results indicated that the right rear lug is most

Figure 9: Rudder damage of AA587.

Figure 10: Sketch of rudder damage of AA587.
critical with a reserve factor of only 1.10 at the Max C location, and indicated the possibility of this scenario as being the most likely to have occurred (see Fig. 11).

Next, a limited study was conducted to examine the response of the VTP subjected to AA587 flight conditions where selected main lug fittings were prescribed to have pre-existing failure. It was assumed that a failed lug was not able to sustain a tension load, but that it could sustain a compressive load due to bearing of the lug on the fitting pin. Based on the ability of the failed lugs to sustain compressive loads, analyses were performed only for load cases for which the lug with pre-existing failure is placed in tension. Therefore, right lug pre-existing failures were analyzed at Max A and Max C which produce right side tension loads, while left lug pre-existing failures were analyzed at Max B which produces left side tension loads, as seen in Fig. 12. The blue dot on the fin/rudder icon marks the location of the pre-existing failure, and the red dots on the curve indicate the point when the analysis predicts the VTP will exhibit catastrophic failure and separate from the fuselage. The conclusions for the six pre-existing damage failure scenarios are as follows:

1) Pre-Existing Right Front Lug Failure: The analysis results indicate that catastrophic progressive failure would initiate at a level similar to the undamaged structure, at Max C. Therefore, pre-existing failure of the

<table>
<thead>
<tr>
<th>Component</th>
<th>Tension Strength (N)</th>
<th>Compression Strength (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front Lug</td>
<td>730,000</td>
<td>&gt; 730,000 a</td>
</tr>
<tr>
<td>Center Lug</td>
<td>1,040,750</td>
<td>&gt; 1,040,750 b</td>
</tr>
<tr>
<td>Rear Lug</td>
<td>902,000</td>
<td>1,003,000</td>
</tr>
<tr>
<td>Front Shear Yoke</td>
<td>73,700</td>
<td>73,700</td>
</tr>
<tr>
<td>Center Shear Yoke</td>
<td>90,900</td>
<td>90,900</td>
</tr>
<tr>
<td>Rear Shear Yoke</td>
<td>152,000</td>
<td>152,000</td>
</tr>
</tbody>
</table>

a) Provided by Airbus to be greater than 520,360 from test, but taken to be at least equal to tension as per rear lug.
b) Provided by Airbus to be greater than 761,640 from test, but taken to be at least equal to tension as per rear lug.

Figure 11: Pristine lug VTP response.
right front lug is possible, but would have very little effect on the final static failure of the VTP attachments.

2) Pre-Existing Right center Lug Failure: The analysis results indicate that it would not be possible for the aircraft to encounter a later load condition since catastrophic progressive failure would occur for loads approximately 73% of the Max C load condition. Therefore, a pre-existing failure of the right center lug is not possible.

3) Pre-Existing Right Rear Lug Failure: The analysis results indicate that the aircraft could not have reached the Max C load condition since catastrophic progressive failure would have occurred at approximately 60% of the Max C load condition. Therefore, a pre-existing failure of the right rear lug is not possible.

4) Pre-Existing Left Front Lug Failure: The analysis results indicate that no progressive failure of the VTP attachment fittings would have occurred prior to load condition Max C. Therefore, it is possible that a pre-existing failure of the left front lug could have been present and still permitted the aircraft to encounter successive load conditions. However, the AA587 VTP physical evidence does not support the existence of a pre-existing left front lug failure.

5) Pre-Existing Left Center Lug Failure: The analysis results indicate that catastrophic progressive failure of the VTP attachment fittings will occur at accident load levels prior to reaching the Max B load condition, thus not permitting the aircraft to encounter successive load conditions. Therefore, a pre-existing failure of the left center lug is not possible.

6) Pre-Existing Left Rear Lug Failure: The analysis results indicate that catastrophic progressive failure of the VTP attachment fittings would have occurred at accident load levels prior to reaching the Max B load condition, thus not permitting the aircraft to encounter successive load conditions. Therefore, a pre-existing failure of the left rear lug is not possible.

B. Buckling of Fin Box Causing Failure Elsewhere

The results of preliminary analyses conducted during the investigation indicated that sections of the fin box could exhibit buckling response when the fin was subjected to the accident loading conditions, e.g., buckling of the fin skin, shear web rib and spars. Recall that buckling does not necessarily indicate failure, and the physical evidence does not indicate any failure in the regions that indicate the possibility of buckling. However, since buckling can have a significant influence on the stiffness and the load distribution of the structure, which could lead
to failures elsewhere, an attempt was made to approximate the effects of buckling on the response of the fin structure. This section describes the theory of the approach, assumptions, limitations, and results of the buckling analysis.

In general, when a panel buckles, there is a substantial reduction in the panel's stiffness. One approach to simulate the stiffness reduction is to introduce a secant stiffness that depends on the extent of postbuckling. Figure 13 illustrates the nonlinear stress-strain response of a postbuckled skin panel or shear web that is approximated using a bi-linear stress-strain curve where the stiffness of the buckled region is approximated by the secant stiffness $S'$. In the NASA buckling analysis, the sections of the skin and shear web that indicated potential buckling were modified to include a reduced stiffness (secant stiffness) that was 50% of the prebuckling stiffness and is considered to be a worst-case situation. Specifically, the secant stiffness was applied to all elements that were at or above 90% of the allowable buckling load. This lower buckling threshold was used because it was assumed that elements adjacent to the buckled elements would have load redistributed to them, and thus, these elements could potentially buckle as well.

Results indicate that localized regions of the skin near the buckled regions show some differences in the strains. In particular, the maximum tension and compression strains are different by approximately 46% and 6.4%, respectively. Similarly, shear strains can increase by as much as 74% in the LHS fin skin (see Fig. 14, buckled regions outlined). In addition, load redistribution occurs near the buckled regions of the skin. The results indicate that there is a significant reduction in the load carried by the buckled region of the skin and the load is redistributed to the adjacent regions of the skin and into the stringer webs and stringer flanges, as expected. This load redistribution response is a typical response characteristic of a locally buckled stiffened panel where the load path is redirected to adjacent unbuckled skin and stiffeners, and thus, this result represents a physically meaningful result. However, the results indicate that the buckling of the fin skin, shear web ribs and rear spar have a very small effect on the global VTP response. In particular, the tip deflection of the fin in the "buckled" condition was increased approximately 0.8% as compared to the "unbuckled" condition. Similarly, the buckling of the structure has a relatively small (at most +/- 2.5% difference) effect on the loads transmitted to the rudder and to the main lug fittings and spar fittings. Overall, the global response characteristics and strain distributions for the buckled fin are similar to those results exhibited by the corresponding pristine unbuckled fin. There are a few localized regions of the fin skin where the results do indicate the largest failure indices and suggest material failure, but these results are very conservative because of the conservative design allowables combined with the large stiffness reductions applied in the analysis. Furthermore, the physical evidence does not indicate material failures of the fin skin or stringers in the areas where it is predicted to occur. Therefore, it was determined that local buckling of the fin skin does not appear to affect the failure load or mode for the AA587 VTP.

C. Rudder Skin Failure Near Ply Drop

Physical evidence indicated that significant failure of the rudder occurred at some time during the accident, either before, during or after the VTP departed from the fuselage. One of the more prominent failures in the rudder was located in the left-hand and right-hand side sandwich panels near the transition from the reinforced actuator region (booster region) to the unreinforced region of the rudder skin. This transition region is referred to herein as the rudder skin ply-drop region. The region of interest is illustrated in Fig. 15, where reinforcement plies in the actuator region are indicated as shaded areas in part a) of the figure. Three ply-drop regions were studied, and the most critical cross-section is shown in the Fig. 15b, which indicates the ply orientation and the ply drop-off schedule. The response phenomenon of interest is a localized bending response near the ply-drop when subjected to a span-wise bending load that causes elevated stresses in the face sheets. Localized bending may develop a peel stress between the skin and core material and can locally elevate the skin strains or cause a local skin buckling.
Figure 14: Left-hand fin skin shear strain, $\gamma_{xy}$, including buckling effects, Max C. response. The rudder allowables presented in the Airbus design documentation did not specifically address the ply-drop feature in the rudder skin. Thus, to determine if the ply-drop details could have contributed to failure of the rudder, NASA generated analysis-based failure allowables and applied them to the accident loading conditions.

Detailed finite element analyses were conducted to establish far-field strain allowables that correspond to failure near ply-drops in the rudder skin. The STAGS (STructural Analysis of General Shells) finite element analysis code was used to model selected ply-drop regions of the rudder sandwich panels subjected to a span-wise bending load. Specifically, the model was used to investigate the effects of the ply-drops on the skin buckling response, the stresses that develop between the skin and the core material, and elevated strains that develop as a result of a localized bending response near the ply-drop. The effects of chord-wise compression loads and in-plane shear loads were neglected in the analysis since they would have a negligible effect on the localized span-wise bending response associated with the ply-drop when subjected to compression. The finite element model used solid elements to represent the sandwich panel skin and core material. Each layer of the skin is modeled with a single layer of solid elements through its thickness and the core is modeled with 6 to 12 elements through its thickness. The material properties for the core and the face sheet material were taken from the NASTRAN model. A convergence study was performed on the models to verify their accuracy in predicting the deformation response, skin buckling.

Figure 15: Rudder skin reinforcement in the actuator (booster) region and selected span-wise ply drop-off patterns.
load and selected stress and strain quantities. The allowables for several ply-drop regions were established through a series of analyses in which the finite element model was subjected to uniform end shortening (see Ref. 1). Specifically, the results from these analyses were compared to standard material allowables for the rudder structure, then effective global strain allowables that correspond to local ply-drop failures were determined.

Fig. 16 shows the local deformation and shear stress contours at the location of the 3-to-1 ply-drop, where significant local bending is observed. Analyses indicate that skin fiber failure at the ply-drop was the most likely failure mode rather than facesheet-to-core delamination. Allowables were established for three rudder ply-drop cross-sections and were compared to the static analysis results for the VTP under accident loading. Predicted rudder strains under accident loading indicate that global strains in regions of the ply drops do not exceed the predicted allowables. Therefore, failure at the ply-drop region of the rudder is not a likely candidate for initiation of the AA587 VTP failure. However, ply-drop failure was revisited during subsequent sequential failure evaluations, both static and dynamic, in an attempt to explain the presence of the physical evidence.

D. Actuation of Bent Rudder

A series of analyses were conducted to determine if the bending response of the VTP during the accident could cause the rudder motion to stiffen as the rudder was actuated through the neutral position. This type of response is exhibited when hinges become misaligned, a condition that could exist due to bending of the VTP, as suggested by the rudder position at high root bending moments as seen in Fig. 17. Notice that as the root bending moment traverses from Max B to Max C, when the root bending moment becomes zero the rudder is still in a tail-left
position. When the rudder position is reversed and is passing through the rudder-neutral position, the root bending moment has already increased to approximately half of the Max C value due to aircraft sideslip. Therefore, the VTP would be bent in the same direction as seen at Max C when the rudder is actuated from the neutral position to the Max C position, which could potentially cause bending in the pivots and result in elevated hinge loads. The aerodynamic loads for points on the curve between Max B and Max C are lower in magnitude than those at the extreme points (Max B and Max C). However, in order to simplify the analysis and to more easily identify changes in hinge line loads, the Max C aerodynamic loads were applied during the bent hinge line study.

The NASA nonlinear model was used and a procedure was developed to determine whether a deflected VTP could cause a nonlinear increase in the rudder fitting actuator loads and/or strains in the rudder when the rudder is actuated. In the procedure, the actuator elements were lengthened or shortened by applying thermal load, thereby deflecting the rudder. Since the deflection of the rudder can be accomplished via temperature actuation, the initial rudder position chosen was the neutral ( undeflected) position, and temperatures were then assigned accordingly such that the actuator obtains the required actuation displacements for each load case examined.

In order to reduce the problem size, the fuselage was eliminated and the VTP was restrained at the attachment points (lugs and yokes). This approach is valid since it was shown that there is little effect on the VTP response with this boundary condition when compared to the VTP attached to the fuselage (recall Section III.C). Nonlinear analyses were conducted on this model as follows:

1) The aerodynamic loading of Max C was applied in conjunction with an actuator thermal load set that deflects the rudder to 9.35 degrees (see Fig. 18) and a nonlinear analysis was conducted.

2) The nonlinear analysis was restarted from the final solution of step 1) where the aerodynamic loads are maintained, and a new actuator thermal load set is applied to deflect the rudder to ~9.35 degrees (see Fig. 18)

3) Fin deflection, rudder fitting forces and rudder strains are compared at 1 degree increments and at the 9.35 and ~9.35 degree rudder positions.

For these analyses, the loads are follower-type, and the loads remain perpendicular to the rudder chord as it is rotated. Little difference is observed in the strains throughout the entire actuation sequence of the rudder. The rudder structure is designed to be stiff in torsion, and fairly compliant in bending. Thus, the rudder fitting forces required to bend the rudder to conform to the shape of the deflected fin are small compared to the fitting strength and the rudder fitting forces required to react the aerodynamic load. The significance of a bent hinge line depends on the stiffness of the components that are hinged, and for the VTP the effect was negligible. Therefore, it was concluded that rudder binding was not an issue and would not affect the VTP response during the incident.

E. Flutter of VTP from Delamination of Rudder Skin

One of the potential modes of failure of the fin involved the initial failure of the rudder, which could then lead to a flutter instability causing an eventual overload condition in the fin. Delamination of the rudder skin is seen as the most likely mode of failure in the rudder based on the visual evidence of the failed hardware. Therefore, the effects of a delamination in the rudder skin on the flutter response of the rudder was studied. Specifically, the NTSB recommended that the team consider two different sized delaminated regions in the LHS rudder skin: a 1075 mm by 350 mm chordwise strip located above hinge 4, and a 1000 mm by 2000 mm region that extends from hinge 4 to hinge 5 (see Fig. 19). The smaller delamination region is referred to herein as delam 1, and the larger delamination is referred to as delam 2. Since delamination of a sandwich panel significantly reduces the shear and compression stiffness of the panel, the intent was to compute a reduced membrane stiffness associated with the delamination, and then simulate an equivalent reduced stiffness in the global shell model of the VTP and conduct a modal analysis.

Finite element models of rectangular sandwich panels with facesheet delaminations were developed and analyzed using STAGS. In the model, the panel was clamped around the edges and the edges were subjected to a uniform compression or shear displacement. The sandwich construction was modeled using plate elements for each facesheet laminate, separated by a solid element core. One facesheet was fully delaminated from the core except at the edges of the plate. Contact elements were utilized between the delaminated face sheet and the core to prevent interpenetration of the two parts of the structure (see Fig. 19). The analyses indicate that for all cases the unsupported facesheet buckles at a very low strain (<15 µε for delam 1 and < 3 µε for delam 2) when subjected to uniform compression or shear. When the unsupported facesheet buckles, the effective in-plane stiffness K of the
panel immediately reduces to 80% of the stiffness of the original undelaminated sandwich panel (see Figs. 19 and 20). When the load is increased, the second facesheet with the core attached also buckles, and the membrane stiffness of the panel reduces to 20% of the stiffness of the original intact sandwich panel.

The nonlinear stiffness reduction of a buckled, delaminated sandwich panel was simulated in NASTRAN analyses by defining new material and laminate constructions with reduced stiffness in the model. In the delaminated regions, the in-plane stiffness of the face sheet material was reduced to 20% of its original value, and the core material was eliminated from the sandwich structure laminate (most conservative model). The reduced stiffness of the face sheets reflects the reduced membrane stiffness of the delaminated structure, and the elimination of the core simulates the reduced bending stiffness of two independent face sheets compared to the bending stiffness of the intact structure. Previously, the Airbus approach to simulating a delamination has been to eliminate the core, but to maintain full membrane stiffness of the face sheets.

A set of modal analyses have been conducted using the global VTP model. Comparison was made between the pristine structure and the structure with a stiffness reduction incorporated into the left-hand-side rudder skin. Modal results were compared for the two models, and included the frequency, the type of mode (full VTP or rudder dominated) and the percent difference. The results indicated that a reduction in rudder stiffness due to the delaminations had very little effect on the modal frequencies associated with full VTP response. For the rudder dominated modes, the delamination produces larger frequency reductions but the differences are still
relatively small (less than 8%). These modal results were transferred to NASA’s aeroelasticity group for use in a flutter analysis and subsequent results indicated that the delaminations had very little effect on the overall flutter response of the VTP and rudder. Therefore, it was concluded that the presence of a large delamination in the rudder skin causing flutter was not likely, and hence, flutter-induced failure was not a likely initiator of the AA587 VTP failure.

Therefore, after interrogating these five failure scenarios, the conclusion was that failure of the right rear lug was the most likely failure scenario. This most likely failure scenario is studied further in the following section.

V. Confirmation of Most Likely Failure Scenario

Failure of the right rear lug was determined to be the most probable failure scenario, and thus, more detailed analyses of the lug was undertaken. The NASA Local Lug Analysis Group developed a detailed ABAQUS model of the right rear lug, and used this model to conduct progressive failure analysis (PFA) of the lug subjected to accident loads to predict the lug failure load. The local group analysis methods, results, and validation against subcomponent tests are presented in Ref. 5. The global group provided boundary condition information to the local group to enable local analysis of the right rear lug under accident conditions. To facilitate the passing of this boundary information between the global and local analysis groups, the global model was modified to more closely match the local lug model stiffness, and then a global/local procedure was developed to ensure proper loading in the local model based on global model inputs. The global/local approach permitted passing of boundary information (displacements and tractions) to the local analysis group for conducting local lug analyses (see Fig. 22).

During the accident, the right rear lug ruptured at the pin location, so detailed local modeling was conducted at the pin-to-lug connection area to simulate the state of stress at the lug hole. The local model was established with the intent of applying the displacements from the global shell model to the edges of the local model and conducting progressive failure analyses. However, analyses indicated that the local model needed to be incorporated into the

---

**Figure 22:** Model refinement and analysis process.
global model to ensure that the stiffness of this region was reflected in the global analysis. A global/local approach was developed that effectively embedded the local model in the global model, so that the local lug region stiffness was accurately reflected in the global model. The converged global/local displacements were applied to the local model to perform the progressive failure analysis of the lug. Throughout this process, the pin connecting the VTP lug to the fuselage clevis was assumed to be rigid, that is, pin flexibility was ignored.

The NASA local model was derived from a solid NASTRAN lug model provided by Airbus and is shown in Fig. 23. The model has solid elements modeling the lug and doubler region, and shells and beams modeling the remainder of the structure. The lug region, which is defined as that portion below Rib 1, is composed of the skin extension that is sandwiched between two doublers. The local model encompasses Rib 1 from the centerline to the skin, the skin from Rib 1 to Rib 5 that is bounded by the rear spar and the 7th stringer forward of the rear spar, the rear spar from the centerline to the skin, the stringers between Rib 1 and Rib 5, and the lug/doubler region. The red region, partially hidden by the shell elements that comprise the stringer flanges, marks the solid FEM portion that represents the lug/doubler region. Contact surfaces were defined to allow “bearing” on the compression side of the pin surface, and “gapping” on the tension side of the pin surface. The local model interfaces with the global model at 9 boundary edges and 17 boundary point locations, and is used for global/local analyses and subsequent progressive failure analyses.

The global model was modified to more accurately represent the local model stiffness. Specifically, because the global shell model is more stiff than the refined local model that utilizes solid elements and transfers load via a contact surface, modifications were made to the global shell model to reduce the stiffness of the lug region. The global model was “tuned” to the local model by reducing the effective stiffnesses of the rear lug regions through the use of NASTRAN bushing elements (see Fig. 22). The process for tuning the global model with bushing elements is described in Ref. 1. Tuning resulted in less stiffness on the tension side, which was reflected by the lower stiffness values assigned to the bushing element.

Although the global model was modified to more accurately represent the stiffness of the local lug model, it was found that when the boundary and pin displacements were applied to the local model, the pin reactions and boundary forces from the local model were not completely consistent with the pin reactions and boundary forces from the global model. That is, the local model was not in equilibrium with the global model. Therefore, an iterative global/local approach was developed by which a refined local lug representation was effectively embedded in the global model. The global/local process was necessary because the pin/lug interaction (specifically, force transfer) was modeled with a contact surface in the local model and is analyzed using ABAQUS. The global model was analyzed using NASTRAN, so a direct connection of the coarse (global) model and the refined (local) model was not possible.

The global/local procedure is depicted in Fig. 24, was implemented for both the right and left rear lugs, and is defined as follows:

1) An initial global analysis is performed and displacements are extracted along the global/local interface boundary to act as input boundary conditions for the local model. Additionally, aerodynamic loads within the local region are also passed to the local model.
2) The local model is analyzed and the boundary reaction loads (forces/moments) are computed at the global boundary points.

3) The boundary load residual is computed by subtracting the boundary reaction loads of the local model from the boundary reaction loads of the global model.

4) The boundary load residual is calculated and the solution is checked for convergence. If convergence has been obtained, the process is complete.

5) If convergence has not been obtained, then the residual vector is introduced to the global model as an additional load set. That is, the total load set for the next iteration is the load set of the previous iteration plus the boundary residual load.

6) A global analysis is performed and displacements are extracted along the global/local interface boundary to act as input boundary conditions for the local model. Return to step 2) above.

Convergence for this investigation was examined by using a total boundary work residual. The total boundary work residual was used to ensure that the displacement and traction compatibility was maintained across the entire global/local interface. It represented the integrated work done at the interface between the global and local models and assessed the solution convergence in an overall energy sense. The total boundary work residual was normalized by the boundary work from the initial global analysis.

Four analysis steps were carried out to confirm the most likely failure scenario, three of which included global/local analysis. The sequence of steps used to confirm the most likely failure scenario is listed in order in Table 2. Adjacent to each step in the process is an explanation for the purpose for that step. The table outlines the validation of the progressive failure analysis and global/local analysis procedures. Linear Global/local analyses were conducted and the local group performed progressive failure analysis using the converged global/local values. The most likely failure scenario was confirmed where the failure is simulated to be within 3% of the accident loading condition.

The load level to which the VTP was subjected during the accident for the most likely failure scenario was evaluated to determine if the VTP performed in accordance with certification. Load factors for the accident Max C load condition were calculated based upon design limit load certification values. The certification values used were for a gust loading condition that is very similar to the accident loading condition in terms of VTP root reactions. Calculated accident load factors for the Max C load condition are presented in Table 3, and are based upon several load case parameter values for defining the failure initiation load factor. The load factor based on the right rear lug in-plane force was calculated using NASA model results for both the design gust and accident loading conditions.

Figure 24: NASA global/local analysis procedure.
Load factor values in the table indicate that the load level at failure is at minimum 1.92 times limit load based upon the VTP root shear load. Since the certification requirement is that the component must be able to attain 1.5 times limit load without catastrophic failure, it is clear that the AA587 VTP reaches loads that are significantly above the certification requirements before catastrophic failure led to departure of the VTP from the aircraft.

VI. Failure Sequence Analysis

The failure scenario investigations indicated that the most likely failure scenario is the result of failure initiation at the right rear lug. Because the largest right rear lug forces resulted when the Max C load condition was applied, failure sequence development was carried out using this load case. Additionally, the progressive failure analysis presented in Ref. 5 indicated that the Airbus allowables for the lug were reasonable for use in developing a final failure sequence. For the purpose of failure sequence development, the Airbus design allowables were used to predict component failures. Both static and transient failure sequences were developed to determine if most of the observed physical damage could be sufficiently explained.

A. Static

The static failure sequence was evaluated through a series of linear static analyses with failed components represented in the model. During development of the failure sequence, it was seen that there were times when multiple attachment fittings simultaneously exceed their allowable values. In these cases, there are two possible methods to propagate failure: 1) consider that all components fail simultaneously or 2) consider that only the component that exceeds its allowable value the most fails. The second analysis method is used herein. With these guidelines set forth, the static failure sequence was established.

Component failure was modeled by removing the connection, thus separating the components. Details on the method for removing the connections can be found in Ref. 1. Typical main attachment fitting force values are shown in Table 4 for the case with failed right rear lug, left rear shear yoke and right center lug. Values for components exhibiting failure are highlighted. In this case, the next component that indicated failure was the right center shear yoke. Therefore, using the Airbus allowable values and method described, and considering only main attachment fitting failures, the predicted AA587 VTP main attachment fitting failure sequence based upon linear static finite element analyses is shown in Fig. 25. The numbers indicate the failure sequence, which is:

1) Right Rear Lug
2) Left Rear Shear Yoke
3) Right Center Lug
4) Right Center Shear Yoke
5) Left Center Shear Yoke
6) Right Front Lug
7) All Remaining Attachment Fittings

Note that the sequencing is carried out while maintaining the load level as constant, which may not be a physically meaningful response. However, assumptions made during the static sequencing will only affect the sequence of subsequent failures after initial failure of the right rear lug. Additionally, notice that the static failure sequence does...
not include any failures in the rudder. In fact, the rudder strains and hinge line loads remain nearly constant during the static failure sequence analysis.

B. Transient

Dynamic analysis was considered because including inertial effects potentially causes higher loads to develop in the VTP. Several types of dynamic analyses can be conducted in NASTRAN including normal modes, frequency response and transient. Of particular interest for the AA587 VTP is the time-dependent response of the VTP as various components fail, which can be simulated using transient analysis. The procedure for conducting the geometrically linear transient analyses is outlined below, results from the transient analysis are presented, and the transient failure sequence is summarized.

In general, the procedure begins with a static analysis, then failures are introduced through a transient analysis where the connection forces that occur are replaced by a time-dependent loading history that simulates the release of the connection. A load history is developed for each failure that is assumed to occur, and the process begins from the static analysis each time a new failure is identified. Each load history is defined using a separate load set so that the failure can be introduced sequentially at the proper time. The analysis was carried out until the first possible rudder failure was identified. Additional details for the transient analysis procedure can be found in Ref. 1.

The transient failure analysis was carried out at the Max C load condition, and as with the static failure sequencing, this load condition is held constant throughout the transient analysis. Allowables were examined as a function of time and successive failures were determined. Figure 26 shows a typical main attachment fitting force-time history plot, in this case for the left rear yoke, which was identified as the second failure in the sequence, i.e., the first failure after the right rear lug. Figure 27 shows a typical rudder skin strain plot after multiple failures have

<table>
<thead>
<tr>
<th>Table 4: Linear analysis lug/yoke forces, failed right center lug, left rear yoke and right rear lug.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main Fittings (Lugs)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Fx (N)</td>
</tr>
<tr>
<td>Fy (N)</td>
</tr>
<tr>
<td>Fz (N)</td>
</tr>
<tr>
<td>Fxz (N)</td>
</tr>
<tr>
<td>Fres (N)</td>
</tr>
<tr>
<td>Mx (N*m)</td>
</tr>
<tr>
<td>Mz (N*m)</td>
</tr>
</tbody>
</table>

| Shear Fittings (Yokes) | Front | Center | Rear |
|---|
| | LHS | RHS | LHS | RHS | LHS | RHS |
| Fx (N) | -2646 | 5019 | -5892 | -42264 | 0 | -25802 |
| Fy (N) | 35624 | 67561 | 80553 | -577832 | 0 | -211988 |
| Fz (N) | -3013 | 5714 | -8976 | -64387 | 0 | -39369 |
| Fres (N) | 35848 | 67988 | 81265 | **582942** | 0 | **217151** |

Figure 25: Static failure sequence.
occurred. Various types of failure, such as main fitting failure, fin or rudder skin failure, rudder fitting failure, bolted connection failure, etc., were examined, and the transient failure sequence was established.

The possible failure sequence determined using the transient analyses is identical to the static sequence through the fifth failure as shown in Fig. 28. However, the transient analysis suggests that the sixth failure is a possible first rudder failure in the form of skin failure in the region of hinge fitting #1 (recall Fig. 27). The transient analyses also

Figure 26: Left rear yoke forces.

Figure 27: Inner surface rudder skin strains, $\varepsilon_{xx}$, in region of hinge fitting #1.
showed that there were many locations in the rudder that exhibited significant load variation due to dynamic effects, contrary to what was seen in the sequential static analyses in which the rudder and rudder hinge line forces remained nearly constant. The significant changes to the rudder response observed in the transient analyses, in conjunction with the physical evidence of the rudder damage, suggests that dynamic effects were present and contributed to the observed damage. Based upon the transient analyses conducted, skin failure at the rudder hinge fitting #1 region may have been the first rudder failure that leads to the remaining rudder failures. Additionally, it was seen that dynamic effects can significantly increase the rudder attachment fitting/hinge arm/actuator forces at numerous other fittings. Therefore, a reasonable possibility exists that the dynamic effects, post first failure at the right rear lug, could cause subsequent failure in the rudder, and thus explain the presence of the observed rudder damage. However, accurate determination of the first rudder failure would likely require higher-fidelity modeling and analysis.

VII. Summary and Conclusions

NASA LaRC supported the NTSB in the AA587 accident investigation due to LaRC's expertise in structural analysis and testing of composite structures and materials. As part of this support, a Global Analysis Team was formed to address several aspects of the investigation. The Global Analysis Team reviewed the manufacturer’s design and certification procedures, developed finite element models and conducted structural analyses, and participated jointly with the NTSB and Airbus in subcomponent tests conducted at Airbus in Hamburg, Germany.

The findings of the NASA AA587 Global Analysis Team indicate that the most-likely failure scenario was failure initiation at the right rear main attachment fitting, followed by an unstable progression of failure of all fin-to-fuselage attachments and separation of the VTP from the aircraft. The outcome of all analysis results indicates that failure initiates at the final observed maximum fin loading condition in the accident, when the VTP was subjected to loads that were at minimum 1.92 times the design limit load condition for certification. For certification, the VTP is only required to support loads of 1.5 times design limit load without catastrophic failure. The maximum loading during the accident was shown to significantly exceed the certification requirement. Thus, the structure appeared to perform in a manner consistent with its design and certification, and failure is attributed to VTP loads greater than expected.
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I. Introduction

On November 12, 2001, American Airlines Flight 587 (AA 587) crashed shortly after take-off killing all 260 people on board and 5 on the ground. The composite vertical tail of the aircraft separated from the fuselage resulting in loss of control and ultimately the loss of the aircraft.

Several teams at the NASA Langley Research Center were assembled to help the National Transportation Safety Board with this investigation. The internal NASA team was divided into several discipline teams including a structural analysis team that consisted of a global analysis team and a detailed lug analysis team. The global analysis team considered global deformations, load transfer, and failure modes within the composite vertical tail as well as failure of the composite rudder. The detailed lug analysis team focused on failure of the laminated composite lugs that attach the tail to the aluminum fuselage. This paper describes the analyses conducted by the detailed lug analysis team.
First, an overview of the problem, including the vertical tail plane (VTP) structure, is presented. Second, the various models developed for the right rear lug are described. Third, details of the material modeling, contact modeling, and progressive failure analysis (PFA) for solid-shell type modeling are presented. Fourth, a brief discussion of an alternative modeling approach, layered-shell modeling, is presented. Fifth, the global-local connection processes used to virtually embed the local lug model within a global model of the VTP are described. Sixth, the results of the analyses are presented. Finally, the results and lessons learned are discussed.

II. Description of the Problem

The vertical tail plane (VTP) of an Airbus A300-600R is connected to the fuselage with 6 lugs (3 on the right-hand side and 3 on the left-hand side) through a pin and clevis connection (see Figures 1a to 1d). Six yokes (not shown in figures) also connect the VTP to the fuselage and take some of the lateral loads. The air loads on the VTP during the 12 seconds before the VTP separated from the fuselage were evaluated and were supplied to the NASA structures teams by the National Transportation Safety Board (NTSB) and Airbus. The air loads were derived from digital flight data recorder (DFDR) data obtained after the accident.

The NASA global analysis team and the Airbus team evaluated the loads on each of the lugs and determined that the right rear lug (see Figure 1d) carried the largest loads compared to the design allowable. The lug analysis team, therefore, focused on the detailed analysis of the right rear lug. The objectives of the lug analysis team were to predict the failure load, mode, and location in the right rear lug for the loading conditions that the right rear lug experienced during the accident.

The lug analysis team considered the right rear lug region shown in Figure 1d. The lug is a continuation of the skin of the vertical tail with two pre-cured fitting halves cured to either side of the skin in the vicinity of the lug hole (the fitting extends to rib 4, as shown in Figure 1d). The region modeled consists of the right rear lug, rib 1, the rear spar, and 6 stringers from rib 1 to rib 5. Two different modeling approaches were used. The first modeling approach involved the development of a finite element (FE) model of the region shown in Figure 1d using three-dimensional (3D) elements in the region of the two pre-cured fitting halves of the lug and shell elements for the rest of the model and is termed the solid-shell model. The second modeling approach involved the development of an FE model of the region shown in Figure 1d using shell elements throughout and is termed the layered-shell model. In the layered-shell model, the 3D region of the first approach is modeled as shell layers that are connected by decohesion elements representing multi-point constraints. The results obtained by these approaches were validated by comparison with reference solutions for simplified configurations. The two approaches were also verified by comparing the finite element results with Airbus experimental results.

III. Modeling

The coarse 3D model (part of the solid-shell series of models) and layered-shell model were developed by modifying an Airbus-developed model of the same region. The damage modeling applied to each modeling approach was developed independently, which provided a degree of independent verification of the results from both methods. During the course of the investigation, two other solid-shell models were also
loading conditions; X2/1 and X2/2 represent two different specimens that were tested as part of an Airbus certification test conducted in 1985 (the 1985-certification test).

In the NASA-developed models, the clevises and the elastic pin with the bushing were not modeled. Rather, the pin is represented as a rigid analytical cylinder with a diameter equal to the diameter of the lug hole. This analytical cylinder is rigidly connected to an FE node at the location of the center of the pin. In the models, the pin is loaded by applying displacements or tractions to this single node. The pin loads are assumed to be reacted in the contact region between the lug hole and the pin.

The solid-shell and layered-shell analyses were performed using the commercial finite element code, ABAQUS [ABAQUS, 2000]. The code was chosen because it allows the user to implement specialized elements and material constitutive relationships while taking advantage of the features of a general-purpose code.

The progressive failure algorithms used to predict failure within the solid-shell and layered-shell models were defined as user defined material (UMAT) and user field (USFLD) algorithms, respectively. In the implementation of the UMAT and USFLD routines, material properties are degraded to small but nonzero values either in a single step or in several steps in each damaged element. To maintain stability of the system of equations, the values cannot be degraded to zero-values. Further, although some specialized codes allow failed elements to be removed from a model (element extinction), this capability is not available in ABAQUS. In the present implementation, the small stiffness contributions that remain in the degraded elements after failure allow a very small amount of load transfer across the damaged region. Therefore, in the present implementation of failure, complete separation of the lug is not possible.

A. Coarse 3D Model

A coarse 3D model (part of the solid-shell series of models) of the lug was developed using thickness contours extracted from the reference Airbus model. The coarse 3D model, shown in Figure 3a, has 25931 nodes and 21519 elements. The axial (z-) coordinate is along the fuselage axis and is directed toward the rear of the airplane. The y-axis is parallel to the axis of the pin in the lug hole, and the z-axis is normal to the x- and y-axes. The lug fittings and skin are modeled with up to 14 layers of solid (8-node hexahedral) elements with 10 layers of elements in the vicinity of the hole. The thickness of each of the layers of solid elements was adjusted in order to match the volume of the lug fittings in the Airbus model. All other regions of the model were converted to shell elements. Multi-point constraint (MPC) equations were used at the solid-to-shell transition locations to ensure compatible translations and rotations along the interface.

B. Layered Shell Model

A layered shell model of the lug was constructed using the same thickness contours as the coarse 3D model. The pin assembly was modeled as a rigid surface with a diameter equal to that of the lug hole. Frictionless contact equations were prescribed between the edge of the layered-shell elements around the bolt hole and the rigid surface. A discussion of the approximations caused by using a rigid frictionless pin can be found in Camanho and Matthews [Camanho and Matthews, 1999]. The lug fittings were modeled with 14 layers of shell elements, which were connected with 3D decohesion elements [Dávila et al., 2001a]. All other regions of the model were modeled with a single layer of shell elements. In addition, the model is used for progressive failure analyses in which the matrix and fiber damage is simulated by degrading the material properties. The analyses used for modeling the progressive delamination and intra-ply damage were developed within ABAQUS with user defined element (UEL) and USFLD user-written subroutines, respectively. This model, shown in Figure 3b, has 20886 nodes with 34524 elements.

The ability of the coarse 3D and layered-shell models to predict the same displacements as the original Airbus model was verified. Both the magnitude and spatial distributions of the displacement components predicted by the two NASA models were in very close agreement with those predicted by the Airbus model.
Two test specimens (called X2/2 and X2/1) were tested by Airbus in 1985. One FE model was used to represent both test specimens. To simulate the configurations of the X2/2 and X2/1 test specimens, an FE model was created from the coarse 3D model by deleting all the elements above rib 4 and forward of stringer 6 as shown in Figure 4a. This model had 23216 nodes and 19149 elements. The boundary conditions used with this model are shown in Figure 4b.

**C. 1985-Certification Test Model**

Two test specimens (called X2/2 and X2/1) were tested by Airbus in 1985. One FE model was used to represent both test specimens. To simulate the configurations of the X2/2 and X2/1 test specimens, an FE model was created from the coarse 3D model by deleting all the elements above rib 4 and forward of stringer 6 as shown in Figure 4a. This model had 23216 nodes and 19149 elements. The boundary conditions used with this model are shown in Figure 4b.
D. 2003-Subcomponent Test Model

As part of the investigation, a subcomponent test was conducted during 2003 on a left rear lug made of the same material as the accident aircraft. A left rear lug was used because this was the only rear lug (with the same material as the accident aircraft) that was available at the time of the test. Airbus modeled this left rear lug (see Figure 5a) including the support structure and supplied the model to the lug analysis team. This Airbus model then became part of the solid-shell series of models. The boundary conditions for this model are shown in Figure 5b. When this model is used to represent the right rear lug, the loads and boundary conditions are mirrored about the global xz-plane; i.e. the sign of $F_Y$, $M_X$, $M_Z$, $v$, $\theta_X$, and $\theta_Z$ are reversed.

Figure 5. 2003-Subcomponent Test Model.

IV. Solid Element Models

A. Material Modeling

The right rear lug consists of two pre-cured fitting-halves, the vertical tail plane (VTP) skin and several compensation layers. The inner fitting-half, skin, and outer fitting-half are made from T300/913C in the form of $\pm 45^\circ$ fabric, $90^\circ/0^\circ$ fabric, and $0^\circ$ tape and are approximately 55 mm thick in the vicinity of the pin.

Table 1 shows the elastic, strength, and toughness parameters for T300/913C from the recent World Wide Failure Exercise (WWFE, Soden and Hinton, 1998a and Soden and Hinton, 1998b). The subscripts 1, 2, and 3 denote the fiber direction, in-plane transverse direction, and out-of-plane direction, respectively, and the subscript “c” denotes a compressive property. Also, $X_T$, $X_C$, $Y_T$, and $Y_C$ denote the fiber-direction tensile strength, fiber-direction compressive strength, transverse-direction tensile strength, and transverse-direction compressive strength, respectively. Finally, $G_{IC}$ is the mode-I interlaminar fracture toughness.

1. Homogenization of Material Properties

The right rear lug contains numerous plies of T300/913C in the form of tape and fabric. Although a finite element model that explicitly modeled each of the plies and each of the numerous curvilinear ply drops within the lug could be developed, doing so would have required a finite element model with millions of elements. Such a detailed finite element model would be too cumbersome to use in progressive failure analyses. To maintain a reasonable number of elements and yet accurately account for failures in each of the plies, a two-level procedure is followed. In the first level, within each finite element, the material properties of the plies are homogenized. In the second level, within the progressive failure analysis, the stress and failure state of each ply is evaluated. The details of this procedure are described below.

<table>
<thead>
<tr>
<th>Property</th>
<th>WWFE [Hinton and Soden 1998]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$ (GPa)</td>
<td>138</td>
</tr>
<tr>
<td>$E_{1c}$ (GPa)</td>
<td>--</td>
</tr>
<tr>
<td>$E_2$ (GPa)</td>
<td>11</td>
</tr>
<tr>
<td>$E_{2c}$ (GPa)</td>
<td>--</td>
</tr>
<tr>
<td>$\nu_{12}$</td>
<td>0.28</td>
</tr>
<tr>
<td>$\nu_{23}$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\mu_{12}$ (GPa)</td>
<td>5.5</td>
</tr>
<tr>
<td>$X_T$ (MPa)</td>
<td>1500</td>
</tr>
<tr>
<td>$X_C$ (MPa)</td>
<td>900</td>
</tr>
<tr>
<td>$Y_T$ (MPa)</td>
<td>27</td>
</tr>
<tr>
<td>$Y_C$ (MPa)</td>
<td>200</td>
</tr>
<tr>
<td>$S_{xy}$ (MPa)</td>
<td>80</td>
</tr>
<tr>
<td>$G_{IC}$ (KJ/m$^2$)</td>
<td>220</td>
</tr>
</tbody>
</table>
Elements of classical lamination theory (CLT) were used to construct and deconstruct the homogenized material properties and to evaluate ply-level values in a manner that is suitable for the PFA, but its use for this problem requires several assumptions:

1) Nominal percentages and uniform spatial distribution of 0°, ±45°, and 90°/0° plies at every quadrature point in each element of the model
2) No non-zero coupling (i.e., the 16, 26, and B-matrix) terms after ply failure
3) Bending deformations that are inherent in the CLT are not explicitly modeled. Rather, the deformations are modeled using solid elements
4) Independent material properties at each quadrature point in the element that can be degraded independently
5) Woven fabric can be treated as 2 plies of tape

Plies of each of the orientations are distributed nearly uniformly throughout the lug adding credibility to the assumption of a uniform spatial distribution of plies. Additionally, the large number of plies in the lug tends to reduce the effect of the coupling terms. The assumption of piecewise constant bending is reasonable given the thickness of the lug and the relatively low bending gradient. The assumption of independence of properties at each quadrature point has been explored extensively for PFA analyses [Averill, 1992].

Prediction of failure within textile-based composite materials has been a topic of considerable attention for two decades [Poe and Harris, 1995; Glaessgen et al., 1996]. However, there is no accurate method for predicting the micromechanical details of damage progression in textile-based composites that has the computational efficiency needed to predict failure in structural models of the size used in this accident investigation. This deficiency in the state-of-the-art led to the approximation of the 8-harness satin weave material as plies of “equivalent” tape as shown in Figure 6. Hashin’s failure criteria was used to predict failure of the equivalent tape.

V. Contact

Although most of the load transfer between the pin and lug is normal to the interface (initially, the global xz-plane), only friction prevents the pin from sliding (rigidly translating) in the global y-direction. Because of the proximity of the location of the material failures to the location of the pin-lug interface, considerable effort was taken to accurately model the details of the load transfer between the pin and lug.

Although the ABAQUS code correctly models the normal contact between the pin and lug, the modeling of friction along the pin-lug contact region was not straightforward. The lug analysis team did not have access to friction data about the lug, so the following approach was developed. A multi-point constraint (MPC) equation was generated to prevent sliding of the pin. In the MPC equation, the displacement of the pin in the global y-direction (\(v_y\)) is set equal to the average of the global y-displacements of all of the nodes in the two rings on the lug hole (\(v_Z\) and \(v_I\) for average displacements of the inner and outer rings, respectively) shown in Figure 7. This MPC equation, referred to as Y-MPC #1, was used for all analyses prior to the 2003-subcomponent test. Differences were found between the global-local moments computed by NASA using Y-MPC #1 and the moments computed by Airbus using their global-local analysis process. The NASA lug team re-evaluated the MPC equation and concluded that it was not accurately simulating the global y-force

\[
v_y = 0.5 \cdot (v_Z + v_I)
\]

(a) Y-MPC #1

\[
v_y = v_p - \sigma_x \theta_x + \sigma_z \theta_z
\]

(b) Y-MPC #2

Figure 6. Eight-Harness Satin Weave and Tape Approximation.

Figure 7. Multi-Point Constraint Formulation.
reacted by the pin because the y-force can only react on the contact surface, and Y-MPC #1 effectively treated the y-force as reacting around 360° of the hole. In order to improve the simulation, another MPC equation, Y-MPC #2, was developed.

For equation Y-MPC #2, two 120° arcs (±60° relative to the load vector) were used instead of the 360° rings, as shown in Figure 7b. The average displacement of these two arcs is represented by the displacement \( v_M \) at Point M. The displacement at Point M is related to the pin displacement \( v_P \) by an equation that includes the global \( x \)- and \( z \)-rotations of the pin, as shown in Figure 7b. All lug results generated before the 2003-subcomponent test used Y-MPC #1; all later analyses used Y-MPC #2.

A. Progressive Failure Analysis (PFA)

1. Background to Failure Theories

Strength-based approaches for the prediction of initial and progressive failure in polymeric matrix composites are founded on a continuum representation of ply-level failure mechanisms. The comparative simplicity of applying strength-based criteria for the prediction of failure events within common analysis frameworks such as finite element procedures has led to this approach becoming increasingly accepted as a method for predicting the onset and development of material failure in composite structures.

Active research is directed towards representing micromechanical-level damage mechanisms in macroscopic, continuum-based failure criteria. These investigations have commonly elicited controversial discussions regarding the theoretical validity of developed failure criteria [Soden and Hinton, 1998a and b]. At issue is the difficulty of simulating the complexity of underlying failure mechanisms in terms of a discrete set of fixed strength parameters and the validity of using these parameters determined for individual lamina in the elastically constrained environment of an assembled laminate. The need to develop computationally efficient methodology to avoid detailed micromechanical analyses is aptly expressed by a passage by Hashin [Hashin, 1980]: “The microstructural aspects of failure are of such complexity that there is little hope of resolution of this problem on the basis of micromechanics methods. Such methods would require analytical detection of successive microfailures in terms of microstress analysis and microfailure criteria and prediction of the coalescence of some of them to form macrofailures which is an intractable task.”

A large number of continuum-based criteria have been derived to relate internal stresses and experimental measures of material strength to the onset of failure [Rowlands, 1984; Nahas, 1986]. However, the use of any of these criteria for predicting failure beyond initiation may become theoretically invalid due to the underlying physics of interacting failure mechanisms that are implicitly neglected in the experimental determination of critical strength parameters.

2. Failure Theory Used in the PFA

In the analysis of the right rear composite lug, the Hashin criterion [Hashin, 1980] was chosen. Hashin’s criterion assumes that the stress components associated with the plane of fracture control the failure. This consideration leads to the following equations expressing fiber and matrix failure written for general three-dimensional states of stress.

Tensile fiber mode

\[
\left( \frac{\sigma_{11}}{X_T} \right)^2 + \frac{1}{S_{xy}} \left( \sigma_{12}^2 + \sigma_{13}^2 \right) = 1
\]

or

\[ \sigma_{11} = X_T \]  

(1)

Compressive fiber mode

\[ |\sigma_{11}| = X_C \]

(2)

Tensile matrix mode \((\sigma_{22} + \sigma_{33}) > 0\)
Compressive matrix mode \((\sigma_{22} + \sigma_{33}) < 0\)

\[
\frac{1}{Y_c^2} \left( \sigma_{22} + \sigma_{33} \right)^2 + \frac{1}{\tau_T^2} \left( \sigma_{23} - \sigma_{22} \sigma_{33} \right)^2 + \frac{1}{S_{xy}^2} \left( \sigma_{12} + \sigma_{13} \right)^2 \leq 1
\]  

(4)

In equations 1 to 5, the strength values \((X_T, X_C, Y_T, Y_C, S_v)\) are defined in Table 1. Note that both the normal stress in the fiber-direction, \(\sigma_{11}\), and the shear stress components parallel to the fiber direction, \(\sigma_{12}\) and \(\sigma_{13}\), are considered in equation 1. In equations 1-5, \(\tau_T\) is the transverse shear strength corresponding to the \(\sigma_{23}\) stress component, while \(S_v\) is the shear strength corresponding to the \(\sigma_{13}\) and \(\sigma_{12}\) components.

3. Internal State Variable Approach

Once failures are detected at a quadrature point, the material properties are degraded using an internal state variable approach. This approach degrades the properties from their original values to very small but non-zero values in a pre-determined sequence over several load steps. Material properties are degraded according to the particular active failure mode as determined by the Hashin criterion. For example, a compressive matrix mode failure requires that the matrix-dependent properties be degraded, but that the fiber-dependent properties, e.g. \(E_{11}\), remain unchanged. In these analyses, the strength values presented in Table 1 are used.

4. Progressive Failure Analysis Algorithm

Figure 8 shows the algorithm that is implemented as a user defined material (UMAT) subroutine within ABAQUS. Note that this algorithm consists of a preprocessing phase in which ply-level stresses are computed, an evaluation phase in which failures are determined, a material degradation phase in which ply level properties are degraded, and a post-processing phase in which updated laminate properties are computed. This algorithm is called for every quadrature point of every hexahedral element within the model, and updated material properties are evaluated at the quadrature points when the ply failure criteria are satisfied.

There are two adjustable parameters in this algorithm: the degradation schedule and the load (or displacement) increment. Studies undertaken by the authors have shown that a degradation factor of 0.7 (instead of 1.0 or 100%) appears to be ideal for the stability of the algorithm. Rather than incrementing the loads, the current PFA increments...
the displacements and hence simulates displacement-controlled tests. This approach simplifies the process of simulating unloading past the peak load as discussed in the following section.

5. “Load-Increment in the PFA”

Displacement control is used in the current implementation of the progressive failure analysis to ensure that both the loading and unloading are traced by the algorithm. A load control procedure will encounter convergence difficulties after damage occurs because the monotonically increasing load applied to the damaged structure will cause abrupt failure. In contrast, a displacement-controlled procedure has fewer convergence difficulties after damage initiates because the load can decrease as damage forms, and the material becomes more compliant.

In cases where the maximum linear load, $P_{\text{max}}$, carried by the specimen is known, the corresponding maximum linear displacement, $d_{\text{max}}$, is calculated from a linear analysis. If $P_{\text{max}}$ is unknown, a projected value is assumed and the corresponding maximum linear displacement, $d_{\text{max}}$, is also calculated from a linear analysis. The displacements are incremented using the $d_{\text{max}}$ as a guide and are termed here as load factor ($d/d_{\text{max}}$). A schematic of the load vs. load factor curve is shown in Figure 9. The solid line with symbols and dashed line represent a hypothetical PFA load-displacement curve and a linear load-displacement curve, respectively. Note that the load factor of unity will intersect the dashed line at $P_{\text{max}}$, the maximum linear load, and corresponds to the maximum linear displacement, $d_{\text{max}}$ (i.e. at load factor equal to unity). Once damage is determined and the corresponding material properties are degraded, the actual load-displacement curve will begin to deviate from the linear curve. The load continues to increase monotonically until a peak value, the failure load, $P_{\text{failure}}$, is reached. Then, $P$ decreases until a zero-value of load is reached or the analysis can no longer converge.

Note that in the PFA implementation, large displacement increments are chosen to start the algorithm, and shortly before damage initiates, the increment size is scaled down. As the damage accumulates, near the failure load, the increment size is scaled down further. The determination of the load factor increments is an art and requires the insight of an experienced analyst.

VI. Layered-Shell Model

In addition to the coarse 3D element analyses of the AA 587 right rear lug described in the previous section, an analysis based on a layered-shell model was developed. The layered-shell analyses were developed as an alternate means of predicting the failure of the lug. The term layered-shell signifies that the thickness of the lug is modeled by several layers of shell elements rather than a number of layers of solid elements. The layered-shell analyses lend themselves to the evaluation of delamination initiation or propagation through the addition of decohesion elements between the shell layers. The analysis was developed in ABAQUS, and UEL and USFLD user-written subroutines were used for modeling the progressive delamination and intra-ply damage, respectively.

As with the solid-shell models, the layered-shell model was developed by modifying the original Airbus model of the right rear lug. The original Airbus model used 3D solid elements in the lug region and solid and shell elements in the remainder of the model. To develop the ABAQUS model, the faces of the solid elements in the $xz$-plane were converted into quadrilateral shell elements, and then the solid elements were converted into decohesion elements. The layered-shell model had 21000 nodes involving approximately 130000 equations.

A. Material Modeling

1. Modeling Damage with Superimposed Shell Elements

The layered-shell models use a novel and computationally efficient element superposition technique that separates the failure modes for each ply orientation and does not rely on the computation of the ($[A],[B]$, and$[D]$) matrices [Dávila et al., 2000]. The modeling is performed such that the elements in the region around the bolt hole,
where a potential for damage growth is anticipated, are constructed of four superposed layers of shell elements that share the same nodes. No centroidal offset is applied to any of the elements. Each layer of elements represents one ply orientation (0 or 45 or -45 or 90 degrees), and each element spans the entire thickness of the laminate as shown in Figure 10. It is implied that the plies for each orientation are uniformly distributed and can be smeared over the thickness of the laminate. The elements used in the analyses consist of the ABAQUS four-node reduced-integration shear deformable S4R element [ABAQUS, 2000].

To model the appropriate stiffnesses corresponding to a given damage state, reduced engineering properties are applied to each layer. A reduced material property for a given orientation $i$ is simply the product of the engineering property and the sum of the thicknesses of all the plies in that orientation divided by the total laminate thickness. Reduced material properties are denoted by the notation $[\quad]_R$, as illustrated in Figure 10. Bending effects are taken into account by the use of five integration points through-the-thickness of the laminate.

B. Progressive Failure Analysis for the Layered-Shell Model

A progressive damage model for notched laminates under tension was first proposed by Chang et al. [Chang and Chang, 1987] and accounts for all of the possible failure modes in each ply except delamination. Chang and Lessard [Chang and Lessard, 1991] later investigated the damage tolerance of composite materials subjected to compressive loads. The present analysis, which also deals with compression loads, is largely based on the work by Chang and Lessard. However, the present analysis extends Chang’s method from two-dimensional membrane effects to a shell-based analysis that includes bending.

The failure criteria applied in the present analysis are those for unidirectional fiber composites as proposed by Hashin [Hashin and Rotem, 1973], with the elastic stiffness degradation models developed for compression by Chang and Lessard [Chang and Lessard, 1991]. Unidirectional failure criteria are used, and the stresses are computed in the principal directions for each ply orientation. The failure criteria included in the present analysis are summarized below. In each, failure occurs when the failure index exceeds unity.

- **Matrix failure** in tension and compression occurs due to a combination of transverse stress $\sigma_{22}$ and shear stress $\sigma_{12}$. The failure index $e_m$ can be defined in terms of these stresses and the strength parameters $Y_{TC}$ and $S_{xy}$. The matrix allowable $Y_{TC}$ takes the values of $Y_T$ in tension and $Y_C$ in compression. Failure occurs when the index exceeds unity. Assuming linear elastic response, the failure index has the form:

$$e_m = \sqrt{\frac{\sigma_{22}}{Y_{TC}}} + \frac{\sigma_{12}}{S_{xy}}$$

(6)

- **Fiber buckling/tension failure** occurs when the maximum compressive stress in the fiber direction exceeds the fiber tension or buckling strength $X_{TC}$, independently of the other stress components. The failure index for this mechanism has the form:

$$e_b = \frac{\sigma_{11}}{X_{TC}}$$

(7)

- **Fiber-matrix shearing failure** occurs due to a combination of fiber compression and matrix shearing. The failure index has the form:

$$e_f = \sqrt{\frac{\sigma_{11}}{X_{TC}}} + \frac{\sigma_{12}}{S_{xy}}$$

(8)

The finite element implementation of this failure analysis was developed in ABAQUS using the USFLD user-written subroutine. The program calls this routine at all material points of elements that have material properties

![Figure 10. The Thick Laminate Modeled With Four Layers of Superposed Shell Elements.](image)
defined in terms of the field variables. The routine provides access points to a number of variables such as stresses, strains, material orientation, current load step, and material name, all of which can be used to compute the field variables. Stresses and strains are calculated at each incremental load step and evaluated by the failure criteria to determine the occurrence of failure and the mode of failure.

VII. Global-Local Analysis

A. Global-Local Connection Procedure

The aerodynamic loads on the vertical tail at failure (during the accident) were computed by Airbus and provided to NASA. This load case, referred to as W375, was directly applied only to the global model. The local region of the global NASTRAN (MSC/NASTRAN, 1997) model is shown in Figure 11a. Because the global model is a MSC/NASTRAN model and the local lug model (the coarse 3D model) is an ABAQUS model, it was not possible to embed the local model in the global model. Conversion of the NASTRAN model to ABAQUS was not feasible due to time constraints. Additionally, the version of NASTRAN used for the global model was not capable of modeling contact. The details of the global model and global analysis are discussed by Young et al. [Young et al., 2005].

Along the interfaces between the global and local models, the continuity of the displacements and the reciprocity of tractions need to be satisfied. An iterative process was developed to ensure satisfaction of these requirements. This process is illustrated in Figure 12 and is implemented as follows:

1) Perform the global analysis using the global model and evaluate the displacements at all the nodes in the global model. Let \( \{u_G\} \) represent the displacements of the global nodes along the global-local boundary and \( \{u_L\} \) represent the displacements of the local nodes along the global-local boundary. Evaluate the tractions at the global nodes, \( \{F_G\} \), from the elements that are entirely in the global region. That is, evaluate the tractions that do not include the elements that occupy the local region of the global model.

2) Establish a transformation matrix, \( [T] \), between \( \{u_G\} \) and \( \{u_L\} \), and use this matrix to compute \( \{u_L\} \) using

\[
\{u_L\} = [T]\{u_G\} \tag{9}
\]

3) Solve the local model with \( \{u_L\} \) as prescribed displacements.

4) Because of the prescribed displacements, reactions at the interface nodes in the local model \( \{R_L\} \) are produced.

5) Local reactions are mapped back to the global nodes using

\[
\{R_G\} = [T]^T\{R_L\} \tag{10}
\]

Equation 10 is obtained by requiring that the work done on the global-local boundaries in the local model \( (\frac{1}{2})(\{u_L\}^T\{R_L\}) \) and the global model \( (\frac{1}{2})(\{u_G\}^T\{R_G\}) \) are identical. The \( \{R_G\} \) reactions represent the stiffness of the local model in the global model.

6) The global tractions \( \{F_G\} \), in general, will not be identical to the reactions mapped from the local model, \( \{R_G\} \), as the reciprocity of tractions is not imposed. Thus, a residual, \( \{r\} \), is left on the global-local boundary:

\[
\{r\} = \{F_G\} - \{R_G\} \tag{11}
\]

7) Evaluate a norm \( \|r\| \) for the residual \( \{r\} \) using...
global and local forces is less than 1%

8) If the normalized residual is less than a prescribed tolerance, then this procedure is stopped, and the system has converged. If the normalized residual is higher than the prescribed tolerance, then the residual vector is added as an initial load set in the global model and the global analysis is executed again (i.e., return to step 1).

The interfaces between the global and local model are defined on 9 edges (shown as red and blue lines in Figure 13) and at 17 discrete locations (shown as red dots in Figure 13). The coarse 3D model was modified so that the local edge nodes matched the global edge nodes exactly as shown in Figure 11b. Therefore, the mapping from the global and local models can be accomplished with a unit $[7]$ matrix.

To maintain symmetry of the global model, the stiffness of both the right rear and left rear lugs was updated by the global-local process. Thus, during the global-local process, two local analyses were performed during each iteration. Instead of creating another FEM, one local FEM was used for both the right rear and left rear lug. For the left rear lug, the loads and boundary conditions were mirrored about the global $xz$-plane (i.e., the sign of $F_x$, $M_y$, $M_z$, $v$, $\theta_x$, and $\theta_y$ are reversed).

**B. Global-Local Analysis and PFA**

The global-local process described in the previous section assumes that the stiffness of the local model does not change in the iterative procedure. Similarly, the PFA assumes that the boundary conditions on the local model do not change as the PFA continues. The most rigorous analysis of the VTP requires that damage determined in the local model be returned to the global model. That is, at step 2 of the global-local process, the PFA needs to be performed to determine the current damage state of the lug. After convergence is obtained (and equilibrium is established), the global-local process is continued with step 3.

Such a rigorous procedure involving both the global model and the local model and with the current large degree of freedom model is impractical. Therefore, the global-local procedure is performed first to determine the boundary conditions on the global-local interfaces and the loads at the pin. With these boundary conditions and loading, the PFA is performed on the local model. The verification of this decoupling assumption is provided in the Results section.

Convergence of the forces and moments in the right rear lug for the W375 load case are plotted in Figures 14a and 14b, respectively. In these figures, the reactions are normalized by the average of the global and local results at the end of the sixth iteration. At the sixth iteration, the difference between the global and local forces is less than 1 kN, and the difference between the corresponding moments is approximately 0.03 kN-m.
VIII. Results

The PFA results are compared with available experimental results for the 1985-certification test (X2/1 and X2/2 specimens) and the 2003-subcomponent (SC) test. In addition, the load case corresponding to W375 is analyzed using the coarse 3D model. Table 2 presents various load cases analyzed and the corresponding models used in the analysis. Note that all of the PFA analyses shown in Table 2 were performed considering both geometric non-linearity and pin-lug contact.

Table 2. Various Load Cases Analyzed and Finite Element Models Used.

<table>
<thead>
<tr>
<th>Finite Element Models</th>
<th>Load Cases Analyzed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X2/1</td>
</tr>
<tr>
<td>Solid-Shell Model</td>
<td>Coarse 3D Model</td>
</tr>
<tr>
<td>1985 Test Model</td>
<td></td>
</tr>
<tr>
<td>SC Test Model</td>
<td></td>
</tr>
<tr>
<td>Layered-Shell Model</td>
<td></td>
</tr>
</tbody>
</table>

A. 1985-Certification Test (X2/2 Specimen)

1. Configuration

As part of the certification process for the composite lugs on the A300-600R aircraft, Airbus developed the certification test configuration shown in Figure 15. In this configuration, a hydraulic piston and lever were used to apply an in-plane load to the lug as shown in Figure 15a. The test specimen was fixed around the perimeter of the skin as shown in Figure 15b, and the constraint due to rib 1 was simulated using the transverse girder shown in Figure 15c. Because all of the loading was in the plane of the specimen, the $M_Y$ at the lug in this test was entirely due to the combination of $F_X$, $F_Z$, and the eccentricity. A boundary condition of $\theta_Y=0$ at the pin is hypothesized and is used in the analysis.

The instrumentation on the X2/2 test specimen consisted of 16 strain gauges as shown in Figure 16. There are two sets of back-to-back rosettes on the tapered portion of the lug immediately above rib 1. Figure 16 illustrates the test apparatus, showing the hydraulic piston and lever, the transverse girder, and the test specimen.

Figure 14. Convergence in Global-Local Analysis (Load Case W375).

Figure 15. 1985-Certification Test Configuration.
1 (gauges 1-12) and four uniaxial gauges along the profile of the lug (gauges 13-16). During the test, all 16 gauges were monitored. The load vs. strain data from all these 16 gauges was available and was used in the PFA validation.

2. Results

Figure 17 shows the strain gauge results obtained from Airbus as open red circle symbols and NASA’s finite element predictions made using the solid-shell model as solid blue lines. Applied load is shown in kN on the ordinate, and measured or predicted strain is shown (in thousands of microstrain) on the abscissa. Because gauges 13 and 16 are located near large changes in stiffness, they are not shown in Figure 17. In general, the predicted values agree very well with the strain gauge results. However, the predicted values do not agree well with strains from gauges 3 and 10. The reasons for these two deviations is unknown. Also, because the location of gauges 14 and 15 through-the-thickness was not known, finite element predictions of strain on the outboard side and stringer side of the lug are shown. These predictions bound the strain gauge results. From this figure, it was concluded that the present PFA represents accurately the behavior of the lug over the complete loading range.

The computed values of $F_{Res}$ (resultant of $F_x$, $F_y$, and $F_z$ force components) and $M_x$ vs. load factor are shown in Figure 18. In Figure 18, the load factor is a non-dimensional scaling factor that is applied to the displacements during the PFA analysis. A load factor of 1.0 corresponds to the displacements produced from a linear analysis. The curve for resultant force ($F_{Res}$) vs. load factor is shown as a solid blue line with open circle symbols and the curve of $M_x$ vs. load factor is shown as a solid red line with open square symbols. The linearly projected values of $M_x$ and $F_{Res}$ are shown as closed diamonds. The failure load from the X2/2 test specimen is shown as a thick horizontal red line. Peak values of $M_x$ and $F_{Res}$ are shown on the graph and in the tabular insert as points A and B, respectively. The load factor for the linear case and points A and B are shown with vertical dashed lines. The $F_{Res}$ at the maximum moment (Point A) agrees extremely well

![Figure 16. Strain Gauges on X2/2 Test Specimen.](image)

![Figure 17. Strain Gauge and Finite Element Results.](image)
with the experimentally determined value for this configuration. The extent of the damage predicted by the PFA in Figure 19 agrees well with that observed during the 1985-certification test shown in Figure 20. Note that Figure 19 is based on superposition of all active failure modes within all ply types at each Gauss point in the model.

### B. 2003-Subcomponent Test

As part of the AA 587 accident investigation, Airbus developed a new certification test configuration to more accurately simulate the load introduction and boundary conditions near the lug. The 2003-subcomponent (SC) test model and the PFA algorithm shown in Figure 8 were used to predict the response of the 2003-subcomponent test specimen with boundary conditions shown in Figure 5b. Because the exact value of the $M_Y$ to be applied was unknown prior to the test, several values were considered as shown in Table 3. Note that in Table 3, because the SC test model is a left rear lug, the loads and moments are mirrored from their corresponding right rear lug load cases (i.e. the sign of $F_X$, $M_X$, $M_Z$, $v$, $\theta_X$, and $\theta_Z$ are reversed). The pin forces in all cases in Table 3 correspond to the full $F_X$, $M_X$ values of 6.67 kN and 6.27 kN-m for cases (D) and (E), respectively. Case (C) was analyzed before the 2003-subcomponent test and corresponds to an $M_Y$ value of 6.537 kN-m. Cases (D) and (E) were analyzed after the subcomponent test. Cases (D) and (E) correspond to the actual $\theta_X$ value of 0.51° applied in the test with 360° friction contact (Y-MPC #1) and 120° friction contact (Y-MPC #2), respectively. Post-test linear analyses gave the $M_Y$ values of 6.67 and 6.27 kN-m for cases (D) and (E), respectively.

Because the PFA is implemented as a displacement- (translation and rotation) controlled process, a linearly projected target value of $M_Y$ based on an assumed linear relationship between applied rotation and the resulting

### Table 3. Pin Moments and Rotations for Subcomponent Test Model (left rear lug).

<table>
<thead>
<tr>
<th>Loading Case</th>
<th>$M_X$</th>
<th>$M_Y$</th>
<th>$\theta_X$</th>
<th>$\theta_Y$</th>
<th>$\theta_Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC Test W375 (C)</td>
<td>+6.537</td>
<td>-1.000</td>
<td>0.487</td>
<td>0.000</td>
<td>-0.065</td>
</tr>
<tr>
<td>SC Test W375 (D)</td>
<td>+6.670</td>
<td>-0.379</td>
<td>0.510</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>SC Test W375 (E)</td>
<td>+6.270</td>
<td>-0.508</td>
<td>0.510</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
surfaces are consistent with the damage surfaces seen of the lug in load case SC.

Constant rotation contributes to an artificial stiffening, largest for load case SC (E) in which an initial value and maximum moment (point A) and maximum were increased proportionally. These later cases (D) and (E) (Figures 21b and 21c). In load case SC (C), the translations and rotations were applied simultaneously and proportionally starting from zero values to develop the $F_{Res}$ and $M_X$ shown in the figures. For load cases SC (D) and (E), $\theta_X$ was applied initially until the desired initial rotation ($\theta_0$) was reached, and then the translations and rotations were increased proportionally. These later cases (D and E) represent more accurately the loading sequence during the 2003-subcomponent test.

While the curves in Figures 21a to 21c show the same general trends, increased values of $M_X$ result in lower values of $F_{Res}$ at failure. Also, larger values of $M_X$ decrease the difference between $F_{Res}$ at peak moment (point A) and maximum $F_{Res}$ (point B). The difference between the values of points A and B is largest for load case SC (E) in which an initial value of $\theta_0$ is applied, and then is held constant. The constant rotation contributes to an artificial stiffening of the lug in load case SC (E) and results in higher peak $F_{Res}$ than for load case SC (C).

The damage predictions for the lug under load case SC (C) at peak moment and peak force are shown in Figures 22a and 22b, respectively. The mode of damage (cleavage type failure) is the same as seen previously in the 1985-certification test. The extent of the damage predicted by the PFA (Figures 22a and 22b) also agrees well with that observed during the SC test shown in Figure 23. These damage surfaces are consistent with the damage surfaces seen in the other cases.

Figure 21. Load and Moment vs. Load Factor.
C. W375 Accident Case PFA Analysis

The forces and moments at the pin and the boundary conditions on the global-local interfaces for W375 accident case were obtained from the global-local analysis. The corresponding pin rotations predicted from global-local analysis are given in Table 4 and are 48% higher than those used in the Airbus 2003-subcomponent test because they represent global rotations and include the effect of the rotation of the fuselage; the boundary conditions during the test did not consider the deformation of the fuselage and corresponded to a fixed condition at the base of the VTP.

The computed values of $F_{Res}$ and $M_X$ vs. load factor are shown for the W375 accident case in Figure 24, using applied translations and rotations resulting from linearly projected load and moment values. The curve for resultant force ($F_{Res}$) vs. load factor is shown as a solid blue line with open circle symbols, and the curve of $M_X$ vs. load factor is shown as a solid red line with open square symbols. The linearly projected values of $M_X$ and $F_{Res}$ are shown as closed diamonds. Peak values of $M_X$ and $F_{Res}$ are shown on the graph and in the tabular insert as points A and B, respectively. Further, the extent of the damage predicted by the PFA for the W375 accident case (Figure 25), again a cleavage type failure, generally agrees with the damage seen in a photograph of the failed AA 587 right rear lug in Figure 26. These damage predictions are similar to those obtained for the 1985-certification test and the 2003-subcomponent test.
IX. Discussion

This section discusses the results and lessons learned during the course of the analysis of the failure of the AA 587 right rear lug.

A. Effect of $M_X$ and $M_Z$ on Experimentally Determined Failure Load

As discussed in the Results section, the moment $M_X$ has a significant effect on the failure loads during the tests. Larger absolute values of $M_X$ result in lower failure loads for the lugs. For example, an observed increase in $M_X$ of 45 percent from the 1985-certification test (Figure 18) to the 2003-subcomponent test (Figure 21c) caused a 17 percent decrease in the failure load. In contrast, the moment $M_Z$ was determined to have a marginal effect on the failure load.

B. Failure Modes

The classical failure modes of a bolted joint are bearing failure, net tension failure, and shear-out failure. In addition to these three classical modes of failure, a failure identified as cleavage failure is also common [Camanho and Matthews, 1999]. The progressive failure analysis showed that the right rear lug failures are very similar to the cleavage type, but do not show separation of the failed piece from the remainder of the lug. Ideally, the progressive failure analysis of a lug should reproduce the entire sequence of failure events and should end with an analysis result exhibiting the same fracture surfaces as those on the failed part. However, several issues in the analysis make the determination of the fracture sequence difficult. The first issue pertains to the convergence of the numerical solution. Once the ultimate strength of the lug is exceeded, the lug is no longer in equilibrium and the numerical procedure fails to yield a converged solution. Secondly, models assume that all the applied loads and boundary displacements are incremented proportionally to each other during the analysis. The proportionality is a reasonable assumption until the ultimate strength is exceeded. After the peak force, the stiffness of the lug changes dramatically, and the assumption of load proportionality is no longer valid. Finally, damage is modeled as a softening of the material continuum rather than as a stress free surface or crack. Consequently, fracture surfaces that are plainly observable in the failed part are not as clearly represented in the model.

C. Test and Accident Case Comparisons

Figures 27 and 28 compare the failure loads and $M_X$ variation predicting with the solid-shell model and PFA for the three cases: the 1985-certification test, 2003-subcomponent (SC) test, and the W375 accident condition. The stiffnesses of the lug (represented by the slope of the $F_{cred}$ vs. Load Factor curve in Figure 27) for the three cases and the maximum moment $M_X$ (Figure 28) for the SC test and the W375 accident case agree very well.

The failure loads (Figure 29) and the damage regions (Figure 30) obtained using the solid-shell model and PFA for the three cases are compared in these figures. The failure loads for the 1985-certification test and the 2003-subcomponent test are included in Figure 29. Table 5 presents the individual load components in the lug at failure.
for the 2003-subcomponent test and W375 accident condition. The experimentally determined failure loads agree very well with the PFA predicted values, thus validating the present PFA methodology for the lug configuration. Further, all three configurations showed cleavage type failures. The failure load for the lug for the W375 accident condition (925 kN) is greater than 1.98 times the limit load (467 kN) [Hilgers and Winkler, 2003].

Table 5. Load Components (Normalized by Limit Load) in the Lug at Failure.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>$F_X$</th>
<th>$F_Y$</th>
<th>$F_Z$</th>
<th>$F_{Res}$</th>
<th>$M_X$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC Analysis (PFA)</td>
<td>-374.8</td>
<td>-40.39</td>
<td>-812.7</td>
<td>895.9</td>
<td>-5.04</td>
</tr>
<tr>
<td>2003-Subcomponent Test</td>
<td>-381.6</td>
<td>-39.10</td>
<td>-822.5</td>
<td>907.0</td>
<td>Not measured</td>
</tr>
<tr>
<td>W375 Analysis (PFA)</td>
<td>-359.9</td>
<td>-40.35</td>
<td>-851.5</td>
<td>925.3</td>
<td>-5.41</td>
</tr>
</tbody>
</table>
X. Concluding Remarks

An analysis of the failure of the composite vertical tail of the American Airlines Flight 587 - Airbus A300-600R was performed as part of the National Transportation Safety Board’s failure investigation of the accident that occurred on November 12, 2001. Two structural analysis teams, the global analysis team and the detailed lug analysis team, analyzed the vertical tail. The global analysis team evaluated the loads on each of the six lugs that attach the tail to the aluminum fuselage and determined that the right rear lug carried the largest loads compared to the design allowable. The detailed lug analysis team developed and verified user defined material and user field algorithms within the ABAQUS general-purpose finite element code. The team then performed progressive failure analyses (PFA) to predict the failure of the right rear composite lug. A global-local connection procedure was developed and validated to ensure the satisfaction of the continuity of displacements and reciprocity of tractions across the global-local interfaces and connection regions.

The right rear lug, including the neighboring fin region near the rear spar, was analyzed using two modeling approaches. In the first approach, solid-shell type modeling was used, and in the second approach, layered-shell type modeling was used. To validate the models, the solid-shell and the layered-shell modeling approaches were used in conjunction with the PFA to determine the load, mode, and location of failure in the right rear lug under loading representative of a certification test conducted by Airbus in 1985 (1985-certification test). Both analyses were in excellent agreement with each other and with the experimentally determined failure loads, failure mode, and location of failure. The solid-shell type modeling was then used to analyze a subcomponent test conducted by Airbus in 2003 as part of the failure investigation (2003-subcomponent test). Excellent agreement was observed between the PFA analyses and the experimentally determined results from the 2003-subcomponent test. Excellent agreement was also observed between the analyses of the 2003-subcomponent test and the accident condition.

From the analyses conducted and presented in this report, the following conclusions were drawn:

- The moment, $M_X$ (moment about the fuselage longitudinal axis) had significant effect on the failure load of the lugs. Higher absolute values of $M_X$ give lower failure loads. For example, an observed increase in $M_X$ of 45 percent from the 1985-certification test to the 2003-subcomponent test caused a 17 percent decrease in the failure load. Therefore, to properly test a lug under a loading condition that is representative of the flight loads, it is important to apply to the lug an accurate moment, $M_X$. The predicted load, mode, and location of the failure of the 1985-certification test, 2003-subcomponent test and the accident condition were in very good agreement. This similarity in results suggests that the 1985-certification and 2003-subcomponent tests represented the accident condition accurately.

- The failure mode of the right rear lug for the 1985-certification test, 2003-subcomponent test, and the accident load case was identified as a cleavage-type failure.

- For the accident case, the predicted failure load for the right rear lug from the PFA and solid-shell models was greater than 1.98 times the limit load of the lugs.
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