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Annually, farmers in southern Africa manage their land resources and prepare their fields for cultivation by burning crop residual debris, with a peak in the burning season occurring during August and September. The emissions from these fires in southern Africa are among the greatest from fires worldwide, and the gases and aerosol particles produced adversely affect air quality large distances from their source regions, and can even be tracked in satellite imagery as they cross the Atlantic and Pacific Ocean basins. During August and September 2000 an international group of researchers participating in the Southern African Regional Science Initiate field experiment (SAFARI 2000) made extensive ground-based, airborne, and satellite measurements of these gases and aerosols in order to quantify their amounts and effects on Earth’s atmosphere.

In this study we interpreted the measurements of smoke aerosol particles made during SAFARI 2000 in order to better represent these particles in a numerical model simulating their transport and fate. Typically, smoke aerosols emitted from fires are concentrated by mass in particles about 0.3 micrometers in diameter (1,000,000 micrometers = 1 meter, about 3 feet); for comparison, the thickness of a human hair is about 50 micrometers, almost 200 times as great. Because of the size of these particles, at the surface they can be easily inhaled into the lungs, and in high concentrations have deleterious health effects on humans. Additionally, these particles reflect and absorb sunlight, impacting both visibility and the balance of sunlight reaching Earth’s surface, and ultimately play a role in modulating Earth’s climate.

Because of these important effects, it is important that numerical models used to estimate Earth’s climate response to changes in atmospheric composition accurately represent the quantity and evolution of smoke particles. In our model, called the Community Aerosol and Radiation Model for Atmospheres (CARMA) we used estimates of smoke emissions based on field studies and observations made with the NASA Terra and TRMM satellites. The meteorology used to calculate the transport was based on an assimilation of observed meteorological conditions provided by the National Center for Atmospheric Research. Our model was able to simulate much of the observed day-to-day variability in the smoke aerosol loading observed over the continent by the NASA AERONET network of ground-based sun photometers, suggesting that the observed variability is due more to meteorology than to day-to-day variability in emissions. We compared the simulated vertical profile of smoke concentrations with measurements made with NASA ground-based (MPLNet) and airborne lidars (Cloud Physics Lidar) and the NASA Ames
Airborne Tracking Sun Photometer and found that to a good approximation the smoke aerosols are emitted in a well-mixed layer near the Earth’s surface called the planetary boundary layer. Because of the relative geographic sparseness of the AERONET, MPLNet, and airborne observations, it is important to also look at the observations made from satellites. Here we looked at observations of the smoke plumes made with the NASA MODIS, MISR, and TOMS satellite instruments, all of which provide important information about the quantity and distribution of aerosols present. These satellite instruments see the aerosols in somewhat complimentary ways, and we found important differences in their observed aerosol amounts, particularly over land, which highlights the difficulty in making these measurements. Overall, CARMA compared well with the observations available and we were able to constrain some of the parameters needed to accurately simulate the evolution of the optical properties of smoke aerosols as they are transported over long distances.
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Abstract

This study investigates the transport and optical properties of southern African biomass burning aerosols using an offline three-dimensional aerosol microphysical and transport model. Here we use Sun-photometer retrieved particle size distributions and monthly mean, satellite derived smoke emissions as input parameters in our model. We find that using these observations in our model allow us to reproduce the measured optical properties of smoke aerosols collected during the Southern African Regional Science Initiative campaign (SAFARI 2000). In particular, we find similar day-to-day oscillations in the simulated aerosol optical thickness (AOT) relative to AERONET measurements, suggesting that variations in aerosol loading are controlled more by transport processes than fluctuations in aerosol emissions. On a monthly basis, the model and observations from the MODIS, MISR, and EP-TOMS show that the dominant transport of smoke during September 2000 was westward towards the Atlantic Ocean. However, the observations show higher AOT values over the ocean than the model. These higher values observed by the satellites may be from the contribution of other aerosols or the condensation of gases onto the smoke, which are not simulated in this study. These higher values may also be a result of poor single scattering assumptions and/or the contamination of sub-pixel clouds in the satellite retrievals. At locations over Africa, we find discrepancies in AOT comparisons among the model and satellites which limits our ability in determining the performance of our model. We also suggest strategies for improving the treatment of particle size distributions of smoke aerosols in microphysical models.
Index Terms: 0305 Atmospheric Composition and Structure: Aerosols and Particles; 0312 Atmospheric Composition and Structure: Air/sea constituent fluxes; 0322 Atmospheric Composition and Structure: Constituent sources and sinks; 0368 Atmospheric Composition and Structure: Troposphere – Constituent transport and chemistry; 9305 Geographic Location: Africa; Keywords: biomass burning smoke aerosols, transport model, biomass burning smoke aerosol sources, smoke removal mechanisms.
Biomass burning is a significant regional and global source of aerosols and trace gases [Crutzen and Andreae, 1990; Hao et al., 1990; Andreae, 1993]. The aerosols from both natural and anthropogenic burning of vegetation impact atmospheric chemistry, the radiation budget, air quality, and carbon cycling in ecosystems. It is now well known that biomass burning fires emit large amounts of carbon dioxide (CO₂), carbon monoxide (CO), nitrogen oxides (NOₓ), methane (CH₄), nonmethane hydrocarbons (NMHC), oxygenated volatile organic compounds (OVOC), and reduced nitrogen-containing species (i.e., ammonia (NH₃) and hydrogen cyanide (HCN)) [Crutzen and Andreae, 1990 and Yokelson et al., 1996]. Some of these gases contribute to the greenhouse effect or are involved in photochemical processes that will generate greenhouse gases. In particular, biomass burning produces large amounts of CO (300 to 700 Tg(CO) yr⁻¹) and NOₓ (~8 Tg(N) yr⁻¹), which are important precursors to the production of tropospheric ozone (O₃) [Seinfeld and Pandis, 1998]. Aerosols produced from biomass burning also influence the radiative properties of the atmosphere. Directly, biomass burning aerosols affect the radiation budget by scattering and absorbing shortwave (solar) radiation. Indirectly, these aerosols can serve as effective cloud condensation nuclei (CCN) at supersaturations greater than 0.5% which leads to the modification of cloud properties [Warner and Twomey, 1969]. IPCC [2001] provided a summary estimate that the global mean radiative forcing due to biomass burning aerosols is ~0.2 W m⁻² with an uncertainty as large as a factor of 3 and a “very low” level of scientific understanding. Additionally, satellites often observe smoke plumes being transported over intercontinental and continental scales, thereby degrading visibility not only at the smoke source but also downwind of the smoke source [Pósfai et al., 2003; Stein et al., 2003]. In particular, the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) observed a significant smoke
event, now referred to as the “River of Smoke,” [Annegarn et al. 2002] where aerosols from biomass burning was transported over southern Africa and the Indian Ocean on 4 September 2000 as illustrated in Figure 1a.

Central and southern Africa experiences the most extensive biomass burning in the world [Scholes & Andreae, 2000]. It is estimated that approximately 49% of atmospheric carbon produced by fires worldwide comes from the savanna fires of Africa [Dwyer et al., 2000; Scholes & Andreae, 2000] with emissions ranging from 80 to 785 Tg(C) yr\(^{-1}\) [Scholes et al., 1996, Barbosa et al., 1999; van der Weij et al., 2003]. There have been substantial scientific efforts at estimating smoke emissions, however the components (i.e., burned area, fuel loading, and combustion factors) used to calculate the emissions are highly uncertain producing values that fall within a large range.

The Southern African Regional Science Initiative campaign (SAFARI 2000) was an international scientific campaign to study land-atmosphere interactions in southern Africa during the wet season in 1999 and the dry season in 2000 [Swap et al., 2003]. One of the main objectives of SAFARI 2000 was the characterization and quantification of regional emission sources from savanna burning using surface, aircraft, and remote sensing measurements of aerosol chemical composition, vertical distributions, refractive indices and particle size distributions. During the early part of the dry season in August, these fires were prescribed as a land management tool. The burning of wet soils at the beginning of the dry season produces low fire intensities, which result in limited vegetation consumption and limited damage to the soil. Farmers burn extensively in the early dry season to achieve rapid nutrient release prior to the new growing season and to stimulate regrowth of palatable grasses for their cattle. Early burning is also used in national parks as a preventative measure against late dry season fires, which tend
to be more intense and destructive. The estimated mean fire size, maximum fire size, and total
burned area over Africa during the SAFARI 2000 campaign were 7.83 km², 1458 km², and
95,962 km², respectively [Hély et al., 2003].

This paper focuses on modeling the transport and optical properties of biomass burning
aerosols over continental Africa during SAFARI 2000. The optical properties investigated here
include aerosol optical thickness (AOT), Ångström exponent (α), single scattering albedo (SSA)
and vertical extinction profiles. Our first goal in this study is to determine suitable assumptions
about aerosol emissions, injection altitudes, and initial particle size distributions that reproduce
the observed optical properties of biomass burning aerosols. Our second goal is to better
understand the microphysics needed to accurately simulate biomass burning aerosol properties.
We conducted several simulations to investigate the model’s sensitivity to: the timing and
altitude of the smoke emissions; the transport of a particle size distribution; microphysical
processes; removal schemes; and smoke optics. These sensitivity tests will aid us in
understanding the parameters that control our model results.

Below, section 2 describes our model and input parameters used to simulate the biomass
burning aerosols in our base simulation. Section 3 presents the results from our base simulation
and sensitivity tests, and compares the results to observations made during SAFARI 2000. Lastly
in section 4, we conclude with a discussion of the current ability to successfully model biomass
burning aerosols produced from savanna fires over continental Africa.

2. Model Description

2.1 Dynamical Component
Our model is driven by meteorological fields derived from the National Center for Atmospheric Research (NCAR) Model for Atmospheric Transport and Chemistry (MATCH) [Rasch et al., 1997]. MATCH is an offline chemical transport model that uses wind, temperature, and pressure fields provided by the National Center for Environmental Prediction (NCEP) reanalysis package (NCEP/NCAR reanalyses [Kalnay et al., 1996]) and the physical parameterizations from the NCAR Community Climate Model version 3 (CCM3) [Kiehl et al., 1996]. The NCEP/NCAR reanalyses are gridded at T63 horizontal resolution (approximately 1.875° x 1.875°) with 28 vertical sigma layers extending from the surface to approximately 35 km, and are available each day at 0000, 0600, 1200, and 1800 UTC. MATCH is run with half-hour timesteps, and the input fields are linearly interpolated to the current timestep. At each timestep MATCH employs the CCM3 physics to diagnose fields required to compute planetary boundary layer transport, convective mixing, and cloud and precipitation fields. We archive these fields every six hours for use in our aerosol microphysics and transport model. More details of our use of the MATCH derived fields are discussed in Colarco et al. [2003a].

2.2 Aerosol Transport Component

The global dynamical fields generated by MATCH are imported into our aerosol microphysical, transport, and radiation model, which is a version of the Community Aerosol and Radiation Model for Atmospheres (CARMA) developed at NASA Ames Research Center and the University of Colorado [Toon et al., 1988; Ackerman et al., 1995]. CARMA and MATCH have been previously applied to three-dimensional simulations of the transport and evolution of dust and carbonaceous aerosols [Westphal et al. [1991]; Colarco et al., 2002; 2003a, b; 2004].
CARMA is a bin-resolving microphysical model that solves the aerosol continuity equation for source, transport, removal and transformation processes. The particle size distribution in CARMA is treated using a number of discrete bins distributed in radius space. In this study, the injected aerosols are distributed across 16 size bins spaced logarithmically between 0.01 µm and 10 µm radius sizes. For the smoke injection, we use a bimodal lognormal distribution based on observations (see section 2.6 and Figure 2). Additionally, only smoke aerosols are transported in the model (i.e., no dust or sea salt aerosols). The model can include all basic microphysical processes affecting aerosols; however in this study we only consider advection by winds, sedimentation, dry deposition, wet removal, coagulation, and prescribed aerosol sources. These processes are described in Colarco et al. [2003a]. Briefly, the advective and diffusive transports are solved using a mixed form of a numerically accurate, highly non-diffusive piecewise polynomial algorithm [Collela and Woodward, 1984] and a semi-lagrangian transport step following Lin and Rood [1996]. Particle transport by sedimentation and dry deposition are incorporated into the vertical transport component through fall velocities and deposition velocities, respectively. The fall velocity is computed for each size bin following the treatment by Pruppacher and Klett [1997]. The surface layer dry deposition velocity is calculated with a two-layer dry deposition model which accounts for sedimentation, molecular diffusion, and turbulent deposition across the lowest model layer [Shao, 2000]. CARMA’s size-dependent, wet removal (scavenging by precipitation) parameterization uses the cloud and precipitation fields calculated in MATCH and is treated as a first order loss process as described by Barth et al. [2000]. The coagulation of the smoke aerosols is treated via Brownian motion. Here, our coagulation algorithm preserves the total aerosol volume but decreases the number concentration of particles as small particles stick together. In general, coagulation modifies the
particle size distribution by increasing the mean radius of the particle size distribution at a rate approximately proportional to the air temperature, the square of the particle number concentration, and the inverse of the particle radius.

For this study, CARMA is run at the same temporal and spatial resolution as MATCH, but on a limited area grid (180°W to 180°E and approximately 15°N to 60°S). The model is run for a number of simulations in order to test sensitivity to various parameterizations of sources and transport processes. The input smoke sources are calculated off-line, and are described in the next section. CARMA is driven for the period of August and September 2000 with half-hour timesteps. Here, the 6-hr input fields from MATCH are linearly interpolated to the desired timestep in CARMA. We include August to allow a 30-day spin-up time for aerosols in the model, and analyze only the September results.

2.3 Smoke Source Component

In this study, we are interested in testing how our modeled smoke fields compare to observations relatively near fire sources. The aerosol emissions used in the model were interpolated from the Global Fire Emissions Database (GFED), which provides a global 1° x 1° gridded monthly mean map of fire carbon consumption for the period January 1997 to December 2002 [van der Werf et al., 2003]. The carbon consumed was constructed using the Tropical Rainfall Measuring Mission (TRMM) satellite and Visible Infrared Scanner (VIRS) hot spot data [Giglio et al., 2002], Moderate Resolution Imaging Spectroradiometer (MODIS) burned area information [Kaufman et al., 2003], and a spatially dependent relationship between fire counts and biomass consumed developed from the Carnegie- Ames-Stanford Approach (CASA) biogeochemical model. To convert carbon consumed due to fires into aerosol emissions for our
model we assumed an emission factor of 10.0 g Total Particulate Matter (TPM) per kg of Dry Mass (DM) [Sinha et al., 2003], which is representative of savanna and grassland vegetation in Africa assuming 45% of the DM burned was carbon [Andreae and Merlet, 2001]. The smoke emissions are sensitive to the emission factor, and there are uncertainties in the GFED dataset particularly with relation to the burned area estimates [van der Werf et al., 2003]. However, sensitivity simulations with other emission datasets (e.g., Korontzi et al. [2003], not shown) yield qualitatively similar spatial distributions of the smoke sources. We also assumed the fires emitted aerosol at the same rate each day. Over the approximately hemispheric domain of the model, the total aerosol emissions are about 4.52 Tg in August and 7.92 Tg in September, where approximately 2.14 Tg and 3.51 Tg of the total emissions were produced over Africa in August and September, respectively. Figure 3 shows the spatial distribution of aerosol emissions interpolated to our model grid over Africa for September 2000, and the African locations analyzed in this paper.

2.4 Smoke Optical Property Calculations

We calculated the AOT, SSA, Ångström exponent, and vertical extinction profile of our simulated smoke aerosol distributions using Mie theory [Wiscombe, 1979]. We represent the aerosols as spherical “smoke” particles, making no assumptions about their composition except their density (1.35 g cm\(^{-3}\) [Reid and Hobbs, 1998]) and their refractive index. We are not aware of any data suggesting that the SAFARI aerosols were external mixtures, so our approach is consistent with treating the aerosols as internal mixtures of absorbing and non-absorbing components. For simplicity, we selected a wavelength independent refractive index. The refractive index selected for the optical property calculations represents the mean complex
refractive index of days dominated by smoke aerosols at Ndola, Zambia for the month of September 2000 as retrieved by the Aerosol Robotic Network (AERONET) [Holben et al., 1998] Sun-photometers (see Table 1 and Section 3.1.1 below). Our criterion for classifying smoke dominated days was based on an analysis of the AERONET climatology of cloud-screened, quality assured aerosol optical thickness for southern African observations. Here we found that the monthly mean AOT at 500 nm [AOT_{500}] exceeded 0.3 during months dominated by biomass burning emissions. Accordingly, when the daily average of AERONET observations show AOT_{500} greater than 0.3, the day is classified as smoke dominated. Additionally, the humidification of the smoke aerosols was treated in the optical property calculations following a parameterization described by Magi and Hobbs [2003].

2.5 Base Model Description

The input parameters used in our base model are summarized in Table 1. In our base simulation, we assume the smoke particles have a lognormal size distribution using number fractions (Nf), geometric median radii (rN), and standard deviations (σ) retrieved by an AERONET almucantar scan [Dubovik et al., 2000] at Ndola, Zambia on 16 September 2000 (see location in Figure 3 and details in Table 1). We selected this particular particle size distribution because of the site’s proximity to emission sources and because it has the highest daily mean AOT_{500} of all the study sites in the smoke region during September 2000. This high optical depth suggests that it was dominated by locally generated smoke aerosols. Figure 2 (solid black line) presents the vertically column-integrated volume size distribution [\mu m^3/\mu m^2] used in the base model. It is not clear that the AERONET particle size distribution selected here represents young smoke (i.e., less than 3 minutes old [Haywood et al., 2003]). Rather, it is likely more
representative of a mixture of young and moderately aged smoke, as well as contributions from other aerosols (e.g., dust), existing in different layers in the atmosphere. We find that a volume size distribution fit to parameters representative of young smoke (Haywood et al. [2003], grey dashed line in Figure 2) has a narrower fine mode volume size distribution than the AERONET retrieval, which suggests that the size distribution selected for our base model may not be representative of only young smoke. On the other hand, the coarseness of our model’s spatial and temporal resolution prohibits a detailed treatment of truly fresh smoke aerosols. Therefore, the proximity of the Ndola site to emission regions suggests that this site provides a reasonable compromise between young and aged hazes at a scale our model can reasonably simulate.

Eck et al. [2003] observed significant diurnal variability in AOT$_{500}$ over six sites in Zambia (Mongu, Ndola, Senanga, Mwinilunga, Zambezi, Solwezi) with a minimum AOT$_{500}$ at 0900 UTC and maximum at 1500 UTC. For southern Africa, the TRMM satellite, which makes two overpasses every two days at the equator, also indicated a strong diurnal cycle in fire counts in August and September with a maximum number of fires occurring approximately 3 hours after local solar noon [Giglio et al., 2003]. To represent a diurnal cycle in our base model, the aerosol emissions are concentrated during a 12-hour period between 0600 and 1800 UTC. Additionally, the smoke emissions are mixed throughout the depth of the planetary boundary layer to account for the convection and buoyancy associated with the heat and moisture in the fires [Lioussse et al., 1996; Lavoué et al., 2000]. The smoke emissions were evenly distributed between the surface model layer and model layer associated with the top of the planetary boundary layer (PBL) reported by MATCH. On average, the MATCH planetary boundary layer height (PBLH) at the six study sites was lowest between 0000 and 0600 UTC, with heights at approximately 0.3 km,
and peaked at 1200 UTC. The peak height of the MATCH PBL ranged between 1.5 km and 3.7 km.

3. Model Results and Discussion

The simulated optical properties are compared to satellite, aircraft and ground-based measurements made over southern Africa during September 2000. For this study, the model results are compared to data at six locations: Etosha Pan, Namibia; Inhaca, Mozambique; Mongu, Zambia; Ndola, Zambia; Senanga, Zambia; and Skukuza, South Africa (Figure 3). These locations were selected based on the amount of available data obtained during the SAFARI 2000 campaign and their proximity to aerosol source regions.

In section 3.1, we compare the results from the base model to observations made during SAFARI 2000, and discuss how well the initial input parameters used in our base model represent the aerosol distributions near the smoke source regions. Section 3.2 presents the results from a series of sensitivity tests to understand the influence the smoke source function and microphysical processes have on the model results.

3.1 Results – Base Model

3.1.1 Comparisons to Ground-Based Optical Measurements from AERONET

During SAFARI 2000, there were 17 Sun-sky photometer sites active in southern Africa as part of the globally distributed, federated Aerosol Robotic Network (AERONET) [Holben et al., 1998]. The standardized AERONET instrumentation measures the direct solar beam transmission to determine the column-integrated AOT, and additionally retrieves water vapor, aerosol particle size distributions, and aerosol single-scattering albedo [Holben et al., 1998;
Dubovik et al., 2000]. In this study, we are using level 2.0 cloud-screened quality-assured data.

[Smirnov et al., 2000]. The estimated uncertainty in AOT ranges between +0.010 and +0.021,

which is spectrally dependent with higher errors in the UV [Eck et al., 1999]. The uncertainty in

SSA is estimated to be ±0.03. The expected accuracy in the column-integrated volume size

distributions are approximately 15-25% for radius sizes between 0.1 μm and 7 μm and 25-100%

(or less than 10% of dV/d(ln r) in maximum) for sizes less than 0.1 μm and greater than 7 μm

[Eck et al., 1999; Dubovik et al., 2000].

Figure 4 presents AERONET and simulated AOT500 for each day in September 2000 at

the six African study sites noted above. We point out that the AERONET measurements are

essentially point measurements, while the resolution of our model grid box is approximately 200

km x 200 km. To make the model and measurements more comparable, we show all the

retrivals made by AERONET (asterisks) in a single day and the daily mean AOT500 simulated

by the model. The solid line represents the results from the base model, and the dashed line

represents the results from a simulation where we generated variable emissions on a daily basis

(see Section 3.2). Qualitatively, we find that simulated AOT500 falls within the daily range of

AERONET retrievals on most days, and illustrates a similar temporal variation. The day-to-day

fluctuations in the simulated AOT500 are remarkable given the fact that the emissions used in the

model are released at a constant rate for the month of September. This suggests that the

oscillations in the simulated AOT500 are controlled more by the variability in the meteorological

conditions then the temporal and spatial variations in the fire activity. This has also been

observed by Myhre et al. [2003]. On days when the model does not agree with AERONET, the

model is generally underestimating the daily mean AOT500. However, at Etosha Pan we do find

that the model overestimates the daily mean in the latter half of the month.
We also find that the timing and magnitude in the simulated AOT\textsubscript{500} compares better to AERONET at Etosha Pan, Inhaca, Ndola, and Skukuza than at Mongu and Senanga. Although the model AOT\textsubscript{500} does not correlate well with the AERONET observations at Mongu and Senanga, it is interesting to note that the model AOT\textsubscript{500} at Mongu is well correlated with the model AOT at Senanga. This is not necessarily surprising since the two sites are within a couple of hundred kilometers of each other (i.e., adjacent grid cells). However, the fact that the AERONET observations at the two sites are also well correlated with each other suggests that the aerosol loading at both locations is affected by dynamical and emission processes happening on synoptic rather than local scales. MODIS (AOT\textsubscript{550}) retrievals from 4 – 6 September and 15 – 17 September (not shown) confirm the large-scale aerosol loading, where it shows AOT\textsubscript{550} values greater than 1.0, presumably associated with biomass burning, over a large portion of Zambia which encompasses both of these sites. Comparing the MODIS observations on these days to the model results (not shown) reveals that the model has the plume in the correct location during the 4 – 6 September but underestimates the AOT relative to MODIS. However during the 15 – 17 September, the model plume is placed too far south relative to MODIS, thereby causing poor correlations between the model and AERONET during this period. These results suggest a problem with the model dynamics during this period, although it does not rule out that there may be a major and perhaps episodic aerosol source not in the GFED dataset.

Figures 5 – 7 present scatterplots of simulated and AERONET daily mean AOT\textsubscript{500}, SSA\textsubscript{440}, and Ångström exponent [$\alpha$\textsubscript{440/870}] on smoke dominated days at all six study sites, respectively. The correlation coefficient (R) and the equation of the line of best fit are also reported in each scatterplot. Although the model AOT is well correlated with the AERONET observations (R=0.78, Figure 5), we find that the model underestimates the daily AOT\textsubscript{500} by up
to a factor of 2 when AERONET retrievals are greater than 1.0. This may be a result of spatially
small, dense aerosol plumes observed by AERONET which cannot be resolved in our model.
When we discard the AERONET observations greater than 1.0, we find that the correlation
coefficient increases to 0.81 and the slope of line of best fit is closer to 1 (slope = 0.80). In the
comparisons of daily SSA_{440} and Ångström exponent, we find that the model results do not show
as much variability as the AERONET retrievals (Figures 6 and 7, respectively). Here the
simulated SSA_{440} ranges between 0.85 and 0.90, where the AERONET retrievals range between
0.85 and 0.95. Given the large uncertainty in the AERONET SSA retrievals (i.e., ±0.03 and
represented by single bar at top-left corner of Figure 6), the model is within the measurement
error for SSA. The simulated Ångström exponent ranges between 1.70 and 1.95, where the
AERONET retrievals range between 1.40 and 2.10. This difference suggests that our model is
not capturing the variability in the size distribution correctly. The model results may be
improved if we consider the condensation of gases onto the smoke aerosols, and the contribution
from other aerosol species that exist at these study sites (i.e., Aeolian dust, sea salt, and fossil
fuel combustion). The model’s sensitivity to initial size distribution will be discussed further in
section 3.2.
Figures 8 and 9 compare the monthly mean spectral dependence of AOT and SSA (i.e.,
how AOT and SSA changes with wavelength) of smoke dominated days for September 2000,
respectively. The asterisks connected with a dashed line represent the AERONET data and the
solid line represents the results from the base model. For the remaining portion of this paper, we
only discuss the results from Ndola and Inhaca since we find similar results at the other sites.
Etosha Pan, Mongu, and Senanga comparisons are similar to the results found at Ndola, while
the Skukuza comparison is similar to the results found at Inhaca. At Inhaca and Ndola, we find
that the mean wavelength dependence of AOT simulated by the base model is similar to the
wavelength dependence retrieved by AERONET. The maximum difference between the model
and AERONET monthly mean AOT at all measured wavelengths is approximately 30% at both
sites. We find that the simulated wavelength dependence of SSA is comparable to AERONET at
Ndola but not at Inhaca. At Inhaca, we find that the simulated monthly mean SSA is within the
uncertainty of the AERONET retrievals at wavelengths less than 870 nm. However, at
wavelengths greater than 870 nm, the model overestimates the absorption by approximately
50%. Again, this suggests that our model is not capturing the variability in the size distribution
and/or refractive index correctly. Also note that the SSA is wavelength dependent. Here we find
that it is larger at shorter wavelengths for both the model and the data despite the refractive index
for the model being assumed to be wavelength independent. Further investigations of wavelength
independent and dependent refractive indices are discussed in section 3.2.

The spectral dependence of the AOT lends important insight into the size distribution of
particles being considered. Using AERONET data, Eck et al. [1999] characterized the spectral
properties of African and South American biomass burning aerosols. A typical method of
inferring particle size information from Sun-photometer observations is to compute the
Ångström exponent (\(\alpha\)), which requires the AOT retrieval at two wavelengths (see Eck et al.
[1999], equation 2) and represents the first derivative of the variability of \(\log_e(AOT)\) versus
\(\log_e(\text{wavelength})\). As defined, Ångström exponent values near 2.0 correspond to measurements
that are dominated by small-sized particles (i.e., smoke aerosols), while values near 1.0
correspond to large-sized particles (i.e., dust and sea salt). Since the major contribution to AOT
for biomass burning is from sub-micron, accumulation mode size particles, Eck et al. [1999]
recommend that the Ångström exponent be computed from shorter wavelength pairs which have
much greater sensitivity to accumulation mode size particles than from longer wavelength pairs.

To acquire information about the relative contributions of the accumulation and coarse mode particles to the total AOT, Eck et al. [1999] also recommend computing a curvature term ($\alpha'$) which provides information on the second derivative of the $\log_e(\text{AOT})$ versus $\log_e(\text{wavelength})$ relationship. As defined in Eck et al. [1999], equation 8, larger (positive) values of the curvature term indicate relatively larger contributions of accumulation mode versus coarse mode particles to the total AOT. For biomass burning aerosols in Mongu, Zambia, Eck et al. [1999] find $\alpha = 1.21$ for the 380 nm and 440 nm wavelength pair and a curvature value of $\alpha' = 1.24$.

Table 2 lists the monthly mean AOT_{500}, $\alpha_{380/440}$, $\alpha'$, SSA_{440}, SSA_{670}, SSA_{870}, and SSA_{1020} of smoke dominated days at Inhaca and Ndola. To compute the derivative of the Ångström exponent ($\alpha'$), we used wavelengths at 380, 500, and 870 nm. The AERONET observations at both locations show similar Ångström exponent values, which for this short-wavelength pair indicate similar fine mode sizes, but very different curvature values. The slightly lower Ångström exponent and much lower curvature value at Inhaca relative to Ndola is consistent with the known contribution of coarse mode aerosols at this location [Eck et al., 1999], while the Ndola observations are more consistent with a biomass burning dominated site. The base model results at both locations are similar to each other, and the model agrees reasonably well with the observations at Ndola, but underestimates the coarse mode contribution to the AOT at Inhaca. The fact that the model underestimates the coarse mode contribution to AOT at Inhaca is not surprising since we are not simulating the sea salt and dust aerosols, which is likely to explain the observations. As shown in Figure 9 and reported in Table 2, the model is slightly less absorbing at Ndola and slightly more absorbing at Inhaca compared to AERONET. However, the model SSA is within the uncertainty of the AERONET retrieval error bars at all wavelength.
retrievals, except for the 1020 nm wavelength retrieval at Inhaca. The 1020 nm retrieval may be understood as due to the coarse mode aerosols explained above.

3.1.2 Comparisons of Vertical Extinction Profiles from Airborne and Ground-Based Measurements

During SAFARI 2000, the NASA 14-channel Ames Airborne Tracking Sun-photometer (AATS-14) was operated aboard the University of Washington’s Convair-580 research aircraft [Schmid et al., 2003]. The AATS-14 made measurements of smoke originating from flaming grass fires occurring at several locations in central and southern Africa. The AATS-14 measured the transmission of the direct solar beam for 14 discrete wavelengths from 354 nm to 1557 nm from which the spectral AOT can be derived. In general, the AATS-14 profiles showed that most or all of the aerosols were below 4 km with extinctions at 525 nm as large as 0.35 km$^{-1}$ during the SAFRI 2000 campaign [Schmid et al., 2003]. Depending on synoptic conditions, some profiles showed multiple-layers, where an aerosol layer would be present between the surface and approximately 1.5 km and an additional layer between 2 km and 4 km [Schmid et al., 2003].

The Cloud Physics Lidar (CPL) also made measurements during the SAFARI 2000 campaign. The CPL was built for use on the NASA ER-2 high-altitude aircraft. This instrument provides information on cloud height and structure as well as aerosol optical thickness, and operates simultaneously at 3 wavelengths: 355 nm, 532 nm, and 1064 nm [McGill et al., 2003]. The CPL fundamentally measures range-resolved profiles of volume 180-degree backscatter coefficients, with a vertical resolution fixed at 30 m. During SAFARI 2000, the CPL profiles showed that most of the aerosols were below 4 km with extinctions at 532 nm as large as 0.8 km$^{-1}$ [McGill et al., 2003].
The Micro-Pulse Lidar (MPL) was also operational during the SAFARI 2000 campaign [Spinhirne et al., 1995]. The MPL is a single channel (523 nm), autonomous, eye-safe lidar system originally developed at the NASA Goddard Space Flight Center. Several instruments are collocated with AERONET Sun-sky radiometers as part of a global lidar network (MPLNET, Welton et al., [2001]). The MPL is used to determine the vertical structure of clouds and aerosols to produce optical properties, such as extinction and optical depth profiles of the clouds and aerosols. The MPL profiles at multiple African locations generally showed most of the aerosols below 4 km with extinctions at 523 nm as large as 0.3 km\(^{-1}\).

Figure 10 compares the simulated mean vertical extinction profiles at 525 nm to measurements collected by the AATS-14 and CPL at comparable wavelengths (i.e., CPL at 532 nm) at Mongu and Senanga, Zambia on 6 September 2000. In this figure, the simulated mean extinction profiles represent the average model results at 0600 and 1200 UTC, the CPL profiles represent the average of four samples taken between 0800 and 1100 UTC (black lines), and the AATS-14 profiles represent a single sample (red lines). The blue lines are the results from the base model, and the green lines are results from a sensitivity study testing different injection height strategies (see Section 3.2). In general, we find that the results from the base model compare well to the observations at the selected African locations. Again, we find similarities in the simulated and observed vertical profiles at both sites which may be associated with a large-scale smoke event. However, the AATS-14 measurement observes a well defined smoke layer between 2 km and 4 km where the base model does not. This may be a result of excess mixing in our model, which is possibly related to the excessively coarse vertical resolution in the model. It is however difficult to draw conclusions about the behavior of the model from single smoke
events such as these aircraft samples since they may have detected isolated plumes on a scale much smaller than the model resolution.

Figure 11 compares the simulated mean vertical extinction profile at 525 nm to the mean MPL measurements at 523 nm at Skukuza, South Africa. We are using level 1.5a data products from MPL (real-time cloud and aerosol data). The computed mean includes all days when MPL was operational (i.e., 1-3, 6, 7, 9, 10, 13, 14, 17 September 2000). The dashed line represents the MPL measurements and the remaining lines represent the results from various model simulations. In this section, we are only concerned with the solid black line which represents the results from the base model. Here we find that the base model results compare very well to the MPL measurements.

3.1.3 Comparisons to Spaceborne Measurements of Aerosol Optical Thickness

Figure 1b shows the simulated daily mean AOT at 550 nm on 4 September 2000, the same day as the SeaWiFS satellite image shown in Figure 1a. Here we find that the model produces a similar pronounced aerosol transport corridor across southeastern Africa and over the Indian Ocean or the “River of Smoke”. Qualitatively, this simple comparison demonstrates our model’s capability of transporting smoke aerosols properly on a single day.

Figures 12 – 14 compare the simulated monthly mean AOT from the base model to the retrieved AOT from polar orbiting satellite platforms: the Moderate Resolution Imaging Spectroradiometer (MODIS) [Kaufman et al., 1997; Tanré et al., 1997], the Multiangle Imaging Spectroradiometer (MISR) [Diner et al., 1998; Martonchik et al., 1998, 2002], and the Total Ozone Mapping Spectrometer onboard the Earth Probe satellite (EP-TOMS) [Torres et al., 1998], respectively, over southern Africa for September 2000. MODIS and MISR are both flying
on the NASA Terra spacecraft, with an equator crossing time of approximately 10:30 AM and 10:30 PM local time. Both instruments therefore have similar temporal coverage, although their fields of view are somewhat different, reflecting the different capabilities of each instrument. The EP-TOMS instrument has equator crossing times of about 10:00 AM and 10:00 PM local time. For all three instruments only the day-lit observations are useful for obtaining AOT retrievals. From theoretical sensitivity studies, the estimated uncertainty in the AOT for MODIS is the larger of \(+0.05\) and \(+0.2\text{AOT}_{550}\) over land and \(+0.03\) and \(+0.05\text{AOT}_{550}\) over ocean \([\text{Kaufman et al., 1997; Tanré et al., 1997}]\), for MISR it is the larger of \(+0.05\) and \(+0.2\text{AOT}_{550}\) over the land and ocean \([\text{Kahn et al., 2001}]\), and for EP-TOMS it is the larger of \(+0.1\) and \(+0.3\text{AOT}_{500}\) over land and ocean \([\text{Torres et al., 1998}]\).

In order to quantitatively compare the satellite retrievals to our model we developed an \textit{ad hoc} aggregation and sampling strategy for computing the monthly mean of the satellite retrieved AOT. The retrievals are typically available at a much higher spatial resolution than our model: 10 x 10 km\(^2\) for MODIS, 17 x 17 km\(^2\) for MISR, and approximately 24 x 24 km\(^2\) for EP-TOMS. These are commonly referenced as “Level 2” products. The various satellite retrievals are also generally available in a gridded (“Level 3”) product which typically has a 1° x 1° spatial resolution, but the quantitative validity of these products when used to construct a monthly mean can be slightly dubious in situations where only a few number of pixels (others being cloud- or glint-obscured) dominate the monthly mean. For this reason, our goal in this section is to develop a method to quantitatively compare the satellite retrievals to our model and the satellites to each other by constructing our own gridded product from the Level 2 retrievals.

Our approach was to first aggregate the retrievals at their native resolution to our model grid for each day, eliminating all but the highest quality pixels (based on quality assurance flags...
or other information associated with the retrieval product). This way we find the average
retrieved AOT in each model grid box on each day, as well as the number of retrievals available
and the standard deviation about the mean. The monthly mean at each grid box was constructed
from the daily averaged grid box values, but only using days which exceeded some threshold
number of valid retrievals (the pixel threshold, eliminating grid boxes which are dominated by
only a few retrievals). The pixel threshold value is a function of the satellite instrument (i.e., we
require more pixels for the high resolution MODIS and fewer for the low resolution TOMS) and
the satellite repeat cycle (near daily coverage for MODIS versus the 7 – 8 day repeat cycle for
MISR). The monthly mean at each grid box is then the mean of the daily values passing the pixel
threshold test, weighted by the number of pixels per day. This strategy is applied in an ad hoc
manner in the sense that we selected each satellite’s pixel threshold by iteration, selecting where
small variations in the pixel threshold did not lead to significant changes in our computed
monthly mean. Accordingly, the pixel threshold for each sensor is: 15 for MODIS, 5 for MISR,
and 3 for EP-TOMS. Finally, the model AOT was sampled near the satellite overpass time and
only where the satellite daily grid box averages passed the pixel threshold test. The model
monthly mean was then constructed by weighting it in the same fashion as the satellite monthly
mean. Thus, for each satellite we have a unique monthly mean of the model AOT which can be
compared to the satellite retrieval at the model resolution.

To assess our sampling and aggregation method, we compared our MODIS results to the
MODIS Online Visualization and Analysis System (MOVAS) product (not shown)
(http://g0dup05u.ecs.nasa.gov/Giovanni/) and found that the patterns in the monthly mean AOT
are qualitatively consistent between the two products. While we have not fully evaluated this
technique, it addresses the non-trivial problem of scaling and aggregating high resolution
satellite observations for quantitative comparisons to relatively coarse resolution simulations. Our work here is ongoing [Colarco et al., in preparation, 2006]. Qualitatively, the satellites (Figures 12 – 14) all show a similar aerosol feature over the same portion of southern Africa and eastern Atlantic Ocean (from approximately 0° to 30°S and 12°W to 40°E). Over land, we find that the peak mean AOT observed by the satellites is further north and east (southwestern Zaire) relative to the base model (northeastern Angola). Over the ocean, we find that all the satellites detect higher monthly mean AOT values over the eastern Atlantic Ocean (approximately 5°S to 15°S and 0° to 15°E) relative to the base model. Despite differences in magnitude, the model agrees with the satellite retrievals in the general placement of the smoke plume. The hatched marks in Figures 12 – 14 represent locations with “No Data” (N.D.) or locations that did not pass the sampling requirements discussed above. MISR and EP-TOMS have more locations with no observations than MODIS which may be a result of the temporal and spatial coverage (i.e., larger pixel size) of each satellite.

To quantitatively compare the satellite observations to the model, Figures 15 – 17 show scatterplots of the satellite versus model monthly mean AOT shown in Figures 12 – 14. Here we separate the comparison by land and ocean points. This division is particularly relevant for MODIS, which explicitly uses a different inversion algorithm over land than over ocean, but it also lets us compare the MISR and EP-TOMS performance over these two different surface classifications. The dashed lines represent the 1-to-1 line and the solid lines represent the line of best fit. The correlation coefficient (R), the equation of the line of best fit, and the number of locations (listed in parentheses) are also reported in each scatterplot. For clarity, we grouped the uncertainty in the data into intervals of 0.2. Here, the error bars represent the average uncertainty in the data at each interval. In general, we find that our model results are linearly correlated to
the satellite observations, with stronger correlations over the ocean. Additionally, we find that
the model has lower AOT values compared to all the satellite products, with larger
disagreements in the ocean comparisons. Over land, we find that the model and MISR agree the
best with the strongest correlations and slope nearest to 1. However over the ocean, we find that
the model agrees best to MODIS. We also find the largest disagreement between the model and
EP-TOMS AOT over the ocean (i.e., weak correlation and significant offset in the slope of the
line of best fit) which may be a result of the assumptions being made in the EP-TOMS retrievals.
In particular, unfiltered sub-pixel clouds may be contributing to the larger AOT signal.

There are at least three issues that could explain the model’s lower AOT values over the
ocean. First, our sampling and aggregation strategy incorporated fewer pixels in a model grid
box per day over the ocean than land due to sunglint (particularly in MODIS retrievals) and
persistent cloud cover in certain regions, so we may be biased in that regard. Over land the
average number of pixels in a model grid box per day during September 2000 was: 107 for
MODIS, 48 for MISR, and 9 for EP-TOMS; while over the ocean: 84 for MODIS, 40 for MISR,
8 for EP-TOMS.

Second, the model may be deficient in that we are neglecting other important aerosol
species, such as sea salt and dust. The mean Ångström exponent at the 470/670 nm wavelength
pair retrieved by MISR and MODIS during September 2000 over this region ranged between 0.2
and 1.4. These values are commonly associated with large particles suggesting that dust and sea
salt aerosols may be contributing to the higher AOT values, which would not be seen by our
model since we are not simulating these aerosols. In addition, the model may not be properly
accounting for significant microphysical evolution of smoke particles through, for example,
condensation of gases within the smoke plume, or the humidification of the smoke aerosols (discussed in more detail in section 3.2).

A third point is that the high monthly mean AOT values detected by the satellite instruments over the Atlantic Ocean may be due to complications and/or errors in the satellite retrievals. A study completed by Ichoku et al. [2003] suggested that the global constant SSA of 0.90 at visible wavelengths assumed in the smoke aerosol retrievals by MODIS is too high. Rather a SSA of 0.86, or smaller for fresh smoke aerosols, is more representative of biomass burning aerosols over southern Africa. Additionally, it is known that this region of the world has persistent, extensive stratus decks. The mean reflectivity from EP-TOMS for September 2000 indicates high levels of reflectivity (~25 to 50%) over this region suggesting that unfiltered sub-pixel clouds may be contributing to the high AOT feature over the Atlantic Ocean.

Since we observe inconsistencies in the comparisons between the model results and satellite observations, we compared MODIS to MISR (Figure 18). Figure 18 scatters the monthly mean AOT$_{550}$ of MODIS versus MISR at the model resolution over the land and ocean. The monthly mean of the MISR and MODIS data was calculated by first aggregating the Level 2 products to our model grid for each day using the same pixel thresholds discussed above. The monthly mean at each grid box was then constructed from the daily averaged grid box values where both MODIS and MISR made retrievals. The correlation coefficient (R), the equation of the line of best fit, and the number of grid points (listed in parentheses) are reported in each scatterplot. Again, the error bars represent the average uncertainty in the data at each interval of 0.2. In general, we find that the datasets compare well over land and ocean with high correlations, low offsets and slopes near 1. However, MISR is lower than MODIS by approximately 25% over land and approximately 10% over the ocean. Abdou et al. [2005] found
similar comparisons between MISR and MODIS data collected during three months of 2002 (March, June, and September). Since the satellite AOT observations are in good agreement over the ocean, the model is most likely missing information about the aerosols. However, the disagreement in the satellite AOT observations over land does not provide us with enough information to determine if the model is quantitatively doing a poor job.

To better understand the model’s capability over land, we compared the simulated mean AOT to MISR, MODIS, and AERONET at the six study sites (Table 3). Note the satellite instruments should not be compared to AERONET quantitatively in this case since they have been degraded to our model resolution. Direct comparison of the satellite to AERONET is more correctly done using the higher resolution Level 2 products and examining the temporal correlation between the satellite and AERONET observations (e.g., as was done for MODIS in Ichoku et al. [2003]). Table 3 shows the simple mean of all days in the month where the MISR, MODIS, and AERONET datasets overlap, with AERONET and the model sampled as close to the satellite overpass time as possible. For AERONET, the mean represents the average of retrievals made within an hour of Terra’s overpasses time (i.e., between 800 UTC and 1000 UTC), while the model average represents the results at 1200 UTC. Here we find that the model compares best to MISR at four of the six study sites (Etosha Pan, Mongu, Ndola, and Senanga) and compares best to MODIS at the remaining two sites. However, the model is consistently higher than MISR and lower than MODIS. Compared to AERONET, the model is lower at all sites except at Skukuza. Additionally, we find that MISR AOT is always lower than MODIS AOT. As noted above in section 3.1.1, we found that the optical properties at both Inhaca and Skukuza were different from the other sites since they are influenced by other aerosol sources (i.e., dust and sea salt). Therefore, we find it interesting that the model compares best to MODIS
at Inhaca and Skukuza, whereas the sites that are more clearly dominated by smoke compare
to MISR. Since the model behaves essentially the same at all sites, this discrepancy in the
comparison of MODIS and MISR probably reflects the differences in the retrieval techniques.
This relationship may suggest that MISR is less sensitive to coarse mode particles, such as the
aerosols found at Inhaca and Skukuza, while MODIS is not. These results may also suggest that
the algorithms used by MISR may be more appropriate for retrievals that are dominated by a
single aerosol source, where the MODIS algorithms may be more appropriate for retrievals with
multiple aerosol sources.

Since the EP-TOMS AOT is only provided at 380 nm, we constructed Table 4 to
compare the model to the EP-TOMS and AERONET observations at the six study sites. Again to
be consistent in the comparisons, the mean only includes days when all the instruments made
retrievals, with AERONET and the model sampled as close to the satellite overpass time as
possible. For AERONET, the mean represents the average of retrievals made within an hour of
the Earth Probe’s overpass (i.e., between 930 UTC and 1130 UTC), while the model mean
represents the results at 1200 UTC. Here we find that the model mean AOT$_{380}$ compares best to
AERONET at four of the six study sites (Etosha Pan, Inhaca, Senanga, and Skukuza). However
the model has lower mean AOT$_{380}$ values at all sites except at Inhaca. We also find that the
model is either higher or lower relative to the EP-TOMS mean values at the selected study sites.

In this section we developed a method for quantitatively comparing the satellite retrieved
AOT to the model. In general, we find that the model underestimates the AOT relative to all the
satellite datasets. The model agrees best with MISR over land, MODIS over the ocean, while
agrees the least with EP-TOMS AOT retrievals over both land and ocean. We also find that
MODIS and MISR agree better over the ocean than over the land, despite them observing the
same scenes. These results may reflect the strengths and weaknesses of each satellite. A general
problem found with all satellite sensors is sub-pixel cloud contamination, and is perhaps the
worst with EP-TOMS because of its large pixel size. The better agreement between MODIS and
MISR over the ocean suggests that the satellite algorithms use similar assumptions to retrieve the
AOT. As Figure 18 indicates and noted in Table 3, MODIS and MISR do not agree with each
over the land, and the model AOT compares better to MISR at Etosha Pan, Mongu, Ndola, and
Senanga but better to MODIS at Skukuza and Inhaca. In the context of the AERONET
observations we have already found that Skukuza and Inhaca are influenced by multiple aerosol
sources and characterized by having more coarse mode aerosols than the other sites. This
suggests that the various satellite retrieval algorithms have divergent capabilities in detecting the
variability in the aerosol optical properties across the six land sites explored here. Over land sites
dominated by fine mode aerosols, presumably smoke aerosols, we might reasonably expect more
confidence in the MISR retrieval because of fewer assumptions on the behavior of the surface
reflectance characteristics. However at land sites with multiple sources of coarse mode aerosols,
most likely dust and sea salt aerosols, we might expect more confidence in MODIS because of
its wider spectral range. In the end, the discrepancies between the satellites over land mean that it
is unclear how well the model is really doing. Over the ocean, the better agreement between
MODIS and MISR and the consistently smaller AOT in the model relative to those sensors
suggests important contributions from other aerosol sources which are being neglected in the
current version of the model.

3.1.4 Comparisons to EP-TOMS Aerosol Index
In this section, we compare the results from the base model to the aerosol index (AI) retrieved by EP-TOMS for September 2000 [Torres et al., 1998]. Briefly, the AI is a measure of the wavelength-dependent reduction of scattered radiance by aerosol absorption relative to a pure Rayleigh scattering atmosphere. The aerosol index is defined so that positive values generally correspond to UV-absorbing aerosols and negative values correspond to non-absorbing aerosols. However, when absorbing aerosols are at low altitudes (1.5 km or less), the contribution from absorption is masked by the relatively more dominant Rayleigh scattering, resulting in negative values of AI. Theoretically, the aerosol index has a nearly linear relationship to AOT (for AOT\textsubscript{380} less than about 2) if the aerosols have a constant altitude and single scattering albedo [Torres et al., 1998, Hsu et al., 1999]. Hsu et al. [1999] showed that the EP-TOMS AI measurements were linearly proportional to the AOT\textsubscript{380} derived independently from AERONET Sun-photometer measurements over regions of biomass burning at Mongu and Zambezi, Zambia, between July and October of 1996 and 1997. However, their relationship cannot be directly compared in our study because of changes in the definition of the TOMS Aerosol Index in the most recent version 8 of their algorithm [O. Torres, personal communication], resulting in higher AI values for a given AOT. For this reason, we determined a new relationship between AI and AOT\textsubscript{380} retrievals from AERONET made within one hour of the EP-TOMS overpass time at the study sites dominated by smoke in southern Africa (i.e., Etosha Pan, Mongu, Ndola, and Senanga) during September 2000. Here we found AI = 0.83xAOT\textsubscript{380} − 0.4, with R = 0.66.

In Figure 19 we scattered the monthly mean AI against the simulated monthly mean AOT\textsubscript{380}. Here we restricted the geographic domain to a region dominated by biomass burning aerosols (i.e., 5°S to 20°S and 10°W to 35°E) and then separated the comparison by land (left column) and ocean (right column) points. The monthly mean AI was constructed using the Level
2 Aerosol Index product and same sampling method used to construct the monthly mean EP-TOMS AOT values. Here the model AOT\textsubscript{380} was sampled near the satellite overpass time, and only where the satellite daily grid box averages passed the pixel threshold test. The correlation coefficient (R), the number of locations (listed in parentheses), and equation of the line of best fit are reported in each scatterplot. In general, we find that our model results are linearly correlated to the aerosol index, with stronger correlations over the ocean. The model’s regression line over land is not similar to that observed in the AERONET AOT\textsubscript{380} and EP-TOMS AI comparison discussed above (dashed line in Figure 19). The disagreement in the regression lines may be due to the model underestimating the AOT. As indicated above, when AERONET retrievals are greater than 1.0, the model underestimates the AOT by up to a factor of 2. The disagreement may also be due to the influence of other aerosol constituents that we are not simulating. Additionally, we find that EP-TOMS shows a larger AI over the ocean than over the land. Knowing that our simulations show smoke plumes rising in altitude as they move off the coast of Africa and that EP-TOMS observations are most sensitive to aerosols that are well above the surface, we would expect to see a larger signal by EP-TOMS off the coast, even though the column AOT may be greatest over the continent. The strong signal over the ocean may also be a result of sub-pixel cloud contamination (discussed above) or the age of the smoke aerosols where the condensation of trace gases cause the aerosols to become more absorbing.

3.1.5 Comparisons to Airborne and Ground-Based Measurements of Particle Size Distributions

In this section, we compare our simulated particle size distributions to AERONET retrievals and Passive Cavity Aerosol Spectrometer Probe 100X (PCASP) measurements. The AERONET column-integrated aerosol volume size distributions are obtained from the Level 2
AERONET product which uses the application of the Dubovik and King [2000] algorithm to spectral almucantar sky radiances and spectral AOT from the CIMEL Sun-sky radiometers. The PCASP instrument was onboard the C-130 of the UK Met Office airplane which flew within smoke source regions at altitudes between 208 m and 1000 m above ground level (AGL) during the SAFARI 2000 field campaign [Haywood et al., 2003].

Figure 20 compares the daily mean simulated (solid line) and AERONET (dashed line) column-integrated volume size distributions at Etosha Pan on 13 September 2000. The model size distribution is normalized to the fine mode volume concentration of the AERONET retrieval. Compared to AERONET, we find that the model’s fine mode is broader and has a larger fine mode median radius. Additionally, the simulated volume distribution of particles with radius sizes greater than 2 μm is up to a factor of 5 lower than AERONET. Knowing that Etosha Pan is influenced by sea salt and dust aerosols, which are large particles, the high coarse mode volume concentrations retrieved by AERONET may be a result of these aerosols. Since we are not simulating these aerosol sources, the model results will not be able to capture the high volume in the coarse mode. On the other hand, the base model is initialized with much higher volumes of coarse mode particles (Figure 2 – solid black line). This suggests that the model is either removing too many large particles or we are making incorrect assumptions about the smoke particle properties (i.e., density and shape), which is subsequently removing large particles too quickly. Further investigation of this issue is discussed in section 3.2.

Figure 21 compares the daily mean volume size distribution simulated by the base model (solid line) to the volume size distribution fitted to parameters reported by Haywood et al. [2003] which are representative of average PCASP measurements made in aged smoke plumes between 208 m and 294 m AGL (dashed line) at Etosha Pan on 13 September 2000. The model size
distribution is normalized to the fine mode volume concentration of the PCASP measurement.

Again, we find that the model’s fine mode is broader and has more larger-sized fine mode particles than the PCASP measurement. However, the volume of particles with radius sizes greater than 1 \( \mu \text{m} \) is approximately a factor of 3 greater than PCASP, and the peak of the coarse mode simulated by the base model is shifted towards larger particles. Since the PCASP instrument was flown through relatively young smoke aerosols, the measurement may show larger volumes of particles at smaller radius sizes than the model. On the other hand, since the model was initialized with a particle size distribution representative of young and aged smoke, by this time the size distribution has had time to grow and coagulate resulting in larger volumes of particles at larger fine mode radius sizes relative to PCASP. Seeing that the model overestimates the coarse mode particle mass relative to the elevated altitude PCASP measurements but underestimates the coarse mode mass relative to the column-integrated AERONET retrieval suggests that the coarse mode particles observed exist primarily near the surface and may not be transported over long distances.

3.2 Results – Sensitivity Tests

A series of sensitivity tests were conducted to understand the influence of various assumptions made in our model on the generality of our results. We partition these tests into two basic divisions. First, we consider a series of tests exploring the sensitivity of the model aerosol source to the timing and injection altitude of smoke emissions (Section 3.2.1). Second, we consider a series of tests exploring the sensitivity of the modeled aerosol properties to various assumptions about the particle microphysics, including initial particle size distribution, aging,
removal, and particle optics (Section 3.2.2). Each test is assigned a name, and a summary of the names and variances in each test are presented in Table 5.

3.2.1 Sensitivity of Simulated Aerosol Distributions to Timing and Injection of Emissions

In this section, we investigate how implementing a fluctuating daily emissions dataset, different aerosol emission injection altitudes, and diurnal cycle influences the model results.

3.2.1.1 Sensitivity to Daily versus Monthly Aerosol Emissions

An issue with using the GFED dataset is that it only provides monthly mean carbon emissions. An emission inventory with a finer temporal resolution may be important for realistically specifying the temporally varying simulated smoke optical properties. Therefore, rather than constantly emitting the same amount of aerosols throughout the month, we generated aerosol emissions that fluctuated day-by-day. The fluctuating daily aerosol emissions were constructed by correlating the emissions provided by the GFED to the Along Track Scanning Radiometer (ATSR) daily hot spot data. ATSR is a low-resolution sensor onboard the European Remote Sensing (ERS-2) satellite launched in April 1995 and has been used for fire location identification and environmental monitoring at visible and infrared wavelengths [Arino, 1995]. Here, we aggregated the daily ATSR hot spots to the same grid used in our model and emission source. The daily emissions for each grid cell are found by multiplying the monthly total emissions from the grid cell by the fraction of the monthly total fires occurring in the grid cell on that day. Potentially this underestimates the number of days on which our fires are active because heavy cloud or aerosol cover may mask fire hot spots that would otherwise be identified. On the other hand, the coarseness of the model grid might obviate this problem so that in an
average sense the day-to-day variability of fires occurring in the grid cell is about right. We note
that the monthly mean emissions provided by the GFED dataset were constructed using the
TRMM firecounts. However, we cannot use the TRMM firecounts here because of its irregular
repeat cycle over a given region, which would cause it to sometimes miss a day entirely. In the
monthly average sense, TRMM may be more useful because it sees more of the diurnal
variability in emissions. We also note that we cannot use MODIS firecounts in this test because
of problems with the MODIS detectors associated with hotspot detection during this time period
[http://modland.nascom.nasa.gov/cgi-bin/QA_WWW/qaFlagPage.cgi?sat=terra].

In Figure 4 we compare the AOT$_{500}$ simulated in this daily emissions case (referred to as
Daily Emissions and represented by the dashed line) to our base model and AERONET
measurements. This comparison shows that fluctuating the aerosol emissions through the month
does have some impact on the day-to-day variability of the aerosol load, particularly at Mongu,
Ndola, and Skukuza. However in some cases, the AOT$_{500}$ comparison in our Daily Emissions
test is worse, suggesting that simply using hot spots to scale the gridded GFED emissions may
miss important variables that determine the actual day-to-day emissions, such as the size of the
fire, the vegetation burned, or the diurnal cycle of emissions. Furthermore, this case cannot be
used to explain the missing aerosol in the model in mid-September at Mongu or Senanga,
suggesting that there is either a missing source in the GFED or the model meteorology is
somehow incorrect in this region at this time. Still, the Daily Emissions case and the base case
are more similar than they are different, suggesting that the variation in the numbers of fires and
timing of the fires throughout the month are not as important as the variability in the
meteorological conditions for the local AOT$_{500}$. 
3.2.1.2 Sensitivity to the Diurnal Cycle of Aerosol Emissions

As pointed out earlier, Eck et al. [2003] reported a diurnal variability in AOT retrieved by AERONET at several sites during SAFARI 2000. This may be a result of real diurnal patterns in the fires themselves, in which case the observations are seeing the plumes from nearby sources, or the diurnal variability may reflect the aerosol morphology or venting from the planetary boundary layer. In our base model where the particles were injected between 0600 UTC and 1800 UTC every day, we found a very weak diurnal cycle in the simulated AOT at individual AERONET sites. Since we did not observe a strong diurnal trend in our base model, we conducted two additional tests where we varied the timing of emissions throughout the day. In one sensitivity test, we relaxed the base case diurnal cycle (referred to as “No DC” or no diurnal cycle) by evenly distributing the aerosol emissions throughout the day. In another test, we injected all the aerosols at the 1500 UTC timestep on each day (referred to as “1500 UTC”). Relative to the base case, changing the diurnal cycle of the aerosol emissions only had a small effect on the model extinction profile at the lowest altitudes (between 0 and 0.5 km) and almost no effect above that (not shown). In the test where nocturnal emissions were allowed, this suggests that those emissions can stay near the surface at night, but are quickly mixed throughout the boundary layer during the day. Overall, we are unable to reproduce the diurnal variability in AOT observed by Eck et al. [2003]. It is not clear that changes in aerosol morphology through any diurnal variations in the optics are to blame, as our computed aerosol optical properties agree reasonably well with the observations available (see Section 3.2.5). Therefore, it seems more likely that at the coarse spatial resolution of our model and the smoke emissions from point sources that AERONET is sensitive to are dispersed quickly in our grid.
3.2.1.3 Sensitivity to Aerosol Injection Height

To test the model's sensitivity to the altitude at which the aerosols are initially distributed vertically above their source regions, we ran two additional simulations that were based on information provided from the literature. During SAFARI 2000, trace gases and aerosols over the subcontinent were consistently observed as trapped stable layers at approximately 850 hPa (~1.5 km), 700 hPa (~3.0 km), and 500 hPa (~5.5 km) within the lower troposphere [Stein et al., 2003, Schmid et al., 2003, McGill et al., 2003]. The injection altitude of aerosol emissions was assumed to be associated with buoyancy generated by the release of heat in the fires, and the amount of heat release was found to be dependent on the amount and type of vegetation being burned, and whether the combustion was smoldering or flaming [Andreae and Merlet, 2001].

Using this information, we ran one simulation with aerosol emissions centered at three model layers and referred to as the 3-Layers model (Layers included: 1.42 km (0.41 km thick), 3.06 km (~0.67 km thick), and 5.64 km (0.98 km thick)). In another simulation, we emitted the aerosols within one model layer, centered at 2.42 km (0.58 km thick) and this test is referred to as the 2 km-Layer model.

Figures 10 and 11 show mean vertical extinction profiles for the test simulations. For a one-day comparison (Figure 10), we find that the overall vertical profiles of the aerosol are almost uniform with altitude. The results from the 2 km-Layer model is not shown in Figure 10 since the results are nearly identical to the base model. However in the 3-Layers model, the aerosols get carried downwind more rapidly due to the higher wind speeds aloft, thereby producing extinction values that are too low relative to the observations and base model. In Figure 11, we compare the tests to the monthly mean MPLNET lidar observations at Skukuza. Here a different picture emerges where we find that the simulated vertical profiles from our two
elevated injection tests are not similar to the base model. Instead, the aerosol appears to reside at
an elevated altitude relative to both the base case and the observations. Our base model of
uniform mixing throughout the depth of the PBL is therefore the most comparable to the
observations.

3.2.2 Sensitivity of Simulated Aerosol Properties to Microphysical Processes

In this section we discuss the implications and limitations of various assumptions made
about the aerosol microphysics in our model, including choices of initial particle size
distribution, resolution of bin sizes, optical properties, and aerosol aging and removal processes.

3.2.2.1 Sensitivity to Treatment of Particle Size Distribution

CARMA is a bin-resolving cloud and aerosol microphysics module. Incorporation of
such a module into a large-scale transport-modeling framework can easily become
computationally prohibitive. To reduce this computational expense, CARMA can be adjusted to
use the fewest number of size bins and microphysical processes necessary to carry out a given
problem. In contrast, a more typical chemical transport model undertaking the problem we
presented here might have a greatly reduced aerosol microphysical modeling capability
compared to CARMA. As an example, the NASA Global Ozone Chemistry Aerosol Radiation
and Transport (GOCART) model [Chin et al. 20021 neglects the explicit treatment of aerosol
particle size distributions for carbonaceous particles, instead partitions the aerosols into
hydrophobic and hydrophilic organic carbon (OC) and black carbon (BC) components. The
subdivision of the aerosol mass to hydrophilic and hydrophobic components affects the aerosol
optics, as well as the aerosol lifetime since only the hydrophilic fraction is scavenged by
precipitation. The time-scale for conversion of hydrophobic to hydrophilic aerosols in these models is typically short (approximately 1 day) and is intended to represent condensation of gases and water absorption onto the particles, but does not allow for explicit treatment of other aging mechanisms such as coagulation or the treatment of the aerosol optics as internal mixtures. On the other hand, it should be pointed out that GOCART is more complete than our model in the sense that it treats all major tropospheric aerosols species.

The principle strength of our model is the explicit treatment of specific microphysical aging processes through coagulation and sedimentation, which is a step towards evolving internally mixed aerosol species. A question we present here is how many size bins are required to adequately constrain our problem. Based on earlier simulations (e.g., Colarco et al. [2004]), we chose to use 16 size bins spaced from 0.01 – 10 μm radius in our base model. As a limiting case, we also considered a case with 22 size bins spaced between 0.05 – 15 μm radius which is identical to the bin separation AERONET uses to report their size distributions. Using the refractive index and particle size distribution retrieved on 16 September 2000 at Ndola, we compute the Ångström exponent for the 440 and 870 nm wavelength pair ($\alpha_{440/870}$) and curvature term at 380, 500, and 870 nm wavelengths ($\alpha'_{380/500/870}$) for the 16-bin and 22-bin cases, and then compared the values to the AERONET observation on this particular day. Here, we find that the $\alpha_{440/870}$ is 1.93, 1.97, and 1.96, respectively, for the AERONET observation, 16-bin case, and 22-bin case. Additionally, the curvature terms are 1.21, 1.03, and 1.12, respectively, for the same three cases. Here, the computed Ångström exponents are similar to the observed value, and presumably the differences can mainly be attributed to actual particle non-sphericity reflected in the measured values. On the other hand, compared to the observations, the computed curvature terms are approximately 20% and 10% smaller in the 16-bin case and 22-bin case, respectively.
Note that the curvature term was defined in terms of the 380, 500, and 870 nm wavelengths, and of those three wavelengths AERONET only retrieves refractive indices at 870 nm. Here, we interpolate the 500 nm refractive index from the 440 and 670 nm retrieved values. Additionally, the 380 nm refractive index is assumed to be the same as the 440 nm retrieved value, which seems to be a reasonable assumption based on the discussion in Torres et al. [2005]. The results of our calculations are essentially the same when we employ the wavelength independent refractive index used in our previous base model calculations.

The discrepancy in the computed curvature terms above can be attributed to the number of size bins used to resolve the fine mode portion of the particle size distribution. We note that there is essentially no contribution to either the Ångström exponent or curvature term from particles smaller than 0.05 μm radius or larger than 10 μm radius. The fine mode particle scattering area is primarily between particles 0.05 and 0.6 μm radius, which comprises six size bins in our 16-bin case and nine size bins in our 22-bin case. From sensitivity tests with more bins (not shown), we find that increasing the number of size bins in the fine mode improves the accuracy of the computed optics. Here we find a convergence in the accuracy of the computed optical properties when ten or more bins are used in the fine mode particle size distribution (i.e., between 0.05 and 0.7 μm). The improved accuracy of the optics by adding more size bins is also illustrated in the comparison of the initial particle size distribution simulated Ångström exponent for the 380 and 440 nm wavelength pair, which is 1.48, 1.52, and 1.47 for the observation, 16-bin case, and 22-bin case, respectively. The discussion above focuses on the uncertainty in the prescribed initial particle size distribution used in the model, and the model’s ability to reproduce the observed optical properties. In the following discussion, we consider different assumptions about the initial particle size distribution and how that evolves in the model.
Our simplest sensitivity test is called the Mass model. Here we simply integrate the mass across all the size bins in our base model and compute the aerosol optical properties following Chin et al. [2002], assuming the aerosols were completely hydrophilic because of the short timescale for conversion. We also consider different assumptions about the initial particle size distribution based on retrievals by AERONET (column-integrated) or measurements made by the airborne PCASP instrument (in situ) [Haywood et al., 2003] over smoke source regions during the SAFARI 2000 field campaign. In the PCASP model we used a particle size distribution that was a fit to parameters determined from mean PCASP observations taken within a smoke plume at Otavi, Namibia on 13 September 2000. The AERONET-Mean model used a particle size distribution that was fitted to the mean parameters of smoke dominated days retrieved at Ndola, Zambia by AERONET in September 2000. The 22-Bins model resolves the particle size distribution using the AERONET reported bins as described above. Table 5 lists the model names, input parameters that were changed in each model, and the number fractions, geometric standard deviations and median number radii associated with each particle size distribution. Figure 2 presents the column-integrated volume size distributions that were implemented into the models.

Table 2 lists the monthly mean AOT500, $\alpha_{380/440}$, $\alpha'$, SSA$_{440}$, SSA$_{670}$, SSA$_{870}$, and SSA$_{1020}$ of smoke dominated days for selected sensitivity tests at Ndola and Inhaca. Note that not all of the results are shown for Inhaca since they show the same conclusions as at Ndola. In general, we find that the simulated mean AOT$_{500}$ and SSA are the most sensitive to Mass and PCASP parameterizations. Compared to the base model, the Mass model mean AOT$_{500}$ is approximately 50% higher at both study sites. The reason for this is that the Mass model implicitly assumes that all the aerosol mass is in the fine mode, which has greater aerosol extinction per unit mass than
the coarse mode. However, the low monthly mean Ångström exponent ($\alpha = 1.27$) of the Mass model at both locations suggests that its assumed fine mode particle size distribution has a slightly larger median radius than the base model or observations. We also find that the Mass model is approximately 55% more absorbing than the base model at both study sites.

We also find that the PCASP model monthly mean AOT$_{500}$ is approximately 28% lower than the base model at Ndola. The high mean Ångström exponent ($\alpha = 1.66$) of the PCASP model suggests that this model is transporting more smaller sized particles relative to the base model, but the lower mean curvature value suggests a greater relative contribution of coarse mode particles to the total AOT. Figure 22 compares the simulated column-integrated volume size distributions of the base and PCASP models to the AERONET retrieval on 16 September 2000 at Ndola. The model size distributions are normalized to the fine mode volume concentration retrieved by AERONET. Here we find that the PCASP model has a smaller fine mode median radius compared to base model, but a larger volume (mass) concentration at radius sizes between 1.0 and 10 $\mu$m, which explains the higher Ångström exponent (smaller fine mode) but lower optical depth and curvature term (more of the mass in the coarse mode). We also find that the PCASP model is roughly 25% more absorbing then the base model at both study sites.

The monthly mean AOT$_{500}$, curvature term and SSA results from the AERONET-Mean model were not significantly different from the base model results at Ndola (see Table 2). However, the mean Ångström exponent [380/440] of the AERONET-Mean model is higher than the base model suggesting that the AERONET-Mean model has a smaller fine mode median radius.

As discussed above, we find that the 22-Bins model does impact our computed optical properties. Here we find that the monthly mean $\alpha_{380/440}$ is slightly lower and the curvature value
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is higher than the base model which has 16 size bins. These results are consistent with our findings of the initial calculations of the 16-bin case and 22-Bin case discussed above. We also find that the 22-Bins model monthly mean $\alpha_{380/440}$ and curvature values differ from the AERONET observations. By increasing the bin resolution of the model, we are able to observe more details about the simulated particle size distribution than illustrated in the base model alone. Here, the $\alpha_{380/440}$ of the 22-Bins model and AERONET observation is 1.32 and 1.43, respectively, which suggests that the particle fine mode median radius is too large in the model relative to the observations. The curvature term of the 22-Bins model and AERONET observation is 1.38 and 1.23, respectively, suggesting that relative to AERONET too much of the aerosol optical thickness is due to the fine mode. This point is qualitatively born out in almost all of our simulations because the model does not maintain the observed concentration of coarse mode particles (see Figure 22 for the 16-bin base case and discussion in Section 3.2.2.3). To explain the lower Ångström exponent we recall that the initial particle size distribution already included some effects of aging and coagulation of smoke particles so that further coagulation has made the fine mode median radius slightly too large.

Overall, these results suggest that the transport of a size distribution and the appropriate bin resolution of the accumulation mode in our model are important in order to obtain optical properties that are comparable to AERONET. The Mass model produced mean AOT$_{500}$ values that were higher and aerosols that were more absorbing than both the base model and AERONET at the study sites. Additionally, the Mass model has the disadvantage that it cannot capture the aging of the particles as they evolve over several days. Westphal et al. [1991] and Colarco et al. [2004] simulated the evolution of smoke clouds over several days and found that the aerosol optical properties changed as the particles evolved by coagulation. Westphal et al.
[1991] demonstrated that small changes in the geometric mean radius yielded large changes in extinction and absorption efficiencies and therefore in the specific extinction and absorption. However, the sign of the change depended on the size distribution. Eck et al. [1999] found that the mode size was positively correlated with the aerosol optical thickness. Reid et al. [1998] suggested that this increase in radius was due to the aging processes of smoke aerosols, whereby the particle size increases with time because of both coagulation and gas-to-particle conversion. Our model does not include gas to particle conversion, but the impact of coagulation is discussed below.

3.2.2.2 Sensitivity to Microphysical Processes

The size of the aerosol is important when calculating optical properties because different particle sizes scatter different amounts of radiation. Several observational studies have shown that aerosol size distributions shift from fine mode particle sizes to accumulation mode particle sizes as the aerosol ages due to both coagulation and gas-to-particle conversion [Reid and Hobbs, 1998; Reid et al., 1998; Eck et al., 2001; Eck et al., 2003; Haywood et al., 2003]. Simulations of smoke aerosols over multi-day periods have also suggested that coagulation is necessary in order to explain the change in particle size distributions and optical properties as the smoke ages [Westphal et al., 1991; Colarco et al., 2004]. In this section, we investigate the model’s sensitivity to coagulation by conducting a simulation where the particles were not allowed to coagulate (referred to as the No Coagulation model).

In our No Coagulation simulation, we find that the mean AOT$_{300}$ of smoke dominated days is approximately 10% lower than the base model at Ndola. Additionally, the Ångström exponent is higher while the curvature term is lower relative to both the base model and the
AERONET observations (Table 2). The computed SSA for the No Coagulation model was slightly lower (i.e., more absorbing) than both the base model and the AERONET observation, although both the base and No Coagulation models are within the uncertainty of the AERONET retrieval error bars. The interpretation of these results is rather complicated by the uncertainty in the resolution of the spectral optical properties in our base model. At first glance, the higher Ångström exponent and lower curvature values of the No Coagulation model suggest too small of a fine mode median radius and excessive contribution from coarse mode particles to the total AOT. However, initializing our model with a particle size distribution that already includes some aged aerosols and then allowing the particles to coagulate further exaggerates the effects of coagulation making it difficult to reproduce the correct optical properties. Therefore, the No Coagulation model where we already implicitly include coagulation may be a more reasonable approximation for the aerosol optical properties over southern Africa. Here the base model is probably more reasonable for long-range transport of the aerosols over longer periods of time, which is consistent with Westphal et al. [1991] and Colarco et al. [2004].

3.2.2.3 Sensitivity to Removal Schemes
The properties of smoke particles vary depending on fuel type and moisture, combustion phase, and wind conditions. These properties can also change rapidly as they disperse. In general, smoke particles are composed of ~60% organic carbon and ~5-10% black carbon, 80-90% of their volume is in the accumulation mode, reported density varies between 0.79 and 1.35 g cm\(^{-3}\), and studies have shown smoke particles to have a variety of morphologies such as chain aggregates, solid irregulars, and more liquid/spherical shapes [Reid et al., 2004]. About ~10% of the smoke volume consists of a variety of coarse mode particles (~2.5-15 \(\mu\)m). These coarse
mode ash particles (2 < d_p < 20 \mu m) have been observed more than fifty kilometers from the 
source [Reid et al., 2004]. However, the density and exact shape of these giant ash particles is 
unknown to our knowledge.

Since the model’s volume concentrations of particles greater than 2 \mu m were found to be 
approximately a factor of 5 too low, this suggests that we are most likely not treating the large 
particles correctly in our model. There are two possibilities that may explain this model error.

First, given the large uncertainty in the coarse mode of the AERONET size distribution 
retrievals, we may not be representing the coarse mode particles properly in our model. Second, 
our removal processes (i.e., dry deposition routine) may not be appropriate for this region.

Currently, we are treating all of the smoke particles by applying the same particle density (1.35 g 
\text{cm}^{-3}) and spherical shape to all the particle sizes. However the coarse mode particles could 
consist of ash particles, which could have low density and irregular shape. For these reasons, we 
conducted two additional simulations; one in which we changed the particle density to 0.675 g 
\text{cm}^{-3} (i.e., half the base model density and referred to as Density model) and another in which we 
made the particles flat-plates by following Fuchs [1964] (referred to as Shape model). On the 
other hand, we may be using the appropriate smoke properties in our base model, however the 
dry deposition parameterization used to calculate the dry deposition velocities may be removing 
the large particles in our model too vigorously. Therefore, we conducted two additional 
simulations; one where we did not allow the particles to be removed via dry deposition (referred 
to as No Dry Dep. model) and another where we implemented an alternative method to calculate 
the dry deposition velocities (referred to as Zhang et al. [2001] model). The alternative dry 
deposition calculation we examined in this study follows the parameterization described by
Zhang et al. [2001] which is more robust than the current dry deposition routine by Shao [2000].

In particular, the Zhang et al. [2001] considers surface type where Shao [2000] does not.

Figure 23 shows the normalized daily mean column-integrated volume size distribution retrieved by AERONET and simulated by the test models at Ndola, Zambia on 16 September 2000. The model distributions are normalized to the fine volume concentration retrieved by AERONET. For clarity, we did not present the results from the Shape or Zhang et al. [2001] models since the fine mode results were similar to the base model and the coarse mode results were similar to the Density model. In general, we find that different particle shapes and densities, and an alternative method in computing the dry deposition velocities improve the volume of the coarse mode particles but not enough to be comparable to the AERONET retrievals. The combination of all three modifications (density, shape, and dry deposition method) in a single simulation provided results that were the most comparable to AERONET (not shown but similar to the Density fine mode and the No Dry Dep. coarse mode). Of the results shown in Figure 23, the only method that reproduced similar volume concentrations of particles greater than 2 \( \mu \)m relative to AERONET was the No Dry Dep. model. Since we are able to maintain the large particles in the No Dry Dep. model, this suggests that our model has problems transporting large particles. On the other hand, since the initial particle size distribution in the model may represent both local and transported aerosols, the coarse mode of the transported aerosol may have been even more pronounced at the source. Thus, our base case may not be initialized with enough coarse mode particles. Altogether, without more information about the properties of the coarse mode smoke particles, in particular about the ash particles, we do not know which method is the most appropriate to use in our model. Further investigation of the smoke size distribution is subject of future research.
Of the tests conducted in this section, we found that the simulated optical properties were significantly impacted by the change in particle density. Since we want to maintain the same injected total particle mass, decreasing the particle density by half doubles the number of particles injected which results in increasing both the rate of coagulation of fine mode particles and the computed AOT, but decreasing the computed Ångström exponent. The optical properties of the other tests in this section are essentially the same as the base model. The slightly lower curvature terms of these tests relative to the base model are expected and due to the additional coarse mode particles each test provides.

3.2.2.4 Sensitivity to Smoke Optics

In this section, we investigate how the choice of refractive index and relative humidity influences the model results.

To examine the model's sensitivity to choice of refractive index, we tested four different refractive indices that are representative of biomass burning aerosols (Table 5). The refractive indices tested here were either calculated by Haywood et al. [2003] or retrieved by AERONET. Haywood et al. [2003] calculated a refractive index of 1.54 - 0.025i at 550 nm for young smoke aerosols. This refractive index was applied to all wavelengths (wavelength independent (WI)) and referred to as the WI-Haywood et al. [2003] model. We also selected a refractive index retrieved on 16 September 2000 at Ndola by AERONET (N_{ref} = 1.52 - 0.019i at 500 nm). Again, we chose this particular day since it had the highest AOT_{500} which suggests that this day was largely dominated by smoke aerosols. This refractive index was applied to all wavelengths and referred to as the WI-AERONET model. We also explored wavelength dependent (WD) refractive indices, which are listed in Table 5. The WD-AERONET model applied refractive
indices retrieved by AERONET on 16 September, and the WD-AERONET-Mean model applied
the mean refractive indices of smoke dominated days retrieved by AERONET at Ndola, Zambia.

Here we find that the monthly mean AOT$_{500}$ and Ångström exponent [380/440] of smoke
dominated days are not significantly sensitive to the choice of complex refractive index (Table
2). However, we did find that the simulated mean curvature values and SSA were sensitive to our
choice of refractive index (see Table 2 and Figure 24). Compared to the base model, the WI
models have higher curvature values, while the WD models have lower curvature values.

Additionally, all but the WI – Haywood et al. [2003] model have higher mean SSA (i.e., more
absorbing aerosols) than the base model. Overall, we find that the WI refractive indices are the
most comparable to the AERONET observations where the WD cases are not.

To test the model’s sensitivity to relative humidity, we considered a test where we
assumed that the relative humidity at all locations was zero (referred to as No RH model).

Compared to the base model, we find that when we do not treat the humidification of aerosols,
the mean AOT$_{500}$ is lower and the particles become more absorbing at Ndola. However, the
Ångström exponent and curvature terms remain relatively unchanged (Table 2).

Overall, we find that WI refractive indices and treating relative humidity produces optical
properties that are the most comparable to AERONET observations at Ndola.

4. Conclusions

In this study, we investigated the transport and optical properties of biomass burning
aerosols using a three-dimensional aerosol microphysical, transport, and radiation model. Our
first goal in this study was to determine if using estimated aerosol emissions, measured particle
size distributions, and estimated injection altitudes collected during the SAFARI 2000 field
campaign as input parameters in our model allowed us to reproduce the observed optical properties. Our second goal was to better understand the microphysics needed to accurately simulate biomass burning aerosol properties over our domain. The principle findings of our study are summarized as follows:

1. *Comparisons to AERONET AOT*: We find that our base model, which uses a satellite-derived monthly inventory of biomass burning emissions and AERONET derived aerosol optical properties, was sufficient to reproduce the majority of the day-to-day variability in AOT at the six AERONET sites used in this study. In certain instances where the model significantly underestimated the aerosol loading with respect to AERONET, we found from satellite imagery that the model had misplaced the smoke plume relative to observations, suggesting errors in the model dynamics. Sensitivity tests in which we varied the diurnal emissions of the smoke or the timing of emissions throughout the month using daily satellite firecounts showed little effect on the daily variability of simulated AOT at the selected AERONET locations. Although these results do not exclude possible errors in the biomass burning emission inventory used, they suggest that the aerosol loading over the continent is most strongly controlled by dynamics, which is consistent with results from Myhre et al. [2003]. On a monthly basis, the model reproduces mean AOT values which are lower than those observed at the six AERONET sites, suggesting either an uncertainty in the magnitude of our aerosol emissions or that we are neglecting contributions from other aerosol species.
2. **Comparisons to Satellite Observations of AOT**: Comparisons of the model AOT to satellite observations showed that our model is capable of simulating smoke plume features similar to those observed by SeaWiFS, MODIS, MISR, and EP-TOMS over southern Africa and the Atlantic Ocean. Qualitatively, this suggests that the input parameters and microphysical processes in our model are adequate for this study region. In order to quantitatively compare our model to the satellite observations we constructed monthly mean regional AOT maps in which the model observations were weighted and sampled in manner consistent with the available satellite observations. We find that the simulated monthly mean AOT is linearly correlated to the satellite observations over the land and ocean, but that the model is consistently lower than the satellite observations. Over land, we find that our model results compare best to MISR with the strongest correlations and slope nearest to 1. At the AERONET sites, the model compares best to MISR at the four sites dominated by biomass burning, while the model compares best to MODIS at the two remaining sites which are influenced by multiple aerosol sources. Over the ocean, the model compares the best to MODIS. Over both land and ocean we find the largest disagreements between the model and EP-TOMS. These results may reflect the differences in the retrieval technique of each satellite. Here the MISR algorithms may be more appropriate for retrievals dominated by a single aerosol source, while the MODIS algorithms may be more appropriate for retrievals with multiple aerosol sources. Due to the large pixel size of the EP-TOMS retrievals, the large disagreement between the model and EP-TOMS may be a result of sub-pixel clouds that are not being removed from their retrievals. While sub-pixel cloud contamination may affect all the aerosol retrievals,
this might be expected to the most pronounced over the ocean where we find generally fewer pixels available for constructing our monthly means than over land. The disagreement among the model and satellite observations may also be due to the contributions of other aerosol species to the column AOT, which might be more pronounced over the ocean than land. Additionally, we cannot exclude the errors in the assumptions of the aerosol optical properties used in the satellite retrievals or in the model. In particular, MODIS uses a different retrieval algorithm over land points than over the ocean. Overall, the consistently lower AOT simulated by the model relative to MODIS and MISR over the ocean, and the good agreement between MODIS and MISR over the ocean suggests that the model is missing important aerosols or processes. However, the disagreement between MODIS and MISR over the land does not provide us with enough information to determine the model’s performance over continental Africa.

3. **Comparisons to Airborne and Ground-Based Measurements of Extinction:** The simulated vertical extinction profiles from our base model compare favorably to the AATS-14, MPL, and CPL measurements. The minor differences found between the simulations and observations on a single day may be a result of the model’s coarse resolution and source function. Given that our source function cannot represent the likely variations in daily smoke emissions, it is challenging to reproduce individual days. However, the model’s vertical resolution is sufficient in representing long time-scale averaged vertical profiles. When exploring simulations with elevated aerosol
injections, we found that our best results were with our base model assumption of injections uniformly mixed within the planetary boundary layer.

4. Comparisons to Measurements and Retrievals of Particle Microphysical and Optical Properties: While the base model compares favorably to daily and monthly observations of AOT by AERONET, it does not capture the daily variability in the Ångström exponent and retrieved single scatter albedo. It is likely that the model remains consistent because of its relatively invariant aerosol composition. At the selected sites, the observed fluctuations may be due to the diurnally varying contributions from dust and other aerosol species that are not simulated in this study. On a monthly mean basis, the modeled spectral dependence of the AOT and single scatter albedo compare favorably with the AERONET observations at Ndola (and the other smoke dominated sites) and slightly less at Inhaca (which has important contributions from non-smoke aerosols). Comparisons of the simulated particle size distribution to AERONET retrievals and airborne PCASP measurements reveal that the model base case evolves a slightly larger fine mode median radius than both sets of observations. Additionally, these particle size distribution comparisons show that the model overestimates the coarse mode particle mass relative to the elevated altitude PCASP measurements but underestimates the coarse mode mass relative to the AERONET retrieval. Assuming that there is no error in the AERONET volume distribution of the coarse mode, the latter point suggests that the coarse mode particles observed exist primarily near the surface and may not be transported over long distances. We also found that the model is evidently too aggressive in removing
these coarse mode particles, and sensitivity tests suggest that different assumptions
about the composition, shape, or density of the coarse mode particles would help with
this issue. On the other hand, the larger fine mode median radius in the base model
may be due to our assumption about the initial particle size distribution, which
already includes some effects of the smoke aging. These general points are further
illustrated in the optical calculations presented in Table 2. The results of these tests
indicate that the simulated optical properties are relatively insensitive to choices of
particle refractive index or humidification (i.e., composition), but are sensitive to the
choice of initial particle size distribution and, as discussed in Section 3.2.2.1, to the
number of size bins used to resolve the fine mode fraction of the particle size
distribution. Here we find that initializing the model with the airborne PCASP
measured particle size distribution does not represent the evolution of the coarse
mode, and the Mass model does not reproduce the observed optical properties.
Initializing the model with the AERONET size distribution retrieved at Ndola leads to
too large of a fine mode median radius relative to the observations. Overall, for a
model that treats coagulation, the implication is that the fine mode needs to be
initialized to a smaller median radius than what is reported by AERONET. Sensitivity
tests of the optical calculations further suggest that at least ten size bins are needed to
adequately resolve the optical properties of the evolving fine mode.

Since Africa experiences the most extensive biomass burning in the world, this work is a
step toward improved quantification of smoke optical properties for use in calculating the direct
effects of these aerosols on climate, and suggests methods for incorporating the particle size
distribution of smoke aerosols into microphysical models attempting to simulate the aging of smoke particles. However, we did find inconsistencies in the AOT land comparisons among AERONET, MISR, MODIS, EP-TOMS data that need to be better understood in order for us to feel confident in using them to aid us in modeling and reducing the uncertainty in aerosol forcing. These inconsistencies and further investigation of aging mechanisms inspire further research.
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Table 5. Sensitivity test names and modifications made relative to Base Model.
Figure Captions

Figure 1a. Satellite image of the "River of Smoke" on 4 September 2000. This image shows an example of biomass burning aerosols being transported across southern Africa and over the Indian Ocean [Swap et al. [2003], SeaWiFS Project, NASA/Goddard Space Flight Center, and ORBIMAGE].

Figure 1b. Simulated daily mean AOT at 550 nm on 4 September 2000.

Figure 2. Vertically column-integrated volume size distributions used in the simulations conducted in this study. The solid black line represents the base model particle size distribution fitted to parameters from an AERONET almucantar scan at Ndola, Zambia on 16 September 2000. The gray dashed line represents the PCASP model size distribution fitted to parameters from mean PCASP measurements at Otavi, Namibia on 13 September 2000. The gray solid line represents the AERONET-Mean model size distribution fitted to parameters from the mean AERONET almucantar scans at Ndola, Zambia on smoke dominated days in September 2000. The gray dashed line represents the 22-Bins model size distribution. The parameters for each of the models are listed in Tables 1 and 4.

Figure 3. Mean interpolated aerosol emissions using GFED dataset for September 2000 and locations where the data used in our paper was collected.

Figure 4. Daily mean AOT

500 simulated by the base model (solid line) and Daily Emissions model (dashed line), and all AOT

500 retrievals from AERONET (+) at each study site for September 2000.

Figure 5. Scatterplot of daily mean AOT

500 retrieved by AERONET versus simulated daily AOT

500 for smoke dominated days at the six study sites for September 2000. The dashed line represents the 1-to-1 line and the solid line represents the line of best fit through all points.
The equation of the line of best fit and correlation coefficient (R) is reported in the figure. Each study site is represented by a different symbol: Etosha Pan (square), Inhaca (triangle), Mongu (diamond), Ndola (plus sign), Senanga (asterisk), and Skukuza (cross).

Figure 6. Scatterplot of daily mean SSA_{440} retrieved by AERONET versus simulated daily mean SSA_{440} for smoke dominated days at the six study sites for September 2000. The dashed line represents the 1-to-1 line and the solid line represents the line of best fit through all points. The equation of the line of best fit and correlation coefficient (R) is reported in the figure. Each study site is represented by a different symbol: Etosha Pan (square), Inhaca (triangle), Mongu (diamond), Ndola (plus sign), Senanga (asterisk), and Skukuza (cross). The single bar at the top-left represents the error in the AERONET retrievals of ±0.03.

Figure 7. Scatterplot of daily mean Ångström exponent [440/870 nm] retrieved by AERONET versus simulated daily mean Ångström exponent [440/870 nm] for smoke dominated days at the six study sites for September 2000. The dashed line represents the 1-to-1 line and the solid line represents the line of best fit through all points. The equation of the line of best fit and correlation coefficient (R) is reported in the figure. Each study site is represented by a different symbol: Etosha Pan (square), Inhaca (triangle), Mongu (diamond), Ndola (plus sign), Senanga (asterisk), and Skukuza (cross).

Figure 8. Monthly mean spectral dependence of AOT of smoke dominated days for September 2000 at Inhaca and Ndola. The solid lines represent the results from the base model and the asterisks connected with a dashed line represent the AERONET retrievals.

Figure 9. Monthly mean spectral dependence of SSA of smoke dominated days for September 2000 at Inhaca and Ndola. The solid lines represent the results from the base model and the asterisks connected with a dashed line represent the AERONET retrievals.
Figure 10. Mean extinction profiles at Mongu and Senanga on 6 September 2000. The simulated profiles represent the average of the results at 0600 and 1200 timesteps, the CPL profiles represents the average of four samples between 0800 and 1100 UTC (black line), and the AATS profiles represent one sample around 0900 UTC (red line). The blue line represents the simulated results from the base model, and the green line represents the simulated results from the 3-Layers model.

Figure 11. Mean extinction profiles at Skukuza for September 2000. Mean includes: 1-3, 6, 7, 9, 10, 13, 14, 17 September 2000. Base model is represented by the solid black line, 3-Layers model is represented by the solid red line, 2 km-Layer model is represented by the solid blue line, and MPL retrievals are represented by the dashed line.

Figure 12. Comparisons of monthly mean AOT$_{550}$ observed by MODIS (left) and simulated by our base model (right) for September 2000 over southern Africa. The hatch marks represent locations with no data (N.D.).

Figure 13. Comparisons of monthly mean AOT$_{550}$ observed by MISR (left) and simulated by our base model (right) for September 2000 over southern Africa. The hatch marks represent locations with no data (N.D.).

Figure 14. Comparisons of monthly mean AOT$_{380}$ observed by EP-TOMS (left) and simulated by our base model (right) for September 2000 over southern Africa. The hatch marks represent locations with no data (N.D.).

Figure 15. Scatterplots of monthly mean AOT$_{550}$ observed by MODIS versus model. The domain is divided into two regions: land (left) and ocean (right). The dashed line represents the 1-to-1 line and the solid line represents the line of best fit.
Figure 16. Scatterplots of monthly mean AOT\textsubscript{550} observed by MISR versus model. The domain is divided into two regions: land (left) and ocean (right). The dashed line represents the 1-to-1 line and the solid line represents the line of best fit.

Figure 17. Scatterplots of monthly mean AOT\textsubscript{380} observed by EP-TOMS versus model. The domain is divided into two regions: land (left) and ocean (right). The dashed line represents the 1-to-1 line and the solid line represents the line of best fit.

Figure 18. Scatterplots of monthly mean AOT\textsubscript{550} observed by MODIS versus MISR at points over land (left) and ocean (right) for September 2000. The dashed line represents the 1-to-1 line and the solid line represents the line of best fit.

Figure 19. Scatterplots of monthly mean EP-TOMS AI versus simulated monthly mean AOT\textsubscript{380} for September 2000. The geographic domain is restricted to a region dominated by biomass burning aerosols (5\textdegree S to 20\textdegree S and 10\textdegree W to 35\textdegree E) and then separated into land (left) and ocean (right) points. The solid lines in both figures represent the line of best fit. The dashed line in land plot represents the regression line from the comparison of AERONET AOT\textsubscript{380} and EP-TOMS AI over smoke dominated locations in September 2000.

Figure 20. Daily mean column-integrated volume size distribution simulated by the base model (solid line) and the daily mean column-integrated volume size distribution fitted to parameters from AERONET almucantar scans (dashed line) at Etosha Pan on 13 September 2000. The model size distribution is normalized to the fine volume concentration of the AERONET retrieval.

Figure 21. Daily mean volume size distribution simulated by the base model (solid line) and the volume size distribution fitted to parameters reported by Haywood et al. [2003] which are representative of average PCASP measurements within an aged smoke (dashed line) at Etosha.
Pan on 13 September 2000. The model size distribution is normalized to the fine volume concentration of the PCASP measurement.

Figure 22. Normalized column-integrated daily mean volume size distributions at Ndola, Zambia on 16 September 2000. The model size distributions are normalized to the fine volume concentration of the AERONET retrieval. The black solid line represents the base model, gray solid line represents the PCASP model, and the dashed black line represents the AERONET retrieval.

Figure 23. Normalized daily mean column-integrated AERONET and simulated volume size distributions at Ndola, Zambia on 16 September 2000. The model size distributions are normalized to the fine volume concentration of the AERONET retrieval. The solid black line represents the base model, gray line represents Density model, the gray dashed line represents the No Dry Dep. model, and the dashed black line represents the AERONET retrieval.

Figure 24. AERONET and simulated mean spectral dependence of SSA of smoke dominated days for September 2000 at Inhaca and Ndola. The solid line represents the results from the Base model, the dotted line represents the WD-AERONET model, the dashed-dotted line represents the WI-AERONET model, the dashed line represents the WD-AERONET-Mean model, and the asterisks connected with dashed line represent the AERONET retrievals.
Table 1. Input Parameters used in Base Model.

<table>
<thead>
<tr>
<th>Microphysical Processes</th>
<th>Emission Dataset</th>
<th>Emission Rate over Entire Model Domain</th>
<th>Injection Height</th>
<th>Diurnal Cycle</th>
<th>Particle Density</th>
<th>Initial Size Distribution</th>
<th>Dependence of Size on Relative Humidity</th>
<th>Refractive Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advection, Coagulation, Dry Deposition, Wet Removal, Sedimentation</td>
<td>GFED [van der Werf et al., 2003]</td>
<td>Constant throughout month</td>
<td>Mixed between Surface &amp; PBLH</td>
<td>Aerosol emitted for 12-hour period during daylight hours</td>
<td>1.35 g cm(^{-3})</td>
<td>Radius Range [μm]</td>
<td>Mode</td>
<td>(N_r)</td>
</tr>
<tr>
<td>0.01 to 10</td>
<td>16</td>
<td>1</td>
<td>0.99986</td>
<td>0.079</td>
<td>1.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.00014</td>
<td>0.695</td>
<td>2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Monthly mean AOT$_{500}$, $\alpha_{\{380/440\}}$, $\alpha'_{\{380/440/500/870\}}$, SSA$_{440}$, SSA$_{670}$, SSA$_{870}$, and SSA$_{1020}$ of smoke dominated days from various simulations and AERONET at Inhaca and Ndola for September 2000.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Inhaca</td>
<td>AERONET</td>
<td>0.49</td>
<td>1.30</td>
<td>0.41</td>
<td>0.89</td>
<td>0.87</td>
<td>0.85</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Base</td>
<td>0.54</td>
<td>1.28</td>
<td>1.31</td>
<td>0.89</td>
<td>0.86</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Mass</td>
<td>0.78</td>
<td>1.27</td>
<td>1.11</td>
<td>0.82</td>
<td>0.78</td>
<td>0.73</td>
<td>0.76</td>
</tr>
<tr>
<td>Ndola</td>
<td>AERONET</td>
<td>0.78</td>
<td>1.43</td>
<td>1.23</td>
<td>0.87</td>
<td>0.85</td>
<td>0.82</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Base</td>
<td>0.59</td>
<td>1.38</td>
<td>1.24</td>
<td>0.89</td>
<td>0.86</td>
<td>0.82</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Mass</td>
<td>0.89</td>
<td>1.27</td>
<td>1.11</td>
<td>0.83</td>
<td>0.79</td>
<td>0.73</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>22 - Bins</td>
<td>0.61</td>
<td>1.32</td>
<td>1.38</td>
<td>0.89</td>
<td>0.86</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>AERONET - Mean</td>
<td>0.58</td>
<td>1.46</td>
<td>1.23</td>
<td>0.89</td>
<td>0.85</td>
<td>0.81</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>PCASP</td>
<td>0.43</td>
<td>1.66</td>
<td>0.64</td>
<td>0.87</td>
<td>0.82</td>
<td>0.78</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>No Coagulation</td>
<td>0.55</td>
<td>1.52</td>
<td>1.11</td>
<td>0.88</td>
<td>0.85</td>
<td>0.81</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>WI – Haywood et al. [2003]</td>
<td>0.64</td>
<td>1.29</td>
<td>1.36</td>
<td>0.89</td>
<td>0.86</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>WI – AERONET</td>
<td>0.60</td>
<td>1.38</td>
<td>1.31</td>
<td>0.91</td>
<td>0.88</td>
<td>0.86</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>WD – AERONET</td>
<td>0.60</td>
<td>1.38</td>
<td>1.21</td>
<td>0.91</td>
<td>0.90</td>
<td>0.87</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>WD – AERONET – Mean</td>
<td>0.59</td>
<td>1.38</td>
<td>1.15</td>
<td>0.89</td>
<td>0.88</td>
<td>0.85</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>No RH</td>
<td>0.54</td>
<td>1.36</td>
<td>1.22</td>
<td>0.88</td>
<td>0.84</td>
<td>0.80</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>Density</td>
<td>1.23</td>
<td>1.25</td>
<td>1.27</td>
<td>0.89</td>
<td>0.86</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Shape</td>
<td>0.58</td>
<td>1.38</td>
<td>1.20</td>
<td>0.89</td>
<td>0.86</td>
<td>0.82</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>No Dry Dep.</td>
<td>0.62</td>
<td>1.35</td>
<td>1.19</td>
<td>0.89</td>
<td>0.85</td>
<td>0.82</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Zhang et al. [2001]</td>
<td>0.56</td>
<td>1.36</td>
<td>1.20</td>
<td>0.89</td>
<td>0.86</td>
<td>0.82</td>
<td>0.89</td>
</tr>
</tbody>
</table>
Table 3. Presents the number of days included in the mean AOT and the mean AOT observed by AERONET, MISR, MODIS, and simulated by the base model at the six study sites for September 2000.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Etosha Pan</td>
<td>7</td>
<td>0.38</td>
<td>0.37</td>
<td>0.68</td>
<td>0.51</td>
</tr>
<tr>
<td>Inhaca</td>
<td>6</td>
<td>0.36</td>
<td>0.28</td>
<td>0.37</td>
<td>0.38</td>
</tr>
<tr>
<td>Mongu</td>
<td>7</td>
<td>0.59</td>
<td>0.54</td>
<td>0.65</td>
<td>0.79</td>
</tr>
<tr>
<td>Ndola</td>
<td>6</td>
<td>0.49</td>
<td>0.47</td>
<td>0.62</td>
<td>0.80</td>
</tr>
<tr>
<td>Senanga</td>
<td>7</td>
<td>0.60</td>
<td>0.54</td>
<td>0.73</td>
<td>0.75</td>
</tr>
<tr>
<td>Skukuza</td>
<td>5</td>
<td>0.46</td>
<td>0.37</td>
<td>0.47</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Table 4. Presents the number of days included in the mean AOT and the mean AOT observed by AERONET, EP-TOMS, and simulated by the base model at the six study sites for September 2000.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Etosha Pan</td>
<td>23</td>
<td>0.50</td>
<td>0.71</td>
<td>0.54</td>
</tr>
<tr>
<td>Inhaca</td>
<td>11</td>
<td>0.61</td>
<td>0.51</td>
<td>0.58</td>
</tr>
<tr>
<td>Mongu</td>
<td>20</td>
<td>1.05</td>
<td>1.18</td>
<td>1.35</td>
</tr>
<tr>
<td>Ndola</td>
<td>18</td>
<td>1.02</td>
<td>1.11</td>
<td>1.15</td>
</tr>
<tr>
<td>Senanga</td>
<td>18</td>
<td>1.07</td>
<td>0.83</td>
<td>1.16</td>
</tr>
<tr>
<td>Skukuza</td>
<td>11</td>
<td>0.67</td>
<td>0.53</td>
<td>0.69</td>
</tr>
</tbody>
</table>
Table 5. Sensitivity test names and modifications made relative to Base Model.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Parameter Changed in Base Model</th>
<th>New Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCASP</td>
<td>Size Distribution (Mode/Number Fraction/Radius[N]/Std. Dev.)</td>
<td>1 0.9957 0.10 μm 1.3</td>
</tr>
<tr>
<td>AERONET - Mean</td>
<td>Size Distribution (Mode/Number Fraction/Radius[N]/Std. Dev.)</td>
<td>1 0.9999 0.08 μm 1.2</td>
</tr>
<tr>
<td>Mass</td>
<td>Size Distribution</td>
<td>Transport mass following Chin et al. [2001]</td>
</tr>
<tr>
<td>22 - Bins</td>
<td>Radius Range</td>
<td>0.05 to 15 μm</td>
</tr>
<tr>
<td>3 Layers</td>
<td>Injection Height</td>
<td>Aerosols emitted in three model layers (1.5/3/5 km)</td>
</tr>
<tr>
<td>2 km-Layer</td>
<td>Injection Height</td>
<td>Aerosols emitted in one model layer (2 km)</td>
</tr>
<tr>
<td>No DC</td>
<td>Diurnal Cycle</td>
<td>Aerosols emitted evenly throughout the day</td>
</tr>
<tr>
<td>1500 UTC</td>
<td>Diurnal Cycle</td>
<td>Aerosols emitted at 1500 UTC time step each day</td>
</tr>
<tr>
<td>Daily Emissions</td>
<td>Emission Rate</td>
<td>GFED emissions linked to ATSR Fire Count Data</td>
</tr>
<tr>
<td>No Coagulation</td>
<td>Microphysical Process</td>
<td>No Coagulation</td>
</tr>
<tr>
<td>No RH</td>
<td>Relative Humidity</td>
<td>Relative Humidity assumed to be zero</td>
</tr>
<tr>
<td>WI – Haywood et al. [2003]</td>
<td>Refractive Index ($\lambda / N_{ref}$)</td>
<td>Wavelength Independent 1.54-0.025i</td>
</tr>
<tr>
<td>WI – AERONET</td>
<td>Refractive Index ($\lambda / N_{ref}$)</td>
<td>Wavelength Independent 1.52-0.019i</td>
</tr>
<tr>
<td>WD – AERONET- Mean</td>
<td>Refractive Index ($\lambda / N_{ref}$)</td>
<td>380 nm 1.51-0.024i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>440 nm 1.51-0.024i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>670 nm 1.52-0.020i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>870 nm 1.53-0.020i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1020 nm 1.54-0.016i</td>
</tr>
<tr>
<td>WD – AERONET</td>
<td>Refractive Index ($\lambda / N_{ref}$)</td>
<td>380 nm 1.52-0.019i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>440 nm 1.52-0.019i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>670 nm 1.52-0.016i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>870 nm 1.53-0.017i</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1020 nm 1.53-0.016i</td>
</tr>
<tr>
<td>Density</td>
<td>Density of Particle</td>
<td>Density: 0.675 g/cm³</td>
</tr>
<tr>
<td>Shape</td>
<td>Shape of Particle</td>
<td>Particle Shape: Flat Plates</td>
</tr>
<tr>
<td>No Dry Dep.</td>
<td>Microphysical Process</td>
<td>No dry deposition in model</td>
</tr>
<tr>
<td>Zhang et al. [2001]</td>
<td>Microphysical Process</td>
<td>Dry deposition routine from Zhang et al. [2001]</td>
</tr>
</tbody>
</table>
Figure 1a. Satellite image of the “River of Smoke” on 4 September 2000. This image shows an example of biomass burning aerosols being transported across southern Africa and over the Indian Ocean [Swap et al. [2003], SeaWiFS Project, NASA/Goddard Space Flight Center, and ORBIMAGE].

Figure 1b. Simulated daily mean AOT at 550 nm on 4 September 2000.
Figure 2. Vertically column-integrated volume size distributions used in the simulations conducted in this study. The solid black line represents the base model particle size distribution fitted to parameters from an AERONET almucantar scan at Ndola, Zambia on 16 September 2000. The gray dashed line represents the PCASP model size distribution fitted to parameters from mean PCASP measurements at Otavi, Namibia on 13 September 2000. The gray solid line represents the AERONET-Mean model size distribution fitted to parameters from the mean AERONET almucantar scans at Ndola, Zambia on smoke dominated days in September 2000. The gray dashed line represents the 22-Bins model size distribution. The parameters for each of the models are listed in Tables 1 and 4.

Figure 3. Mean interpolated aerosol emissions using GFED dataset for September 2000 and locations where the data used in our paper was collected.
Figure 4. Daily mean AOT$_{500}$ simulated by the base model (solid line) and Daily Emissions model (dashed line), and all AOT$_{500}$ retrievals from AERONET (+) at each study site for September 2000.
Figure 5. Scatterplot of daily mean AOT\textsubscript{500} retrieved by AERONET versus simulated daily mean AOT\textsubscript{500} for smoke dominated days at the six study sites for September 2000. The dashed line represents the 1-to-1 line and the solid line represents the line of best fit through all points. The equation of the line of best fit and correlation coefficient (R) is reported in the figure. Each study site is represented by a different symbol: Etosha Pan (square), Inhaca (triangle), Mongu (diamond), Ndola (plus sign), Senanga (asterisk), and Skukuza (cross).

\[
y = 0.56x + 0.12 \\
R = 0.78
\]

Figure 6. Scatterplot of daily mean SSA\textsubscript{440} retrieved by AERONET versus simulated daily mean SSA\textsubscript{440} for smoke dominated days at the six study sites for September 2000. The dashed line represents the 1-to-1 line and the solid line represents the line of best fit through all points. The equation of the line of best fit and correlation coefficient (R) is reported in the figure. Each study site is represented by a different symbol: Etosha Pan (square), Inhaca (triangle), Mongu (diamond), Ndola (plus sign), Senanga (asterisk), and Skukuza (cross). The single bar at the top-left represents the error in the AERONET retrievals of ±0.03.
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\]
Figure 7. Scatterplot of daily mean Ångström exponent [440/870 nm] retrieved by AERONET versus simulated daily mean Ångström exponent [440/870 nm] for smoke dominated days at the six study sites for September 2000. The dashed line represents the 1-to-1 line and the solid line represents the line of best fit through all points. The equation of the line of best fit and correlation coefficient (R) is reported in the figure. Each study site is represented by a different symbol: Etosha Pan (square), Inhaca (triangle), Mongu (diamond), Ndola (plus sign), Senanga (asterisk), and Skukuza (cross).

\[ y = 0.14x + 1.59 \]
\[ R = 0.39 \]

Figure 8. Monthly mean spectral dependence of AOT of smoke dominated days for September 2000 at Inhaca and Ndola. The solid lines represent the results from the base model and the asterisks connected with a dashed line represent the AERONET retrievals.
Figure 9. Monthly mean spectral dependence of SSA of smoke dominated days for September 2000 at Inhaca and Ndola. The solid lines represent the results from the base model and the asterisks connected with a dashed line represent the AERONET retrievals.

Figure 10. Mean extinction profiles at Mongu and Senanga on 6 September 2000. The simulated profiles represent the average of the results at 0600 and 1200 timesteps, the CPL profiles represent the average of four samples between 0800 and 1100 UTC (black line), and the AATS profiles represent one sample around 0900 UTC (red line). The blue line represents the simulated results from the base model, and the green line represents the simulated results from the 3-Layers model.
Figure 11. Mean extinction profiles at Skukuza for September 2000. Mean includes: 1-3, 6, 7, 9, 10, 13, 14, 17 September 2000. Base model is represented by the solid black line, 3-Layers model is represented by the solid red line, 2 km-Layer model is represented by the solid blue line, and MPL retrievals are represented by the dashed line.
Figure 12. Comparisons of monthly mean AOT$_{550}$ observed by MODIS (left) and simulated by our base model (right) for September 2000 over southern Africa. The hatch marks represent locations with no data (N.D.).

Figure 13. Comparisons of monthly mean AOT$_{550}$ observed by MISR (left) and simulated by our base model (right) for September 2000 over southern Africa. The hatch marks represent locations with no data (N.D.).

Figure 14. Comparisons of monthly mean AOT$_{380}$ observed by EP-TOMS (left) and simulated by our base model (right) for September 2000 over southern Africa. The hatch marks represent locations with no data (N.D.).
Figure 15. Scatterplots of monthly mean AOT$_{550}$ observed by MODIS versus model. The domain is divided into two regions: land (left) and ocean (right). The dashed line represents the 1-to-1 line and the solid line represents the line of best fit.

Figure 16. Scatterplots of monthly mean AOT$_{550}$ observed by MISR versus model. The domain is divided into two regions: land (left) and ocean (right). The dashed line represents the 1-to-1 line and the solid line represents the line of best fit.

Figure 17. Scatterplots of monthly mean AOT$_{380}$ observed by EP-TOMS versus model. The domain is divided into two regions: land (left) and ocean (right). The dashed line represents the 1-to-1 line and the solid line represents the line of best fit.
Figure 18. Scatterplots of monthly mean AOT$_{550}$ observed by MODIS versus MISR at points over land (left) and ocean (right) for September 2000. The dashed line represents the 1-to-1 line and the solid line represents the line of best fit.

Figure 19. Scatterplots of monthly mean EP-TOMS AI versus simulated monthly mean AOT$_{380}$ for September 2000. The geographic domain is restricted to a region dominated by biomass burning aerosols (5°S to 20°S and 10°W to 35°E) and then separated into land (left) and ocean (right) points. The solid lines in both figures represent the line of best fit. The dashed line in land plot represents the regression line from the comparison of AERONET AOT$_{380}$ and EP-TOMS AI over smoke dominated locations in September 2000.
Figure 20. Daily mean column-integrated volume size distribution simulated by the base model (solid line) and the daily mean column-integrated volume size distribution fitted to parameters from AERONET almucantar scans (dashed line) at Etosha Pan on 13 September 2000. The model size distribution is normalized to the fine volume concentration of the AERONET retrieval.

Figure 21. Daily mean volume size distribution simulated by the base model (solid line) and the volume size distribution fitted to parameters reported by Haywood et al. [2003] which are representative of average PCASP measurements within an aged smoke (dashed line) at Etosha Pan on 13 September 2000. The model size distribution is normalized to the fine volume concentration of the PCASP measurement.
Figure 22. Normalized column-integrated daily mean volume size distributions at Ndola, Zambia on 16 September 2000. The model size distributions are normalized to the fine volume concentration of the AERONET retrieval. The black solid line represents the base model, gray solid line represents the PCASP model, and the dashed black line represents the AERONET retrieval.

Figure 23. Normalized daily mean column-integrated AERONET and simulated volume size distributions at Ndola, Zambia on 16 September 2000. The model size distributions are normalized to the fine volume concentration of the AERONET retrieval. The solid black line represents the base model, gray line represents Density model, the gray dashed line represents the No Dry Dep. model, and the dashed black line represents the AERONET retrieval.
Figure 24. AERONET and simulated mean spectral dependence of SSA of smoke dominated days for September 2000 at Inhaca and Ndola. The solid line represents the results from the Base model, the dotted line represents the WD-AERONET model, the dashed-dotted line represents the WI-AERONET model, the dashed line represents the WD-AERONET-Mean model, and the asterisks connected with dashed line represent the AERONET retrievals.