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Abstract—An important class of mobile manipulation prob- they are able to perform complex mobile manipulation tasks
lems are “move-to-grasp” problems where a mobile robot must autonomously.

navigate to and pick up an object. One of the distinguishing | the Jiterature, mobile manipulation is frequently equated
features of this class of tasks is its coarse-to-fine structure. Near ith Vi f d/ fi trol task ith
the beginning of the task, the robot can only sense the target with solving force and/or motion control tasks with one or

object coarsely or indirectly and make gross motion toward the More mobile manipulators. A mobile manipulator frequently

object. However, after the robot has located and approached consists of one or two arms mounted on a mobile base.
the object, the robot must finely control its grasping contacts |mportant previous work includes work in Khatib’s lab regard-

using precise visual and haptic feedback. This paper proposes ing the augmented object model and virtual linkage model
that move-to-grasp problems are naturally solved by a sequence - . . . .

of controllers that iteratively refines what ultimately becomes for antrqlllng object dynamlcs_ in operational space and

the final solution. This paper introduces the notion of a refining Modeling internal forces, respectively [2]. These models were
sequence of controllers and characterizes this type of solution. effectively used to program hybrid force-position control tasks

The approach is demonstrated in a move-to-grasp task where that used a mobile manipulator to erase a whiteboard, carry
Robonaut, the NASA/JSC dexterous humanoid, is mounted on a 5 basket, and sweep off a desk. Temnal. demonstrated an

mobile base and navigates to and picks up a geological sample . . N . .
box. In a series of tests, it is shown that a refining sequence of approach to kinematic optimization and hybrid position and

controllers decreases variance in robot configuration relative to force control in the context of a cart pushing task using

the sample box until a successful grasp has been achieved. a mobile manipulator attached to a non-holonomic mobile
base [3]. Several researchers have proposed ways of extending
|. INTRODUCTION or applying behavior-based techniques to mobile manipulators.

MacKenzie and Arkin adapted a behavior-based approach to

One of the most common requirements of future mobile drum sampling task where a mobile robot needed to locate
humanoid robots will be to locate, pick up, and retrievand approach a barrel and insert a probe into its bung hole [4].
objects. Indeed, NASA foresees this as one important waijis task was accomplished by executing a sequence of behav-
that space humanoids will be able to assist astronauts iors including detectdrum moveto_goal, detectbunghole,
future lunar and planetary missions. This paper focuses ona&ke sample transfersample etc. Petersson and Christensen
class of mobile manipulation problems called “move-to-grasplivided the mobile manipulation problem into a mobility
problems where a mobile humanoid robot must navigate to apdrtion and a manipulation portion [5]. They proposed that the
pick up a target object. mobility part is best solved using behavior-based approaches

A key reason why mobile humanoids are important is theivhile the manipulation part should be solved using a hybrid
ability to survive harsh environments, and because they cdynamical system. Pimentel al. proposed a behavior-based
perform physically challenging tasks that require dexterigrchitecture that can be applied to a cooperative carrying
such as habitat and outpost construction. Indeed, NASA dask [6].
pects robots to be essential to future manned missions to thénstead of addressing mobile manipulation in general, this
moon and Mars. By functioning as assistants to astronaytgper specifically focuses on move-to-grasp problems where
robots are expected to increase the effectiveness of hungamobile manipulator must locate, approach, and lift a desired
extra-vehicular activities (EVAS). In addition, the possibilityobject. The general notion of “controller funneling” applies
exists that robots could set up outposts for astronauts beftwethis class of tasks [7]. In controller funneling, the robot
they arrive as well as continuing to function after the crewxecutes a sequence of controllers such that the goal configu-
return to Earth. Humanoid robots are particularly well suited tation of one controller must be contained inside the domain
assist in manned missions because they are physically capalattraction of the next. Effectively, these controllers “funnel”
of performing many tasks that astronauts currently perform [the state of the robot toward a goal configuration. A major
However, it is still not clear how to control these robots so thafdvantage of this approach is that it is unnecessary to design a



single, monolithic controller that converges to the task goal akedntrollers to via points along the last computed path (the
yet has a large enough domain of attraction. Burridge, RizZgelect via point” box in Figure 1). It is assumed that the goal
and Koditschek demonstrated that controller funneling can begion can be identified by looking for a large object known to
an effective approach to dynamic robot juggling tasks [7he in the vicinity of the target object. In the Robonaut-SCOUT
Controller funneling has also been used in grasp synthefid test, the sample box is assumed to be located on SCOUT.
where two grasp controllers execute sequentially to gener&efore moving, Robonaut visually localizes SCOUT, identi-
an enveloping grasp [8]. Huber and Grupen showed thatfigs local obstacles using a laser range finder, and plans an
is possible to autonomously learn a sequence of controll@isstacle-free path to SCOUT. Robonaut’s maotion is controlled
that funnel the state of a robot system toward specific gda} appropriately parameterizing PD controllers that servo to
configurations [9]. positions and angles along the patin route to SCOUT,
This paper focuses on a special case of controller funnelingPROACH REGIONUpdates the positions of local obstacles
calledcontroller refinementA refining sequence of controllersusing the laser range finder and re-evaluates a new obstacle-
must satisfy the conditions for controller funneling: the godtee path at approximately 10Hz.
region of every controller must be inside the domain of attrac- Robonaut uses a SICK laser scanner and a three-axis incli-
tion of the next controller in the sequence. However, controllaometer to detect obstacles. Since Robonaut may be moving
refinement also requires the domain of attraction for eatirough uneven terrain, the inclinometer is needed to project
subsequent controller in the sequence to be contained witkile range data into a uniform reference frame. Instead of
the domain of all previous controllers. This structure impliedeveloping a three-dimensional obstacle map, all obstacles are
that later controllers in the refining sequence will not cause tpeojected onto a planar occupancy grid approximately parallel
robot to leave the domain of attraction of earlier controllerso the ground. Each time the occupancy grid is populated,
In addition, the state of the system will be iteratively confinedll prior knowledge of obstacles is discarded and the new
to smaller and smaller regions of configuration space. Whiteecupancy grid is referenced to Robonaut’s most recent pose.
not all discrete control problems admit refining solutionslhis occupancy grid covers a fixed area around Robonaut; all
this paper proposes that move-to-grasp problems are naturafpace outside of the occupancy grid is assumed to be clear.
solved this way. The occupancy grid is used to plan an obstacle-free path
This approach is characterized as part of a field studipm Robonaut’s current position to a region around SCOUT.
involving Robonaut, the NASA space humanoid, and SCOUT) order to accommodate the non-holonomic constraints of
a semi-autonomous rover that can transport two astronadte RMP base, a smooth curved path is calculated using a
In the part of the field study reported on in this papenon-uniform rational b-spline (NURB). The NURB is para-
astronauts have placed a geological sample box on SCOUWterized by a set of control points that are used to “pull”
Robonaut, mounted on a mobile SegWARobotic Mobile the path away from obstacles. In addition, the NURB can be
Platform (RMP) base, navigates to a region around SCOUJ¥grameterized with a fixed minimum radius that ensures that
approaches the sample box, and grasps and lifts the box. Thisimum turn rate constraints are met.
paper presents results that show that the controller refinemeninstead of planning a path for a volume of Robonaut’s actual
approach leads to monotonically decreasing variance in padimensions, the planning problem is simplified by “growing”
tion error relative to the object. It is shown that localizatiothe obstacles by half the width of Robonaut and planning the
accuracy correspondingly goes up. Sections Il and IIl propopath of a “point robot.” The set of control points that “pull”
navigation and hybrid position-force controllers that can kee NURB path away from obstacles is calculated iteratively.
used to solve a move-to-grasp task. In Section IV, refinilgs a first step, a NURB path connecting current to goal
sequences of controllers are defined and characterized. Finalbpfigurations is calculated without using any control points.
Section V describes how these ideas apply to the Robonalitis path is checked for collisions with the “grown” obstacles
SCOUT field test and present the results from experimental the occupancy grid. If a collision is detected, a control

trials. point is inserted that causes the NURB to avoid the obstacle.
This process continues until no more collisions are detected.

Il. NAVIGATION CONTROLLERS Although this method of greedily placing control points for

This section describes the navigation controllers that aReNURB is not guaranteed to find a solution, this was found
used in the solution to the move-to-grasp problem. to be an efficient method of calculating an obstacle-free path
) when relatively few obstacles were encountered. This method

A. Approach Region Controller is well matched to the “approach region” problem where it is

The APPROACH REGIONcontroller navigates the robot overunnecessary to reach a precise goal configuration.
uneven terrain while avoiding obstacles to within 2.5m of After planning a path, the\PPROACH REGION controller
the object to be picked upAPPROACH REGIONIS a nested follows the path by updating references for position and
hierarchical controller, as illustrated in Figure 1. A high levedrientation PD controllers. Robonaut’'s position is projected
controller iteratively computes obstacle-free paths to the gaaito the closest point on the NURB. PD controllers are
at approximately 10Hz (the “plan curve” box in Figure 1)referenced to a via point at some offset from the current
The low level controller follows this path by referencing PDposition along the curve.
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Fig. 1. APPROACH REGIONcontroller
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After reaching a region around the target object, Robonaut
must navigate to a goal pose directly in front of the object. A
simple turn-drive-turn control policy is used that ignores the B O
presence of o_bsta_cles. Given a goal pose, this control_pollcy e = . % e e o
turns in the direction of the goal, moves in an approximate X-axis (cm)

straight line toward the goal, and after reaching the goal o s 4 by the | voli
position, turns into the goal orientation. Note that this approach 119 2 States used by theProAcH osJECTCONtrOl policy.
can only be used with robots capable of point-turns.

The “turn-drive-turn” strategy is a policy implemented ove . .
the state variables, {2 The Approach Object Policy

Instead of executing a single turn-drive-turn controller that

r=| Xpep —x |, (1) moves directly to the target object from a point 2.5m away,
Yref — Y the APPROACH OBJECTcontrol policy is implemented that
8 = atan dref 9 I : 2 .
Tpef—x )’ traverses this distance in three distinct turn-drive-turns. A
a=0pcr — 0, policy is defined over a discrete state space that essentially

navigates the robot through a sequence of pose via-points. The

where (x,6) is the current RMP pose antk,.y,0,.;) is discrete state space is a partition of the space of real-valued
a reference pose. The state variables are as followis robot-object poses. The fixed policy associates each discrete
the distance between the current position and the referestate with an action that is implemented by a control process.
position, 3 is the heading of the object from Robonaut, and This implementation uses a fixed policy defined over the
« is the difference between the Robonaut orientation and ttieee position-based states identified in Figure 2. The x- and
object orientation. y-axes represent positions in centimeters. The cross near the

Turn-drive-turn is the control policy illustrated in Table I. Itlower right corner represents the position and orientation of
is defined over three discrete states and executes one of twotP® target object. The solid circle and the arc represent the
controllers as a function of state;.:(6,.;) and .. (d..;). boundaries between the three states. The dotted lines represent
mrot(0rcf) rOtates Robonaut to a reference orientatibn,s. a sample trajectory taken by the RMP base and Robonaut’s
Tin(dres) Moves the robot forward by a distancé,.;. If two hands using this implementation. State 1 corresponds to
Robonaut is in state 1 (it is more thaR distance from the set of positions at least 1.8m from the target object. State
the object and is not pointing toward the reference positior),corresponds to the set of positions less than 1.8m. State 3
then turn-drive-turn executes a turn toward the reference usiggyresponds to a small radius around the set of poses (position
7r0t(3). If Robonaut is in state 2 (it is pointing toward theand orientation) 1.5m directly in front of the object.
reference, but more thaR away), then it drives to to the The approach object policy is given in Table Il. When
reference position usingy,,(r). Finally, when Robonaut is Robonaut is more than 1.8m away from the target object (state
in state 3 (it is in the reference position, but not the referendg, then it drives directly toward the object to a point 1.5m
orientation), it executes a final turm,..;(«), toward the away. This should cause a transition to state 2. Once Robonaut
reference orientation. is less than 1.8m away, it drives to a point 1.5m directly in



State Controller | Position reference . . . . . .
State 1| 7gr0e {the point between Fobot and object, contrlbutloq ofmy is constrained to not mterfer_e withy. The
1.5m away from object) control basis framework denotes this composite contraijer
g:a:e g Tdrive gﬂe pO!ni é-gm g!m‘c::y in ;foni 0; OEjec: 1. For example, consider executing the composite controller,
ate Tdrive e point 0.6m directly in front of objec . .
d the object) y J 75 (1. £res) <y (P2, Xref), Where control poin is already
TABLE I in positionx,.s. This controller attempts to apply a force of

f.e; at control pointp; while not moving control poinip,
from x,.¢.

Grasps are synthesized by executing a sequence of four
controllers constructed using the control basis framework. The

. L N first controller,
front of the object, which likely causes a transition to state

3. Finally, when Robonaut is in state 3, it it drives to a point Treach = Tp(Ppatms Xobject) < Tr (Opatm, object),  (2)
directly in front of the object.

APPROACH OBJECT CONTROL POLICY

moves the center of the palm to a reference position and
orientation.p,; is a control point in the middle of the palm,

. Xobject IS @ goal position near the target object, &gl : is

This paper takes a control-based approach to graspifigoal orientation near the object. The two control primitives,

whereby grasps are synthesized by executing closed-loop O Dt Xobject) ANA T, (Bpaim, Oobject), MOVE the center of
trollers that use position and force feedback. The grasping {3k palm to a reference position and orientation, respectively.
is decomposed into a sequence of hybrid force-position contgdy 5 redundant arm with at least six degrees of freedom, both
objectives. First, Robonaut reaches both hands to visuaflijjectives can be simultaneously achieved. In this case, it is

determined reference configurations around the box. Nextpdssible to execute the two control primitives in either order.
guarded move is executed that puts both palms in contact withypother controller,

the sides of the box. Next, a compliance controller executes
that presses the two palms flat against the sides of the box. Tgm = Tp(Ppaims Xobjeet) AT f (Ppaim 0), 3)

Finally, Robonaut lifts the box while maintaining a ConStanéxecutes a guarded move that places both palms in contact

grasping force. with the obj [ '
. i » ject. This controller execute$(ppaim, Xobject) N
In order to create the right set of hybrid force and posmo]{p]e nullspace ofr (ppaim, 0). AS befo;eesjp,,zl,,n is ajcontrol

controllers, a flexible framework for controller compositiorboint in the middle of the palmx,, .., is a goal position
such as theontrol basisis used [10]. The control basis allows | (or inside) the target objeo;t—p(p::j;zt, Xopjeet) MOVES the

force and position control primitives to be parameterized bcy

trol point d ref in a flexibl It al I enter of the palm to a point on the objett:.(ppqaim,0) is a
control points and reterences in a fiexible way. it aiSo alloWy,qe ¢onyo] primitive that moves the palm away from applied

force .and. positiqn controllers to be concurrent!y combine rces. When no forces are applied to the palm, this controller

resulting in hybrid controllers. The control b{zlSIS re)presen};ﬁoveS the palms toward the object. However, the controller
iti imiti Tp(Y:Xres ) i . ' S

a position control primitive as follows,|-” I will not push into the object because the higher-priority force

this expres§ion¢p is a position artificial potential functior},. control primitive will prevent the manipulator from applying
op(y,%xrer) is the sensor transform that evaluates the posﬂmpgrge forces to the object.

error between the §et of control points and a reference 114 next controller,

positionx,.s, and 7 is the effector transform. For example,

¢, 77P*<#) moves control pointp, to reference position Teompty = Tr({f1, f2},0) 7 ¢ (Ppatms Eint) <7 (Ppatm: Xiine ),

xrcf. Similarly, the orientation control primitives, r(yBres) _ _ _ (4)

moves they control points to a reference orientatiah, ;. The comphes the palm flat against the sides of the sample box.

force control primitive is represented, |7/ “"<*) wherey This controller executes ({1, f2},0), s (Ppatm, fins), and

is a set of control pointsi.¢. contacts) and;.; is a reference 7p(Ppatm, Xtine) cONCUrrently. The highest priority controller,
e Tp(Dpalm, Xiine ), 1S @ position controller that keeps the palm

in approximately the same position on the object surface. A

force. For exampleqﬁf|Zf({p1”’2}’f'"ef) applies the reference
point at the center of the palm is constrained only to move

Ill. HYBRID FORCEPOSITION CONTROLLERS

force, f,.; at control pointsp; andp,. In order to simplify

the notation in this paper, the following abbreviations f%ormal to the object surface, along;,.. Without violating

these posmgn and force controllers are.(Ijefmed. The .no.ti.at'?ﬂis position constraint, the second highest priority controller,
wp(g,z(r;f), is used to rgpresent the po§|tlon control p”mltlveﬁf(ppaszmt), applies a force of,,;) at the palm toward
Gpl7” 777", The notationm,(y, brcy), is used to representne ohject. This controller causes the palm to press on the
the orientation controllerg, |7, Finally, 7/ (y, £,), object. The lowest priority controllets ({1, f2},0), allows
represents the force control primitiv¢f\i-f(y’f”‘f). the two control points,f; and f> at the fingertips and the
The control basis creates composite controllers by combimeel of the palm to comply to the object surface. These two
ing multiple control primitives. One controller;,, executes control points are on either side of the point in the middle of
in the nullspace of the error function of another controllethe palm. Since this controller is subordinate to the other two
m1. In this case, both controllers execute concurrently, but tieentrollers, it cannot push the palm away from the surface.



Hand Trajectory During Lift Object 1V. CONTROLLER REFINEMENT

0.9f

In a refining sequence of controllers, the attractive domain
of each controller in the sequence is a subset of the domain
of all previous controllers. In addition, a refining sequence
must satisfy the conditions required for controller funneling:
.Q each controller in the sequence must deliver the robot to a
8% B C B 1 configuration within the attractive domain of the next con-
> troller. Refining controller sequences constitute an important
class because of their discrete transition characteristics. While
not all discrete control problems admit refining solutions, some
A A problems, such as move-to-grasp, are naturally solved this
way. This section reviews controller funneling and describes

‘ ‘ ‘ ‘ ‘ controller refinement.
xaxis 0" In controller funneling, pairs of controllers that execute

sequentially must satisfy thereparescondition.r; is said to
Fig. 3. An example of the trajectory taken by quor)atljyt’s two palms as thPYeparer when the goal region of; is inside the domain of
grasp the sample box. After starting at configuration “A,” the two palms reach . .
toward the object toward configuration “B.” Next, the robot executes guard&@- g(m) € D(m2). This condition guarantees that the robot
move and a compliance controllers that move the palms to configurations “@lways remains within the domain of attraction of the currently
and “D," respectively. executing controller. A discrete control system that obeys this
constraint is guaranteed to maintain control of the robot [7],
[9]. One way to build such a control system is to calculate
The point in the middle of the palm applies a force towarthe acyclic graph over controllers defined by theepares
the object and “pushes” the fingers or the heel of the palm gglation. This graph describes all sequences of controllers that
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that they comply to the object surface. satisfy the constraint. Breath-first-search may be used to search
Last this graph for a sequence of controllers that leads to the goal
configuration.

The preparescondition can also be enforced in the context
mise = Tp({Pr o}y Xgoat) A7y ({p1s oo }o fine), (B) ot 3 state-based discrete control process. This approach re-
quires discrete states to be defined over the robot configuration
moves the two palms to a reference position while applyirgpace. By executing controllers, the system can transition
an inward holding force. The highest priority control primibetween states. A policy that associates each state with an
tive, 7y ({pi,pr}, {fi,£-}), applies an internal force betweeraction can be used to specify the behavior of the discrete
the two palms,p; and po, where f; and f. are inwardly control system. A common framework for representing the
directed reference forces. The subordinate control primitivehoices that a discrete control system has available is the the
Tp({P1, Pr}s Xg0a1), Moves the two palms toxg., while Markov Decision Process (MDP). Because the MDP specifies
maintaining the internal force. a stochastic transition function, this framework can be used to
Figure 3 shows an example of the trajectory taken tgharacterize the stochastic dynamics of the discrete system.
Robonaut’s two palms when it executes these controllers \Mhen a discrete control problem is framed as an MDP,
sequence. The figure shows Robonaut’s two hands from gfandard planning and machine learning techniques such as
overhead perspective. Each hand is represented by a line drélydamic programming and Reinforcement Learning (RL) can
between the heel of the palm and the fingertips. The example used to autonomously learn a control policy [9], [11]. When
starts when the palms are located at the two positions labeftiMDP representation is used, safety constraints such as the
(A) in Figure 3. Executingm,cach = p(Ppaims Xobject) < preparescondition can be enforced simply by pruning actions
Wr(epa,lmaeobject) moves the palms to positions approxi.fl’Om the MDP as a function of state [9], [11]. When all
mately 10cm away from the sides of the box (positions (Bynsafe” actions are eliminated from the MDP, trial-and-error
in the figure.) Next, Robonaut executes a guarded movearning algorithms such as RL are able to explore the space
Tp(Ppaims Xobject) AT (Ppaim, 0), toward the box. This moves safely.
the palms to the positions labeled (C) in Figure 3. At this Controller refinement defines an additional constraint be-
point in the example, the heels of the two palms are touchiygnd thepreparescondition. If ; refinesm, then the follow-
the sides of the box. Next, executing the comply controlléng conditions must be satisfied: First; must prepare s,
71 ({f1, 2}, 0) 97 ¢ (Ppatm, Fint) 97p(Dpatm, X1ine ), MoOVes the i.e. g(m1) € D(m,). Second, the domain of attraction of
palms to positions (D) in the figure. Now, both the fingers anust be a subset of the domainof: D(m3) C D(m1).
the heel on each palm are pressing flat against the box. FinallyNot all discrete control problems admit refining solutions.
Robonaut executes, ({pi, pr }, Xgoar) <7 s ({p1,pr}, fine) @and However, when a refining solution is possible, it can be
lifts the box. characterized in two special ways. First, if it is assumed that



State | Condition Controller | Description Robot Trajectories
1 Trmp > 2.5M Tar approach region 150 ; ;
2 Trmp < 2.5m Tao approach object
3 Trmp < 0.7m Treach reach toward object
4 Tpalms < 0.2m | mTgm guarded move 10|
5 Cpalms Teomply comply to object
6 Cheel N\ Ctips Tlift lift object
TABLE Il T °r
THE REFINING CONTROL POLICY USED IN THEROBONAUT-SCOUTFIELD ‘:-’
STUDY. !
|
g :‘
sof
controllers are only active within their domains of attraction,
ok
then no subsequent controller can cause the system to leave

L L L L L L
-300 =250 -200 -150 -100 -50 0

the domain of attraction of an earlier controller. In the context X—axis (cm)

of a state-based representation, no controller can cause the

system to transition to a previously visited state. Second, asi@ 5. The trajectories taken by Robonaut during the eight experimental

refining sequence of controllers executes, the robot is confirfg@s: The “lightning-bolt” trajectories on the left side are the trajectories
. . . aken by the mobile base. The “L"-shaped trajectories on the right are the

to a smaller and smaller region of conﬂgurauon space. Withs taken by Robonaut's two palms.

the context of a state-based representation, the state of the

robot can be defined in terms of the smallest domain of
attraction that contains the current robot configuration. Theggacutes thepPPROACH REGIONController, 7,,, that uses the
characteristics are illustrated in the solution to the move-tQrs,al location of the SCOUT vehicle to move the RMP to a
grasp problem that is described in the next subsection.  point within 2.5m of the sample box. At this point, the policy
executes theaAPPROACH OBJECTcontrol policy that moves
V. CONTROLLER REFINEMENT IN THE the RMP directly in front of the object. When the RMP is
ROBONAUT-SCOUT RELD STuDY less than 0.7m from the box (state 3), the policy executes a
Controller refinement was explored in the context of theach controller that moves the hands around the box. Next,
Robonaut-SCOUT field study. The Robonaut-SCOUT fieldie policy executes a guarded move that makes contact with
study involves a mobile humanoid robot, the NASA/JSthe sides of the box. After making contact, the control policy
Robonaut Unit B mounted on an RMP mobile base, arRKe€CUteST.omyp1y 1o comply to the sides of the box and; s
a semi-autonomous rover, SCOUT. Starting far away frota lift the box.
SCOUT, Robonaut must avoid obstacles while navigating toln order to characterize this solution to the move-to-grasp
a platform mounted on the rear of SCOUT. After reachintask, a series of eight trials were conducted where Robonaut
the platform, Robonaut must pick up a geological sampievigated to and picked up a geological sample box measuring
box placed there. The move-to-grasp problem is solved Binx8inx11in. This experiment did not test the first controller
executing the controllers described in Section Il and Il im Table Ill, APPROACH REGION Instead, Robonaut started
a refining sequence. A deterministic policy is defined oveach trial in a different location and orientation approximately
states that roughly correspond to the domains of attraction225m away from the box and executed the refining control
the navigation and hybrid force-position controllers. The stapmlicy illustrated in Table Ill. The experimental scenario is
set and associated control policy is shown in Table Ill. Thustrated in Figure 4. In Figure 4(a), Robonaut is 2.25m away
states are defined in terms of: 1) distance from the RMP fimm the box. In Figure 4(b), Robonaut has navigated to a point
the target objectd,,,,,; 2) distance of the two palms to thejust in front of the box. In Figure 4(c), Robonaut is lifting the
object, dpuims; 3) boolean contact state for the two palm$ox.
(whether the palms are in contact with the object or not), Figure 5 illustrates the trajectories followed by the robot
cpalms; 4) boolean contact state for the heel of the palmduring these eight trials. In this figure, the sample box is at
Cheel; D) DOOlean contact state for the tips of the fingefs,,. the origin with its major axis oriented horizontally. The lines
Column two (“Condition”) of Table Il defines a sequencen the left side of the plot illustrate the path of the center of
of states by adding constraints to earlier states. For examptes Robonaut RMP base. The two clusters of “L"-shaped lines
the condition for state 4 denotes tha,;,s < 0.2m and on the right illustrate the paths of the left and right palms. The
remp < 0.7m. This reflects the characteristic of refining'lightning bolt” shape of the RMP trajectories is the result of
control sequences described in Section IV, that states latie¢ APPROACH OBJECTCONtrol policy. Since, in each of these
in the sequence describe subsets of the configuration spais, Robonaut started less than 2.5m from the sample box,
represented by earlier states. Robonaut is in state 2 in Table 11l and executesAR@ROACH
The policy in Table Il does the following. When the RMPOBJECT control policy first. Since Robonaut is more than
base is more than 2.5m away from the target object, the politypm away from the sample boxpPPROACH OBJECTmMOvVeES



(@) (b)

Fig. 4. lllustration of Robonaut completing the move-to-grasp task in the Robonaut-SCOUT field study.

. ‘ Localizat‘ion Error ‘ a”y disappears.

Robonaut's progression through the refining sequence of
controllers is mirrored by a continual decrease in the variance
of the estimated pose of the sample box. This is illustrated
in Figure 6. When Robonaut is 2.25m away from the box,
the variance in the visually estimated position is large (the
“approach region” bar in Figure 6). However, after approach-
ing the box, Robonaut is able to localize the box much more
precisely (the “approach object” bar). Finally, after contacting
and complying with the object, Robonaut augments is visual
sense with tactile information that estimate the object pose
very precisely (“comply” bar).

AoproachRegion MStage comeV This improvement in localization accuracy is one reason
why the sequence of executed controllers have a refining
Fig. 6. Standard deviation in the estimated box position decreases as éfffect. The variance in estimated box position when Robonaut
refining control policy of Table Il executes. The first bar, “approach regiong 2 o5m away suggests that information sufficiently accurate
gives standard deviation when Robonaut is approximately 2.25m away from . . . L .
the sample box. The second bar shows standard deviation after approackh§OIVe this task in a single step is simply not available at the
the sample box. The third bar shows standard deviation after making contaeiginning of the task. Any solution must approach the object
and complying to the sides of the box. in stages, acquiring better information at each step. As long
as the constituent controllers are themselves robust, a refining
sequence of controllers will robustly move the robot closer and

directly toward the box. When it gets to a point within 1.5m, §loser to the goal configuration. In addition, since this can be
transition to state 2 occurs (in thePROACH oBJECTpolicy, @ refining sequence dfifferentcontrollers, controllers at dif-
shown in Table ||) and Robonaut moves to a point a|0ng tﬁ@rent Stages of the task can use different kinds of information
axis of the box. When Robonaut reaches a point 1.5m directfy solve the problem. This was particularly advantageous in
in front of the box, the system transitions to state 3 in tH@e Robonaut-SCOUT field test implementation because, in
APPROACH OBJECTpOlicy and drives toward the box. Af[erthe later stages of the ta.Sk, tactile information could be used
arriving in front of the boxAPPROACH OBJECTterminates and t0 move the contacts into a precise grasping configuration.
the refining policy of Table Ill takes over again and reaches
the two palms toward the box. Following the reach, the palms
make contact with the sides of box, comply with the box, and This paper has addressed a class of mobile manipulation
pick it up. problems called “move-to-grasp” problems, where a mobile
The eight trajectories shown in Figure 5 illustrate hownanipulator must navigate to and pick up an object. It is
Robonaut is confined to a smaller and smaller region of coproposed that move-to-grasp problems are best solved by
figuration space as it approaches the goal. Robonaut startsatrefining sequence of controllers, where each controller in
experiment in a large range of positions, approximately 2.25ime sequence iteratively confines the robot to a smaller and
away from the object. However, the variance in Robonautsnaller region of configuration space. Refining sequences are
position decreases significantly when it reaches a positiparticularly robust because the robot is always within the
directly in front of the sample box. Finally, after Robonautomain of attraction of all previously executed controllers in
makes contact and complies with the box, this variance virtthe sequence. This approach is explored in a move-to-grasp

Standard Deviation

VI. CONCLUSION



task where Robonaut must navigate to and pick up a geological
sample box off of a platform in the rear of SCOUT. Results are

given that show that over a series of trials, Robonaut’s config-
uration is confined to an iteratively smaller region around the

sample box. This narrowing in configuration space is mirrored

by improvements in the precision of Robonaut’s estimated

position of the box. It is proposed that a refining sequence
of controllers is a good way to take advantage of new and

different sensory information accumulated by the robot during

the progress of the task.
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