Comparison of Measured Leakage Current Distributions with Calculated Damage Energy Distributions in HgCdTe
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Abstract—This paper presents a combined Monte Carlo and analytic approach to the calculation of the pixel-to-pixel distribution of proton-induced damage in a HgCdTe sensor array and compares the results to measured dark current distributions after damage by 63 MeV protons. The moments of the Coulombic, nuclear elastic and nuclear inelastic damage distribution were extracted from Monte Carlo simulations and combined to form a damage distribution using the analytic techniques first described in [1]. The calculations show that the high energy recoils from the nuclear inelastic reactions (calculated using the Monte Carlo code MCNPX [2]) produce a pronounced skewing of the damage energy distribution. The nuclear elastic component (also calculated using the MCNPX) has a negligible effect on the shape of the damage distribution. The Coulombic contribution was calculated using MRED [3,4], a Geant4 [4,5] application. The comparison with the dark current distribution strongly suggests that mechanisms which are not linearly correlated with nonionizing damage produced according to collision kinematics are responsible for the observed dark current increases. This has important implications for the process of predicting the on-orbit dark current response of the HgCdTe sensor array.

I. INTRODUCTION

Many emerging space astronomy programs will perform their science using infrared detectors in order to study the early Universe as well as Earth and planetary sciences, and the infrared bands are also important in military applications. Although we have observed hot pixel formation in proton-irradiated Rockwell IR hybrid detectors to be used in the James Webb Space Telescope [7], we do not as yet understand the mechanism producing the hot pixels in HgCdTe. As a result we are unable to predict hot pixel formation on orbit. The purpose of this paper is to predict the proton-induced displacement damage distributions in Hg$_{0.8}$Cd$_{0.2}$Te based on collision kinematics to see if they predict the observed dark current distribution.

In the case of Si sensors (including charge coupled devices, active pixel sensors and charge injection devices) measurements show that the dark current distributions are often well explained by the damage distributions calculated based on collision kinematics [1,8-11]. Damage distributions were first calculated analytically by Marshall et al. in 1990 with good agreement obtained for dark current distributions produced by 12 MeV protons in Si charge injection devices. At 63 MeV the data indicated less variance in the measured distribution than in the damage energy calculation, a result also found by Hopkinson et al. at 100 MeV in Si charge coupled devices (CCDs). Using the Monte Carlo code CUPID [12] Dale et al. showed that this result followed because the recoil ranges were comparable to the size of the dark current sensitive volume. In the limit of bulk material, both the analytic and the CUPID Monte Carlo approaches are in good agreement. As sensitive volumes shrink and incident proton energies increase, the ranges of the spallation recoil fragments approach the smallest dimension of the microvolume, and the pixel-to-pixel damage variance are best calculated using methods which track the damage deposition along the recoil atom pathlengths. In this regime, a Monte Carlo approach is well suited to describe the damage energy distribution.

Nevertheless, in some cases the Si dark current distributions cannot be described using collision kinematics. This has been attributed to hot pixel formation from electric field enhanced emission [e.g. 10, 13-16]. It is important to distinguish the two scenarios because in order to predict the hot pixel populations, one needs to understand whether they are formed by extraordinarily large damage regions from inelastic reactions in the pixel or by electric field enhanced emission which appears to follow from small damage regions in very small microvolumes filling only a tiny fraction of the pixel’s volume. In the later case the hot pixel population may be expected to follow the Coulomb cross section [16, 17].
II. THE EXPERIMENT

We use previously measured dark current distribution of a Rockwell H-2RG which is a hybrid device with a 2k x 2k format and 18 micron pixel pitch. It incorporates a software configurable silicon readout circuit bump bonded to a HgCdTe detector array optimized for the JWST NIR (0.6 – 5 μm) spectral range. Details of the experiment can be found in [7] but key details are provided.

An engineering grade device was employed and displayed a number of cosmetic defects and ‘hot’ pixels that did not meet the stringent JWST flight FPA operability requirements going into our test. A subset of ~266,000 pixels were extracted that were deemed to be “good” pixels as will be described in the full paper. The detector held at 37 K and irradiated with 63 MeV protons to a 5 krad(Si) level which corresponds to a fluence of 3.7e10 cm⁻². The dewar was maintained at temperature while being transported back to the NASA Ames laboratory and measurements were taken after residual radioactivity from the proton exposure had mostly decayed. Residual activity and cosmic ray effects were filtered out as described in [7].

III. DAMAGE ENERGY DISTRIBUTION CALCULATIONS

In this section we follow the method described in [1] to calculate the damage energy distribution for 63 MeV protons on Hg₅₀.₇Cd₃₀.₃Te. The first step in the calculation of damage energy distributions is to calculate the interaction cross sections (σ), as well as the first and second moments of the Hg₅₀.₇Cd₃₀.₃Te damage energy distributions due to Coulombic, nuclear elastic and nuclear inelastic interactions respectively. The first moment corresponds to the mean damage energy, (μ) and the second moment is the associated variance, (var). These means and variances correspond to the probability density function (pdf) governing the likelihood of a particular recoil energy resulting from a given proton- Hg₅₀.₇Cd₃₀.₃Te interaction.

The next step is to calculate the average number of inelastic recoils per pixel. For the sensitive volumes (V_pixel) and fluences (φ) of interest the average number of inelastic recoils per pixel (N_{recoils}) is small therefore there is a discrete Poisson distribution of recoils throughout the array.

\[ P(x,λ) = \frac{(e^{-λ} \cdot λ^x)}{x!} \]

where \( x = 0,1,2,\ldots \) inelastic recoils per pixel. \( λ \) is the average number of recoils per pixel and is given by \( λ = N_{recoils} \cdot φ \cdot V_{pixel} \cdot N_{avograd}/A \) where \( ρ \) is the HgCdTe density and \( A \) is the gram atomic weight of Hg₅₀.₇Cd₃₀.₃Te. Note that \( P(x,λ) = 1 \).

Next one calculates the single event probability function (SEPpdf) for inelastic nuclear reactions as approximated by a 2 parameter (μ and var) gamma distribution. (This function is also normalized to unit area.) Next one calculates the N-fold convolution of the SEPpdf with itself to get the pdf for a pixel with N inelastic recoils. This is done for N = 2, 3, 4, etc, up to the maximum N expected to occur for the given population of pixels. Each of these distributions is convolved with the Coulombic distribution corresponding to the mean Coulomb damage energy per pixel. In addition, we determined the pixel-to-pixel variation in Coulomb damage and included this variance with the Poisson dominated variance in the incident particle fluence which was by far the dominant term. This gives us confidence in assuming a Gaussian form for the distribution of Coulomb damage throughout the array.

Finally, we weight each of these distributions with the Poisson probability for N (inelastic) recoils in a pixel and then sum them to arrive at the damage energy distribution corresponding to the pixel volumes (assumed 10 micron thickness) and fluence chosen. (Note that the nuclear elastic component has been ignored. We will justify this later in the next section.)

A. Material and Recoil Spectrum Parameters

The Hg₅₀.₇Cd₃₀.₃Te has a density of 7.41 g/cm³ and a gram molecular weight of 151 g. The pixel area is 18 μm by 18 μm and the epi layer is ~10 μm deep. From measurements on other HgCdTe detectors we expect the diffusion length to be at least 10 μm so dark current should be collected from the entire pixel volume. The volume and density are large enough so that we do not expect the ranges of the recoils to be long compared to the volume dimensions so the analytic approach should offer a valid approximation.

The results for the recoil spectrum parameters are shown in Table 1, along with the MRED [3,4] results for the Coulomb parameters in the units indicated. In the future, we plan to develop MRED for a more comprehensive and general solution but for now we are using it for a point solution for the case of 3.7 x 10¹⁰ cm⁻² 63 MeV protons on the pixel geometry cited (i.e. 1.2 x 10⁵ protons/pixel). The nuclear elastic component (calculated using the Monte Carlo code MCNPX [2]) has a negligible effect of the shape of the damage distribution. We can see from the table that the mean recoil energy and variance are an order of magnitude below that of the inelastic interactions. As can be seen from Figure 1, the nuclear elastic contribution to the nonionizing energy loss rate (NIEL) is negligible over the entire proton energy range of interest.

TABLE 1
Proton Nuclear Reactions on HgCdTe x=0.3

<table>
<thead>
<tr>
<th>Proton Energy (MeV)</th>
<th>Cross Section (barns)</th>
<th>Mean Recoil Energy (MeV)</th>
<th>Mean Damage Energy (MeV)</th>
<th>Variance of Damage Energy (MeV)^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>63</td>
<td>0.4984</td>
<td>0.0402</td>
<td>0.0254</td>
<td>6.85E-03</td>
</tr>
</tbody>
</table>

Nuclear Elastic Reactions

| 63                  | 1.589                 | 0.3721                  | 0.2086                   | 7.15E-02                        |

Nuclear Inelastic Reactions

| 63                  | 0.734*                | 9.60E-13**              |

Coulombic Interactions

*MeV per pixel with incident 63 MeV proton fluence of 3.7 x 10^15 cm^-2.
** MeV^2 per pixel with a 63 MeV proton fluence of 3.7 x 10^15 cm^-2.

The method used to compute the nuclear contribution to NIEL and the associated variance is based on the thin target approximation using MCNPX and a methodology developed by Jun [19]. A thin cylindrical slab of the material of interest with a normalized density of 0.01 atoms/barn-cm was modeled, and a simulated pencil beam of protons penetrated the material. The model considers a simulated pencil beam of protons normally incident on a thin, solid cylindrical disk. Using the damage energy tally, the history tape written by MCNPX was analyzed to calculate the mean damage energy per source particle, T_{dam}, which is the nonionizing portion of energy deposited (i.e., after application of the Lindhard partition function). Then, NIEL is calculated by:

\[
S_{NIEL} = N \frac{T_{dam}}{A N_0 \cdot x}
\]

where \( N \) is Avogadro’s number, \( A \) is the gram atomic weight of the target material, \( N_0 \) is the atom density, and \( x \) is the target thickness. By using MCNPX, we were able to compute the nuclear contributions to the proton NIEL for each material and then superimpose them to arrive at the NIEL for the Hg_{0.7}Cd_{0.3}Te. The production of displaced atoms is dominated by the Coulombic interactions below 10 MeV, while the nuclear collisions (particularly the nuclear inelastic) take over at energies exceeding 30-50 MeV. For the Coulombic NIEL shown in figure 1, the calculation was done analytically using the ZBL method. This analytic approach provides the mean, but not the variance for Coulomb scattering events. Using the history tape out of MCNPX we were also able to compute the variance of the damage energy as seen in Table 1.

We arrived at the distribution describing Coulomb damage based on the mean damage energy deposited in a large number of Monte Carlo runs (using MRED [3,4]) for the pixel geometry and proton fluence of 3.7 x 10^{15} cm^-2 63 MeV protons. It is significant to note that the mean damage energy per pixel calculated using the NIEL value in figure 1 agrees to within 17% with the value obtained using the GEANT4 Monte Carlo runs. The variance expressed in the table has also been determined from the Monte Carlo runs. To properly incorporate variances due to kinematic considerations for the purpose of comparing damage distributions with measured dark current data we must also include a variance describing the measured distribution seen in the pre-irradiation dark current data. From figure 2 we note that the pre-rad distribution appears approximately Gaussian and has a mean near zero electrons per second. The variance in this Gaussian is not fully understood but we presume it to be influenced by the pixel-to-pixel fluctuations, noise from the array and readout electronics, thermal control fluctuations, and characteristics of the readout algorithm. After consideration of all the terms influencing the variation in pixels receiving only Coulomb damage, we discover that the variance representing the pre-irradiation measurement of the dark current is dominant (even being larger than the Poisson variation in the incident particle fluence noted earlier.)

Figure 2 Measured dark current distribution for 266,000 Hg_{0.7}Cd_{0.3}Te pixels before irradiation and after irradiation with 3.7 x 10^{15} cm^-2 63 MeV protons.

B. Calculated Damage Distributions

The calculated damage distribution is shown in Figure 3, which shows the distribution of pixels with elastic damage plus 0, 1, 2, etc., inelastic interactions. The average number of inelastic collisions per pixel was ~5, and the maximum number of inelastic recoils expected per pixels is 18 for our fluence and pixel population. As one can see, the inelastic collisions are responsible for the skewness in the distribution. The shape of the distribution is also significantly impacted by the camera response function which we noted dominates the form of the distribution representing the Coulombic contribution and is present in all measurements, but negligible in comparison to the damage energy variance where inelastic collisions are concerned. (Recall that the Coulombic variance is extremely small.)
Figure 3 Calculated damage energy distribution for 266,000 Hg0.9Cd0.1Te pixels irradiated with 3.7e10 cm⁻² 63 MeV protons. Below the summed damage distribution we show the Poisson weighted damage distributions for the pixels with only Coulomb events (diamonds), and the pixels with Coulomb events plus 1,2,3...10 inelastic interactions per pixel. Note that a pixel may contain up to 18 inelastic interactions.

IV. RESULTS AND SUMMARY

The measured dark current histogram for 266,00 selected pixels is shown in figure 2 along with the pre-irradiation histogram. In [5], the slight median shift was not investigated, and hence was not presented as necessarily real. Recently we have re-analyzed this data and find a small shift in the median dark current after irradiation to 3.7 x 10²⁰ cm⁻² 63 MeV protons. It is apparent that the calculated damage distribution does not predict the measured dark current distribution which indicates that some other mechanism than collision kinematics is also responsible for the high dark current pixels. This makes an on-orbit prediction of the dark current problematic and the NIEL correlation does not appear to hold. Measurements at 8 MeV are planned to see if the high dark current pixels correspond to the Coulombic portion of the NIEL which would be the case if electric field enhanced emission is responsible as has been seen in Si.
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