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This paper reports on progress towards developing a spatial stability code for compressible shear flows with two inhomogeneous directions, such as crossflow dominated swept-wing boundary layers and attachment line flows. Certain unique aspects of formulating a spatial, two-dimensional eigenvalue problem for the secondary instability of finite amplitude crossflow vortices are discussed. A primary test case used for parameter study corresponds to the low-speed, NLF-0415(b) airfoil configuration as tested in the ASU Unsteady Wind Tunnel, wherein a spanwise periodic array of roughness elements was placed near the leading edge in order to excite stationary crossflow modes with a specified fundamental wavelength. The two classes of flow conditions selected for this analysis include those for which the roughness array spacing corresponds to either the naturally dominant crossflow wavelength, or a subcritical wavelength that serves to reduce the growth of the naturally excited dominant crossflow modes. Numerical predictions are compared with the measured database, both as indirect validation for the spatial instability analysis and to provide a basis for comparison with a higher Reynolds number, supersonic swept-wing configuration. Application of the eigenvalue analysis to the supersonic configuration reveals that a broad spectrum of stationary crossflow modes can sustain sufficiently strong secondary instabilities as to potentially cause transition over this configuration. Implications of this finding for transition control in swept wing boundary layers are examined. Finally, extension of the spatial stability analysis to supersonic attachment line flows is also considered.

Nomenclature

\[ A_i \] = initial amplitude of stationary crossflow vortex
\[ A,B,C \] = coefficient matrices of the linearized Navier-Stokes equations
\[ N \] = N factor
\[ t \] = time
\[ N_y \] = number of points used in the wall normal direction in the numerical discretization
\[ N_x \] = number of points used in the direction parallel to the wing leading edge in the numerical discretization
\[ V_{subscripts} \] = coefficient matrices of the linearized Navier-Stokes equations

---
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\( x \) = wing surface coordinate in the direction perpendicular to the leading edge
\( y \) = coordinate normal to the wing surface
\( z \) = wing surface coordinate in the direction parallel to the leading edge
\( X \) = wing surface coordinate along a crossflow vortex line
\( Z \) = wing surface coordinate perpendicular to a crossflow vortex line
\( \alpha \) = complex wave number
\( \alpha_r \) = real part of \( \alpha \)
\( \alpha_i \) = imaginary part of \( \alpha \)
\( \theta \) = angle between a crossflow vortex line and a surface line perpendicular to the leading edge.
\( \omega \) = angular frequency
\( \xi \) = wing surface coordinate along a crossflow vortex line in a non-orthogonal system
\( \zeta \) = wing surface coordinate parallel to the leading edge in a non-orthogonal system

I. Introduction

Even in a low-disturbance environment that is characteristic of external aeronautical flows, laminar-turbulent transition in a 3D boundary layer can occur through many routes. Potential paths for transition include the destabilization of attachment line boundary-layer, the development and breakdown of streamwise instabilities (i.e., Tollmien-Schlichting waves and the first and second modes of instability depending on flow Mach number), and the growth and breakdown of crossflow vortex instabilities (if the boundary layer is three-dimensional) or the centrifugal or Goertler mode instability (if the surface geometry includes regions of concave streamwise curvature) [1, 2, 3]. For flow configurations that are dominated by one of the streamwise instabilities, efficient and usually reliable predictions of transition onset can be achieved via linear growth (N-factor) correlations based on classical stability theory or linear PSE (Parabolized Stability Equations) [4, 5]. However, there is increasing experimental evidence that receptivity and nonlinear processes become relatively more significant in the case of transition due to crossflow or Goertler vortex instabilities [6-9]. A more holistic prediction approach based on the nonlinear evolution of these vortices and the ensuing high-frequency secondary instabilities then becomes desirable [10-12].

An earlier application of a higher-fidelity transition prediction approach [10] had yielded promising results in the context of a low-speed crossflow experiment involving a 45-deg swept NLF-0415(b) airfoil [6]. Specifically, an N-factor correlation based on the linear amplification of secondary instabilities of stationary crossflow vortices of known amplitude provided a more robust correlation with the measured location for transition onset than an absolute amplitude correlation based on the primary instability alone. The first known application of secondary N-factors in the context of semi-empirical transition prediction was presented by El-Hady in the context of streamwise instabilities in 2D supersonic boundary layers (see, for instance, Ref. [13]). The preliminary results based on this higher fidelity approach were also consistent with the observed delay of transition in the presence of a subcritical stationary crossflow mode that was seeded via artificial, spanwise periodic roughness near the leading edge.

The technique of crossflow-transition control via spanwise periodic roughness is also relevant to supersonic swept-wing flows, but has not yet been demonstrated beyond initial laboratory experiments in the Mach 2.4 Supersonic Wind Tunnel at Arizona State University (ASU) [14]. A preliminary application of the higher fidelity transition prediction approach to the latter experiments was presented in Ref. [11, 12]; however, it did not include an explicit account of the secondary instability phase during transition. A major goal behind the present work is to extend the findings in Ref. [11] by including the growth of high-frequency secondary instabilities of stationary crossflow modes and, more generally, to further develop the holistic prediction approach in the context of compressible boundary layers. To that end, the temporal instability analysis of Refs. [10, 15] is extended to spatial instability modes, allowing systematic mode tracking without any additional simplifying assumptions as required during the temporal analysis. We further note that such spatial predictions can be directly compared with numerical simulations and, perhaps, used to provide suitable initial conditions for a simulation that is focused on the (strongly nonlinear) laminar breakdown phase.

Mathematically, prediction of stationary crossflow transition via the secondary N-factor approach differs from the classical N-factor analysis based on (small-amplitude) primary instability modes, in that the basic state for
secondary instability analysis (which has been modified by the presence of finite amplitude stationary vortex instabilities) is strongly inhomogeneous in two spatial directions (wall normal and spanwise) instead of just a single direction (wall normal) as during the classical analysis using the unperturbed boundary layer flow as the basic state. Consequently, the amplification characteristics and mode shapes of the high-frequency secondary instability modes are governed by an eigenvalue problem based on a two-dimensional partial differential equation (PDE) [3, 10, 16, 17], rather than the simpler, classical eigenvalue problem that is derived from a system of ordinary differential equations (ODEs). Whereas the latter set of ODEs involves the wall-normal coordinate as the only independent variable, the 2D eigenvalue problem for the secondary instability of finite amplitude crossflow modes involves an additional, surface-tangential coordinate that cuts across the cross section of the crossflow vortex. In cases where the vortex pattern involves a single dominant wavelength, the secondary perturbations may be treated as being periodic along this latter coordinate. Linear (primary) instabilities of an attachment line boundary layer can also be described using a 2D eigenvalue problem [18–20], except that both the basic state and the unstable perturbations now have an algebraic, rather than periodic, behavior along the second spatial coordinate (along the chordwise direction). Understanding the attachment line instability is of great practical importance in itself; in particular, if the attachment line flow is allowed to become turbulent (due to the growth of instabilities or because of turbulence coming from the fuselage or tripping by roughness), then the rest of the wing surface will become contaminated, rendering it difficult and/or impractical to recover laminar flow.

A number of hydrodynamic instability analyses based on partial differential eigenvalue problems have been reported in the literature (see [3, 10, 16–21] and the references therein), mostly in the context of the temporal instability (such that the perturbations are spatially periodic and amplify in time) and/or incompressible flows, with only a few analyzed compressible flows (e.g. [16, 19]) . The present paper is focused on the development and application of spatial instability analyses for supersonic swept-wing boundary layers. Both spatially growing primary instabilities along the attachment line and the secondary instabilities of crossflow vortices over an infinite-span airfoil have been considered. Despite their different physical origins, both of the targeted instability mechanisms can be studied using the same analytical and numerical techniques as mentioned in the previous paragraph. Whereas the extension from temporal to spatial predictions is quite trivial for attachment line instability, it is not equally straightforward in the case of the secondary instabilities of crossflow vortices; the additional complexity arises because of the differences in the orientation of the vortex axis (typically within a few degrees of the inviscid streamline) along which the basic state evolves on a slow spatial scale and the direction in which the secondary instability modes amplify (viz., along the chordwise direction). A brief summary of the unique aspects of spatial secondary instability analysis for infinite span swept-airfoil flows is presented in section II below. In section III, we present numerical results pertaining to the low-speed, NLF-0415(b) configuration and compare the predictions with measured data, both as a qualitative validation for the spatial instability predictions and to provide a reference to assess similar results for a supersonic configuration modeling an experiment in the ASU Mach 2.4 Supersonic Wind Tunnel (Section IV) [14]. Additional benchmarking and application of the spatial instability code in the context of supersonic attachment line boundary layers is outlined in section V. Concluding remarks are presented in section VI.

II. Formulation of Secondary Instability Equations and Solution Precedure.

The equations governing the unstable perturbations are obtained by linearizing the Navier-Stokes equations about a specified basic state, e.g., a finite amplitude crossflow vortex developing in a swept-airfoil boundary layer. For a basic state that is slowly varying along one spatial coordinate (viz., the vortex axis in the case of crossflow vortices), using a wave ansatz in that direction for the disturbance quantities (in the spirit of WKB or multiple scale analysis) reduces the spatial dimension of the problem by one, resulting in a set of two-dimensional, linear partial differential equations at the leading order. In the case of temporal secondary instability analysis for stationary crossflow vortices in a swept airfoil boundary layer [3, 10, 16], the coordinate system is usually rotated so that one of the coordinate axes along the surface is aligned with the local vortex direction (X) and the other surface coordinate (Z) is orthogonal to X (Fig. 2.1). This leads to a set of linear partial differential equations in terms of the surface normal coordinate Y and the across-the-vortex coordinate Z. Together with appropriate boundary conditions at the wall and free-stream boundaries, and periodic boundary conditions in Z, one is led to a planar (i.e., 2D) eigenvalue problem which may be solved using numerical techniques for large linear systems.
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The above choice of surface coordinates becomes inappropriate in the context of spatial instability analysis. Specifically, the spatial exponential growth obtained from the 2-D eigenvalue problem in the coordinate system \((X, Z)\) is in the direction of vortex axis and, therefore, has a component in the direction parallel to the leading edge, which is not the solution we desire. In addition, the base flow is not periodic in \(Z\) so that approximations have to be made based on the fact that the deviation from periodicity is small. What we look for is a solution that is periodic in the direction parallel to the leading edge (\(ζ\) or \(z\)-direction in Figure 2.1) and grows only in the direction perpendicular to the leading edge (\(x\)-direction in Figure 2.1). For infinite-span configurations, the unperturbed boundary layer is invariant in the direction \(z\) parallel to the leading edge (Fig. 2.1), which allows both the primary (i.e., the stationary crossflow vortex) and the secondary disturbance fields to be periodic in that direction. However, because the primary disturbance field exhibits “rapid” variation in the chordwise coordinate \(x\), the orthogonal coordinate system \((x, z)\) cannot be used to reduce the spatial secondary instability analysis to a 2D eigenvalue problem. However, the non-orthogonal, vortex aligned coordinate system \(ξ\) and \(ζ\) (where \(ξ = X\) and \(ζ = z\)) can be used to formulate the spatial secondary instability problem as sketched below. We note that the non-orthogonal formulation precisely mimics the DNS computations in refs. [22-23], wherein the vortex aligned non-orthogonal coordinate system was employed towards efficient simulation of disturbance evolution in swept airfoil boundary layers without any approximations. For general 3D configurations, the implementation of parabolized stability equations (PSE) in the LASTRAC code [24] also allows the option of a non-orthogonal coordinate system.

The linearized compressible Navier-Stokes equations in the non-orthogonal system can be written in the following form

\[
\Gamma \frac{d\phi}{dt} + A \frac{\partial \phi}{\partial \xi} + B \frac{\partial \phi}{\partial y} + C \frac{\partial \phi}{\partial \zeta} = V_{\xi\xi} \frac{\partial^2 \phi}{\partial \xi^2} + V_{\xi y} \frac{\partial^2 \phi}{\partial \xi \partial y} + V_{\xi \zeta} \frac{\partial^2 \phi}{\partial \xi \partial \zeta} + V_{\eta\eta} \frac{\partial^2 \phi}{\partial \eta^2} + V_{\eta \zeta} \frac{\partial^2 \phi}{\partial \eta \partial \zeta} + V_{\zeta\zeta} \frac{\partial^2 \phi}{\partial \zeta^2} + \frac{\partial \phi}{\partial \zeta} + \Gamma \frac{\partial \phi}{\partial \xi} + B \frac{\partial \phi}{\partial y} + C \frac{\partial \phi}{\partial \zeta} \tag{1}
\]

where \(\phi\) is a vector whose elements are the perturbation pressure, velocities and temperature, the coefficients of the derivatives are \(5 \times 5\) matrices that are slow varying functions of \(\xi\), functions of \(y\) and periodic functions of \(\zeta\).

In the surface coordinate system \((\xi, \zeta)\), the base flow is slowly varying in the \(\xi\)-direction and periodic in the \(\zeta\)-direction. The perturbation variables associated with the secondary instability can then be expressed in the form

\[
\phi(\xi, y, \zeta) = \phi(\xi, y, \zeta) \exp(-i \omega t + i \alpha d\zeta) \tag{2}
\]

where \(y\) is the coordinate normal to the wing surface, \(\phi(\xi, y, \zeta)\) is the 2-D complex eigenfunction at station \(\xi\) that is periodic in \(\zeta\); \(\omega\) is the given frequency; and \(\alpha\) is the complex wave number (i.e., the spatial eigenvalue).

We emphasize that, in the non-orthogonal coordinate system, the use of \(\alpha d\zeta\) in the exponential part does not constitute allowing the disturbance to grow in the spanwise (\(z\)) direction. This point will become clearer later on when we write the expression for the evolution of perturbation quantities in the more intuitive orthogonal coordinate system.

On substituting Eq. (2) into Eq. (1) and neglecting the dependencies on \(\zeta\) of both the coefficients of the equations and the mode shape \(\phi\), we obtain
\[-i\omega \Gamma \varphi + \left( i\alpha A + \alpha^2 V_{yy}\right) \varphi + \left(B - i\alpha V_{\zeta \zeta}\right) \frac{\partial \varphi}{\partial y} + \left(C - i\alpha V_{\zeta \zeta}\right) \frac{\partial \varphi}{\partial \zeta} = 0 \tag{3}\]

Equation (3) is solved as a 2-D spatial eigenvalue problem with \(\alpha\) as the eigenvalue for a given \(\omega\). Periodic boundary condition is used in the \(\zeta\) direction and vanishing velocity and temperature conditions are used at the wall, along with suitable boundary conditions along the free-stream boundary.

The form of the solution in Eq. (2) is not intuitive and, for better clarity, we can rewrite it in terms of the more intuitive orthogonal coordinates. To this end, it is easy to verify that the surface coordinate systems \((x, z)\) and \((\xi, \zeta)\) are related through the following expressions

\[d\xi = \frac{dx}{\cos \theta}\]  
\[d\zeta = dz - dx \tan \theta\]  

where \(\theta\) denotes the angle between the \(\zeta\) and the \(x\) axes. Therefore, the right hand side of Eq. (2) can be written as

\[\varphi \left( \int \frac{dx}{\cos \theta}, y, z - \int \tan \theta \, dx \right) \exp \left(-i\omega t + i \int \frac{\alpha_r \, dx}{\cos \theta} - i \int \frac{\alpha_i \, dx}{\cos \theta} \right)\]

where \(\alpha_r\) and \(\alpha_i\) are, respectively, the real and imaginary parts of \(\alpha\). Observe that, at any fixed \(x\), \(\varphi\) is a periodic function of \(z\); the solution oscillates in \(x\) along with an exponential growth or decay in its amplitude; and, furthermore, there is no exponential growth in \(z\). The N-factor is then defined as

\[N = -\int \frac{\alpha_r \, dx}{\cos \theta}\]  

where the lower limit of integration corresponds to the onset of the instability.

The formulation is also valid when the base flow, and hence the coefficient matrices, are not periodic in \(\zeta\), in which case the eigenfunction \(\varphi(\xi, y, \zeta)\) is not periodic and an alternative set of boundary conditions need to be applied.

Numerically, Equation (3) is discretized in the \(y\)-direction using high order finite difference and, when the coefficient matrices are periodic, discrete Fourier spectral method is used in the \(\zeta\)-direction, otherwise high order finite difference is used. The resulting algebraic eigenvalue problem has a dimension of \(y \times N_{\xi} \times N_{\zeta}\), however, its banded structure can be utilized for storage and computational efficiency. The algorithms used for solving the algebraic eigenvalue problem are the same as those used in previous analyses of 2D eigenvalue problems (e.g. [10]).

A typical N-factor computation procedure involves several steps:

1. **Computation of basic state for secondary instability**: The unperturbed boundary-layer flow is computed by solving compressible boundary-layer equations for a specified inviscid pressure distribution that is derived from Euler calculations. The evolution of stationary crossflow vortices in this flow is computed using nonlinear Parabolized Stability Equations (PSE) as implemented in the Langley Stability and Transition Analysis Code (LASTRAC) [24]. The wall-normal resolution used for these computations varied between 121 to 251 points, and between 64 to 96 Fourier modes were typically used in the spanwise direction. For secondary instability calculations, the basic state computed with nonlinear PSE was interpolated onto a grid that is more suitable for secondary instability modes. A typical resolution used for the eigenvalue
computations presented in this paper corresponds to 121 points in the wall-normal direction and 32 points in the periodic ($\zeta$) direction, although additional resolution was found to be necessary in some of the cases. The computational grid was tailored to the anticipated/computed mode shapes and spot checks were employed to verify that the shift in eigenvalues was insignificant when the number of points was further increased and/or when the clustering associated with the wall-normal grid was modified.

(1) A thorough eigenvalue search is performed at one or more chordwise locations for a range of wavenumbers. The Arnoldi method is used for global computations of temporal eigenvalues which, in turn, are used as starting values for an iterative spatial computation. This establishes the number of unstable modes and the corresponding range of frequencies.

(2) A suitable subset of eigenvalues for each mode is chosen to span the relevant range of frequencies. This forms the starting set of eigenvalues to be used for N-factor calculations for that mode.

(3) With each selected eigenvalue from step (2) as a starting guess, the eigenvalue computation is marched both upstream and downstream in the chordwise direction to cover the appropriate range of locations. At each step during the marching process, the starting guess is updated via linear extrapolation from the previously computed eigenvalues at adjacent locations. Having determined the eigenvalues over the region of interest, the N-factor evolution for each frequency and mode type is calculated using Eq. (6).

III. Secondary Instability of Crossflow Vortices: Low Mach Number NLF-0415b Case

We first examine the secondary instability of crossflow vortices for the NLF-0415b configuration that was used for detailed measurements of crossflow induced transition in the Arizona State University (ASU) Unsteady Wind Tunnel [25]. During those experiments, a spanwise periodic array of roughness elements was placed near the airfoil leading edge to introduce stationary crossflow vortices with the desired wavelength and varying initial amplitude. Herein, we choose to model two sets of experimental data points, corresponding to vortex wavelengths of 12 mm (the naturally dominant stationary crossflow mode) and 8 mm (subdominant mode that was found to weaken the growth of the naturally excited 12 mm mode and, hence, to delay the onset of transition on the airfoil), respectively, at the fixed chord Reynolds number of 2.4 million. Similar to [10], initial amplitudes of the stationary vortex are chosen so that the computational amplitudes at a selected upstream location are closely matched with the experimental results for three roughness heights of 6, 18 and 48 microns, respectively, for the 12 mm case. Although the roughness induced receptivity is not directly modeled in this paper, for convenience of notation, we will refer to these cases based on the corresponding experimental configuration. Accordingly, the above three cases are denoted as H06S12, H18S12 and H48S12, respectively. Similarly, for the 8 mm case, two roughness heights of 6 and 48 microns are chosen to match the computational results. These are referred to as H06S08 and H48S08, respectively.

We note that the stabilizing effect of a higher amplitude 8 mm mode on the 12 mm stationary mode has already been established in both experiments [27] and computations [10]. Thus, the goal behind the $\lambda = 8$ mm computations presented in this paper is to examine the growth potential for secondary instabilities at that wavelength and their likely effect on the transition onset location.

In Fig. 3.1a, predicted modal amplitudes for the leading three harmonics are compared with hot wire measurements for the H18S12 case, where 18 micron roughness elements were applied at $\lambda_z = 12$ mm. Effect of varying roughness height on the fundamental disturbance amplitudes is depicted in Fig. 3.1b. An analogous comparison for the 12 mm cases was presented in [10], wherein the secondary instability of the nonlinear stationary crossflow vortices was examined using temporal analysis. Because an envelope method was used to compute the integrated amplification of the secondary instabilities in [10], (unlike the present spatial analysis) the computed N-factors did not track the growth of a fixed disturbance entity. We also note that, whereas the unperturbed boundary layer flow in [10] had been predicted using the measured surface pressure distribution, the present set of results is based on a Cp distribution obtained by solving Euler equations for the conditions of interest.

N-factor evolution for the unstable modes at various selected frequencies are plotted in Figure 3.2 for each of the selected 12 mm cases. Corresponding growth rates for the 18-micron roughness (H18S12) case are also shown for illustration. Several secondary instability modes are found to exist in each of these cases, of which a few relevant modes were selected for plotting in Figure 3.2 and are represented by green, pink, and blue colors, respectively. The red curves denote lower frequency modes that originate significantly farther upstream as the traveling crossflow modes of the unperturbed boundary-layer flow but are substantially modified in the downstream region due to the finite amplitude stationary crossflow instability.
The first set of (dominant) high-frequency secondary instability modes to become unstable is denoted by the green curves. It was determined from the relative contributions to the energy production terms that the green modes are associated with the wall-normal shear of the basic state (i.e. represent a $y$-mode in the notation of [10]) and attain a peak growth rate at around $f=4.7$ kHz for the 6- and 18-micron roughness cases and around $f=4.9$ kHz for the case of highest initial crossflow amplitude (i.e., 48 micron roughness case). This mode is denoted as $y$-mode. An additional set of modes (denoted via pink curves) becomes unstable either at about the same location as the $y$-mode, or somewhat farther downstream, depending on the roughness height used. This family of modes is associated with the spanwise shear term and, hence, is denoted as $z$-mode 1 in this paper. It has a peak frequency of 1.6 kHz for lower initial amplitudes of the crossflow vortex and 2.9 kHz for the case with the highest initial crossflow amplitude. Subsequently, however, a second set of $z$-modes (denoted via blue curves) becomes unstable and achieves much higher growth rates (and, hence, N-factors) in comparison with the first $z$-mode. The peak growth rate of this dominant set of $z$-modes ($z$-mode 2) is found to be near $f=3.4$ kHz for nearly all initial crossflow vortex amplitudes.

We observe that the maximum growth rate of the $y$-mode (denoted by the green curve) occurs between $x/c = 0.3$ and 0.4, while the peak growth of the dominant $z$-mode (denoted by blue curve) occurs between $x/c = 0.45$ and 0.5. At the measured transition location of $x/c=0.52$ for the 6-micron roughness case, these $y$- and $z$-modes reach N-factors of approximately 10 and 7, respectively. As the roughness height (or, equivalently, the initial crossflow amplitude) is increased, each of these secondary instability modes become unstable at progressively upstream locations; however, the corresponding peak growth rates are found to decrease at the same time. The net result is that the transition N-factor attained by the $y$-mode 1 is increased to approximately 12, while that reached by the $z$-mode 2 is reduced to approximately 6 for the highest initial crossflow amplitude. N-factors for the intermediate roughness height (case H18S12) fall in between the corresponding values for the H6S12 and H48S12 cases, so that the overall spread in transition N-factors for either of the above two modes is small. The present N factors for the $z$-mode are somewhat lower in comparison with [10]; however, the precise cause behind this difference could not be ascertained.

The above findings confirm the strong correlation between the measured transition location and the predicted secondary N-factor, regardless of whether the N-factor correlation is based on the amplification of the $y$-modes (which were found to be insignificant to transition in the related measurements by White and Saric [28]) or the $z$-modes of secondary instability (which were found to be an important catalyst for initiating the process of laminar breakdown in [28]). Detailed measurements in [28] showed the peak fluctuations associated with the $z$-mode to be slightly above $3$kHz, which is consistent with the most amplified $z$-type secondary instability modes as predicted in the current analysis. The corresponding mode shapes for the dominant $z$-modes were also found to be rather close (compare, for instance, the mode shape of $z$-mode 2 at the bottom of Fig. 3.5 with Fig. 10 from ref. [28]). The reason(s) why the $y$-modes of secondary instability did not play an active role during transition in the experiment may be related to the receptivity characteristics pertaining to this mode; however, additional work is necessary to clarify those reasons. The recent work by Bonfigli and Klocker [26] appears to offer partial clues in this regard.

The measurements in [28] indicated an additional spectral peak near 200 Hz that corresponds to traveling crossflow vortices modulated by the spanwise variations associated with stationary crossflow mode [3, 26]. At the larger roughness height (i.e., larger initial stationary crossflow amplitude), the low frequency traveling disturbances attained significantly large amplitudes. Just prior to the laminar breakdown, the amplitudes of the low-frequency traveling modes were comparable to those of the $z$-modes of secondary instability, so it’s possible that both types of modes jointly contributed to the onset of breakdown at the above test condition. The behavior of the low-frequency traveling modes for $\lambda_c = 12$ mm (cases H6S12 through H48S12) is investigated next.

We note that the low-frequency modes are unstable even in the absence of the stationary crossflow vortices. However, the stationary crossflow vortices, after they attain a finite amplitude, can significantly modify the behavior of these traveling modes. The red curves in Figure 3.2 show the N-factors and the growth rates of the traveling waves. Direct comparisons of the N-factors and growth rates of the modulated traveling waves for all three roughness heights are shown in Figure 3.3. These traveling waves start to become unstable approximately at $x/c = 0.04$, and begin to show the effects of roughness height at approximately $x/c = 0.07$, obviously because the presence of the growing stationary vortices is beginning to be felt at that stage. Up to $x/c = 0.2$, the maximum N-factor for the traveling waves is lowest in the case of stationary crossflow vortices with the highest initial amplitude.
Based on the energy production budget, we find that the traveling waves in the upstream region ($x/c < 0.15$) are primarily associated with the wall-normal shear of the basic state (i.e., these modes correspond to $y$-modes). This is to be expected because they originate from a region in which the flow field is nearly uniform in the $z$-direction.

The upstream peak in the growth rate curves (near $x/c = 0.10 \rightarrow 0.12$) corresponds to frequencies in the vicinity of 150Hz. The initially dominant set of traveling waves have lower amplification rates in the region downstream of the first lobe in the growth rate curves. Traveling modes near 460Hz attain their peak growth rates between $x/c = 0.25$ and $x/c = 0.36$ depending on the initial amplitude of the stationary crossflow mode (i.e., the roughness height parameter). The second lobe in the growth rate curve from Fig. 3.3b is associated with the spanwise shear of the basic state (which is induced by the relatively strong stationary crossflow vortex). Thus, it is not surprising that the peak of this second lobe shifts progressively upstream as the roughness height is increased from 6 micron (red curves in Fig. 3.3b) to 48 micron (blue curves in Fig. 3.3b).

To illustrate the differences between the structures of traveling crossflow vortices in the upstream and downstream regions, respectively, we next examine the mode shape evolution for a traveling mode at $f=200$Hz in the $H06S12$ case (Fig. 3.4). This particular traveling wave is seen to be a $y$-mode at small $x/c$ and transitions to a $z$-mode beyond $x/c=0.25$. The amplitudes of these waves are concentrated closer to the wall than the secondary instability waves, which ride on parts of the crossflow vortices that are farther away from the wall as shown in Figure 3.5 for the 18 micron case. The mode shape of the modulated traveling wave looks quite similar to the spatial distribution of low frequency oscillations observed in the experiment of White and Saric [28] (compare, for example, the mode shape shown at the bottom of Fig. 3.4 here with Fig. 7 of reference [28]).

Because the computational resources required for secondary instability analysis can exceed the resources required for primary instability analysis by an order of magnitude or greater, it is worthwhile to examine if the onset of secondary instability may be correlated with certain features of the primary flowfield. As a partial attempt towards that goal, we now examine the spanwise averaged velocity profiles (obtained by using nonlinear PSE analysis) along the direction of the inviscid streamline at a few select streamwise locations for each of the three cases examined above (Fig. 3.6). As may be expected, the onset of the $y$-mode (high-frequency) secondary instability approximately coincides with the locations where the spanwise averaged velocity profile (aligned with the inviscid streamline at the boundary layer edge) first develops a visually distinct inflection point higher up in the boundary layer. For ease of comparison, those profiles (corresponding to $x/c = 0.35$, 0.30 and 0.25 for the 6, 18 and 48 micron cases, respectively) have been highlighted in Fig. 3.6.

Next, we consider the effect of 8 mm stationary crossflow waves on both traveling waves with the same spanwise wavelength and the high frequency secondary instability. Again, the initial amplitudes of the $\lambda_y = 8$ mm mode have been chosen to achieve an approximate match between the overall predicted evolution of the r.m.s. primary amplitudes and the corresponding measured data for roughness heights of 6 micron and 48 micron, respectively (Fig. 3.7). Carrillo et al. [27] report that the controlled excitation of stationary crossflow modes at a subcritical spacing delayed the onset of transition to $x/c=0.81$ at the lower roughness height ($h=6$ microns); however, the transition front moved back upstream to $x/c=0.61$ as the roughness height increased to $h=48$ microns (case H48S8). We try to gain some insight into these findings by examining the behavior of secondary instabilities in each of these cases.

Figures 3.8a and 3.8b show the N-factors of the non-stationary modes with $\lambda_y = 8$ mm for the above two cases. For $h=6$ microns (case H68S8), the traveling primary waves dominate, reaching an N-factor of approximately 6 at $x/c=0.6$, while the two secondary instability modes (a $y$-mode and a $z$-mode) barely show up during the region of significant primary amplitudes at $\lambda_y = 8$ mm. At the larger initial crossflow amplitude corresponding to $h=48$ microns, the growth of the traveling crossflow modes is significantly reduced ($N=4$ near $x/c=0.6$); but, the $y$- and $z$-modes of secondary instability reach significantly larger maximum N factors ($N=6$ and $N=2.5$, respectively) relative to the $h=6$ micron case. These computational findings suggest that there is little danger of premature transition due to the 8-mm control input when $h=6$microns (consistent with the large transition delay measured in the experiment), but there exists the possibility of an adverse impact on the transition location due to the relatively stronger secondary instability in the $h=48$ micron case (especially if the $y$-modes can get naturally excited at the smaller vortex wavelength). Whether or not this adverse effect may have been responsible for the upstream shift in the measured
transition location (from x/c=0.81 for H6S8 case to x/c=0.61 for H48S8) cannot, however, be established on the basis of the present analysis alone.

IV. Spatial Secondary Instabilities of Compressible Stationary Crossflow Vortices

Next, we present selected results for a Mach 2.4, 73-degree swept wing geometry that was modeled after the experimental configuration of Saric and Reed [14]. The nonlinear development of stationary crossflow vortices with various spanwise wavelengths and initial amplitudes were computed in Ref. [11] for a chord Reynolds number of Re_c = 16 million. The dominant stationary crossflow mode in this case corresponds to a spanwise wavelength of 3 mm. The first harmonic of this naturally dominant mode (1.5 mm spanwise wavelength) provides the simplest (although not optimal) form of control input to weaken the growth of the naturally dominant stationary modes. Determination of appropriate control input parameters (e.g., wavelength and amplitude of the control mode) is, of course, a major issue in designing an effective laminar flow control system. Specifically, the control input must be large enough to provide the desired control action (viz., sufficient modification of the basis state in order to induce the required stabilization of the “dangerous” modes), however, it cannot be excessively large as to precipitate premature transition (and/or reduce the extent of transition delay, as briefly alluded to in section III in the context of the experiments in [27]). As shown below, the secondary instability analysis (in conjunction with receptivity predictions [29]) may provide useful guidance to help select an appropriate range of control input amplitudes.

The streamwise evolution of primary disturbance and mean flow distortion of the stationary mode with \( \lambda_z = 3 \text{ mm} \) with an initial amplitude of \( A_i = 10^{-7} \) is plotted in Fig. 4.1a, and the analogous evolution of the \( \lambda_z = 1.5 \text{ mm} \) mode with several initial amplitudes is shown in Fig. 4.1(b). As discussed in Ref. [11], \( \lambda_z = 3 \text{ mm} \), the amplitude of the dominant mode rises quite rapidly along the chordwise direction, even when the amplitude is large enough to induce high-frequency secondary instability. The amplitude of the subcritical mode (Fig. 4.1b) reaches its peak significantly earlier than the \( \lambda_z = 3 \text{ mm} \) mode (Fig. 4.1a) and decreases rapidly thereafter. Thus, both the control action and the potential for premature transition due to such subcritical modes is limited to a finite spatial region in the vicinity of the modal peak.

Amplification characteristics of secondary instability modes for the \( \lambda_z = 3 \text{ mm} \) case are shown in Fig. 4.2. The N-factor curves for a range of selected frequencies are plotted in Fig. 4.2(a), whereas Fig. 4.2(b) shows the corresponding spatial growth rates. High-frequency secondary instability modes are seen to exist for frequencies up to 2000 kHz. The maximum N-factor for the secondary modes reaches 10 even before the peak primary amplitude has been reached, indicating that if, indeed, the primary instability spectrum were to mirror the inflow behavior in Fig. 4.2(a) and the disturbance environment can excite the relevant secondary instability modes) the onset of transition should occur near x/c \( \approx 0.6 \). The growth characteristics of the secondary modes also support the hypothesis [11] that, in this particular case, movements in transition onset might approximately correlate with the corresponding shift in the region of rapid rise in the primary amplitude.

A more detailed examination of the \( \lambda_z = 3 \text{ mm} \) case reveals that there exist at least four secondary instability modes, all of which are y-modes and two are shown in Fig. 4.2 (b). A y-mode is the first to become unstable at approximately x/c = 0.5, this mode reaches an N-factor of approximately 8.5 for a frequency of approximately 1.05 MHz at x/c = 0.60. However, transition is likely to be caused by a second y-mode with a frequency near 1.3 MHz, which becomes unstable at x/c = 0.55, overtakes the y-mode 1 in terms of N-factor near x/c = 0.57 and reaches a maximum N-factor of approximately 10 at x/c = 0.60. The other two y-modes (not shown) reach much lower N-factors.

We next examine the variation in secondary instability N-factors as the initial amplitude of the control mode (\( \lambda_z = 1.5 \text{ mm} \)) is varied (assuming this mode alone to be dominant over the relevant spatial region). The effect of modulation of primary instability by stationary crossflow vortices of initial amplitudes of 0.001, 0.002 and 0.005 is shown in Figure 4.3, and secondary instability results for initial amplitudes of \( A_i = 0.001 \) and 0.002 (which yields a modest stabilization of the \( \lambda_z = 3 \text{ mm} \) stationary mode as described in [11]) are shown in Figs. 4.4(a)-(b) and 4.4(c)-(d), respectively.
Figure 4.3 shows that the growth rates of the modulated primary instability immersed in higher amplitude crossflow vortices have lower growth rates up to $x/c = 0.14$, indicating the weak stabilizing influence of moderate amplitude stationary crossflow mode on lower amplitude traveling crossflow modes. Farther downstream, however, this trend is reversed. Higher amplitude stationary crossflow vortices now appear to enhance the linear growth of the traveling modes that are dominant in the downstream region, as reflected by the progressively upstream shift in the (local) peak in the growth rate curves as the roughness height is increased (similar to the low-speed case examined in section III). However, the linear growth mechanism takes on different characteristics as the growing traveling modes can now be either $z$-modes and/or $y$-modes.

For $\lambda_x = 1.5$ mm, up to six different high-frequency secondary instability modes were found, with three predominant ones (Figure 4.4). Two of those three modes are $y$-modes and the remaining one is a $z$-mode. They are shown via different colors in Figure 4.4. For the $A_i = 0.001$ case, the three modes have peak frequencies of 0.88, 1.72 and 0.72 MHz, respectively, and for the $A_i = 0.002$ case, those frequencies increase to 1.16, 2.0 and 1.56 MHz, respectively. For an initial amplitude of 0.001, the maximum N-factor approaches 9 for one of the $y$-modes. For an initial amplitude of 0.002, the N-factor reaches approximately 13. All of these findings indicate a strong possibility of premature transition at this level of control input. The finding that strong secondary instabilities can occur at both $\lambda_x = 3$ mm and $\lambda_x = 1.5$ mm (and, therefore, at the intermediate wavelengths as well) is suggestive of the potentially delicate nature of roughness based transition control at higher chord Reynolds numbers.

The progressive distortion of the mode shape corresponding to the (primary) traveling crossflow modes over this supersonic configuration is indicated in Fig. 4.5. The distorted mode shape of the traveling crossflow mode at $x/c=0.25$ may be compared with the velocity contours of the base flow (top of Fig. 4.6) and the local mode shapes of the dominant secondary instability modes (upper and lower middle, and bottom of Fig. 4.6). The associated energy production budget reveals that both the wall-normal and spanwise shears of the basic state make comparable contributions to the growth rate of this traveling crossflow mode at $x/c=0.25$.

Similar to the NLF-0415(b) case, the onset of the first $y$-associated secondary instability correlates well with the first appearance of inflections in the mean momentum profiles near the boundary layer edge. For the 3 mm case, the inflection first appears at approximately $x/c=0.55$, which is also where the mode that reaches the highest N-factor becomes unstable. Even though another $y$-mode becomes unstable prior to $x/c=0.55$, it does not attain a significantly large N-factor until much later in comparison with the dominant mode of secondary instability (Fig 4.2). For the 1.5 mm cases, the inflections occur at $x/c=0.22$ and 0.18, respectively, for the two initial amplitudes considered herein (Fig. 4.7). Again, the onset of inflection approximately coincides with the onset of the $y$-type secondary instability.

V. Attachment Line Instabilities in a Supersonic Boundary Layer

As previously noted, instabilities of an attachment line flow are also governed by a 2D eigenvalue problem that resembles the formulation outlined in section II for the secondary instabilities of crossflow vortices. Therefore, the incompressible swept Hiemenz flow configuration of Lin and Malik [18] was used as an additional test case to benchmark the accuracy of the two-dimensional eigenvalue solver. Having verified the agreement between our predictions and their temporal results (to at least 5 significant digits), spatial eigenvalues for the same case were computed. The spatial equivalent of the $S1$, $A1$, $S1$ and $A2$ modes in Lin and Malik [18] are shown in Figure 5.1, where $S$ and $A$ indicate the symmetric or antisymmetric nature of the mode shape with respect to the attachment line, and the numerical suffix denotes the modal index within each family.

Analogous results for a supersonic attachment line boundary layer with a boundary-layer edge Mach number of $M=1.69$ are plotted in Fig. 5.2(a) for different values of the attachment line Reynolds number ($\bar{R}$). The mean flow profiles are based on an approximate solution to the Navier-Stokes equations [30] that should be valid sufficiently close to the attachment line. The selected Mach number is expected to be similar to the experimental conditions of Powell et al [31], who studied oversuction effects associated with discrete wall suction across a perforated skin on attachment line transition. The main goal of their experiment was to investigate how the orientation of suction hole rows with respect to the attachment line influenced transition at suction levels relevant to supersonic flight configurations. Present computations do not address the effects wall suction (either in discrete or continuous form)
on the attachment line flow; however, they provide some guidance with respect to the instability characteristics for the baseline (i.e., zero-suction) case.

The growth rates of the 2D instability modes decrease as the Mach number is increased, so that only the leading symmetric mode (mode S1) is unstable up to $\mathcal{R} = 1000$ in the M=1.69 case. The critical Reynolds number below which the attachment line flow becomes stable to 2D instability modes is between 600 and 650. Eigenfunctions at the attachment line location for the $\mathcal{R} = 1000$ case are plotted in Figure 5.2(b). One observes that the temperature fluctuations have emerged as the dominant fluctuations, displaying a slightly higher peak than the velocity fluctuations along the attachment line. To draw more definitive conclusions regarding the overall instability of the flow, however, we will need to extend the above computations to 3D instability modes which are likely to be more unstable than the 2D modes at this Mach number.

VI. Conclusions

We have developed planar (2D) eigenvalue analysis capability for spatial instabilities of compressible shear flows with two inhomogeneous directions, such as crossflow dominated swept-wing boundary layers and attachment line flows. Direct spatial 2-D eigenvalue computations, rather than approximate calculations based on a combination of temporal analysis and the well-known Gaster’s relation, were performed to characterize the spatial growth of secondary instabilities of stationary crossflow vortices. The equations governing these instabilities were formulated in a non-orthogonal coordinate system, so that the proper periodic boundary conditions may be imposed in the direction parallel to the leading edge of an infinite-span swept airfoil and the exponential growth in the direction perpendicular to the leading edge can be computed without any ambiguity.

The choice of numerical case studies was motivated by transition prediction and control for swept wing boundary layers. The selected swept-airfoil configurations included (i) the low-speed, 45-degree sweep, NLF-0415(b) configuration with a chord Reynolds of $Re_c = 2.4$ million, as tested previously in the ASU Unsteady Wind Tunnel, and (ii) a Mach 2.4, 73-degree sweep configuration with $Re_c = 16$ million. For each of these configurations, we examined both the modification of the traveling crossflow modes and the destabilization of high-frequency secondary instabilities in the presence of finite amplitude stationary crossflow vortices of a specified spanwise wavelength and varying initial amplitudes.

Regardless of the speed and/or the chord Reynolds number, the onset of secondary instability was found to move forward as the initial amplitude of the stationary crossflow vortex was increased. As the stationary vortex increased in amplitude along the downstream direction, the base flow momentum profiles along the direction of the inviscid streamline was shown to develop a visually inflectional character higher up in the boundary layer and the locations for the onset of the high-frequency secondary instability seemed to correlate with the emergence of this inflection point.

The stationary crossflow vortices also modulate any small-amplitude traveling crossflow vortices, resulting in a weak stabilization of the initially dominant traveling modes. The initial stabilizing effect is more pronounced for higher initial amplitudes of the stationary crossflow vortex. Farther downstream, however, the above trend is reversed such that the most unstable traveling modes in that region are actually destabilized as a result of the stationary mode.

Overall, the results reconfirm that secondary instability analysis can explain a number of observed features during the previous experiments in the ASU Unsteady Wind Tunnel, both with and without the use of surface roughness at a subdominant wavelength as a means of transition control. Application of the 2D eigenvalue analysis to the higher Reynolds number, supersonic configuration revealed that a broad spectrum of stationary crossflow modes (including modes that would be suitable for roughness based transition control) can sustain sufficiently strong secondary instabilities, so as to potentially induce transition over this configuration. Implications of this finding for transition control in swept wing boundary layers were examined. Finally, extension of the spatial stability analysis to supersonic attachment line flows was also considered. Future work should include the incorporation of nonparallel effects into the eigenvalue problem formulations. Additionally, PSE and DNS computations would be helpful to clarify and confirm the results of the eigenvalue computations presented herein.
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Figure 2.1. Schematic of a swept wing of infinite span, with three surface coordinate systems, namely, $(x, z), (X, Z)$ and $(\xi, \zeta)$, the last of which corresponds to the non-orthogonal, vortex-aligned coordinate system.
Figure 3.1 (a) Comparison of experimental and computational modal amplitudes for 12 mm crossflow vortices in case H18S12.

Figure 3.1 (b) Comparison of measured and predicted fundamental amplitudes for cases H06S12, H18S12, and H48S12 (curves: computation, symbols: experiment).

Figure 3.2 Top left, top right and bottom left: N-factor curves for selected modes for 6-, 18- and 48-micron roughness cases, respectively. Bottom right: spatial growth rates for the 18-micron case. Measured transition locations are indicated by a dashed red line. Color of N-factor curves denotes the mode type, whereas different curves for a given mode correspond to disturbances at different frequencies. The most amplified frequency for each selected mode is highlighted on the plot.
Figure 3.3 (a) $N$-factors for modulated traveling crossflow vortices for different roughness heights. Color of curve indicates roughness height, whereas different curves of the same color are for different frequencies.

Figure 3.3 (b) Growth rates of modulated traveling crossflow vortices corresponding to cases in Fig. 3.3(a). Peak growth-rate frequency in each case is indicated.

Figure 3.4 Eigenfunction evolution for modulated traveling mode at $f=200$ Hz. The abscissa and ordinate correspond to suitably normalized spanwise coordinate $\zeta$ and wall-normal coordinate $y$, respectively.

Figure 3.5 Magnitude of secondary instability eigenfunctions for velocity component along the vortex axis for 45-deg swept NLF-0415(b) wing. Top: $y$-mode, middle: $z$-mode 1 and bottom: $z$-mode 2 (Abscissa and ordinate similar to Fig. 3.4).

Figure 3.6. Mean velocity profiles aligned with the local inviscid streamline. Profiles begin at $x/c=0.05$ and end at $x/c=0.6$, with an increment of 0.05 across successive profiles. Highlighted profile locations indicate where the profile develops a distinctly inflectional character.
Figure 3.7. Comparison of experimental and computational r.m.s. amplitudes of stationary disturbance for a roughness array spacing of $\lambda_z = 8$ mm (cases H06S08 and H48S08 for the NLF0415(b) configuration).

Figure 3.8. $N$-factor curves for $\lambda_z = 8$ mm (dashed line indicates measured transition location; line color denotes selected mode type, whereas different curves of same color indicate different frequencies for a given mode; highlighted frequencies correspond, approximately, to most amplified frequency for each selected mode).
Figure 4.1. Primary disturbance evolution along Mach 2.4 swept-wing boundary layer. Amplitudes of several disturbance harmonics, including the fundamental mode (mode 1) and mean-flow-correction (mode 0), are shown in each figure.

Figure 4.2(a) N-factor curves.

Figure 4.2(b) Spatial growth rate curves.

Figure 4.2. Secondary instability of stationary crossflow mode at $\hat{\lambda}_z = 3\text{mm}$ ($A_i = 1e-7$ in Fig. 4.1(a)). Line color denotes selected mode type, whereas different curves of same color indicate different frequencies for that mode; highlighted frequencies correspond, approximately, to most amplified frequency for each selected mode.
Figure 4.3. Effect of initial amplitude of the stationary crossflow vortex on growth rates of modulated traveling crossflow instability at $\lambda_z = 1.5\text{mm}$ (Line color denotes initial amplitude. Red curve: $A_i = 0.001$, Green: $A_i = 0.002$, and Blue: $A_i = 0.005$. Different curves at each initial amplitude represent different frequencies, with peak growth rate frequencies indicated on the plot).

Figure 4.4. Secondary instability of stationary crossflow mode at $\lambda_z = 1.5\text{mm}$. (Different curves of the same color are for different frequencies, and peak growth rate frequencies for each mode are indicated in parts b and d).
Figure 4.5. Eigenfunction contours for modulated traveling crossflow waves at 120 kHz ($\lambda_z = 1.5\text{mm}$; $x/c = 0.08, 0.11, 0.16, \text{and} 0.25$ from top to bottom, respectively). Abscissa and ordinate similar to Fig. 3.4; Contour variable corresponds to magnitude of eigenfunction for the velocity component along the direction of stationary vortex (which is approximately aligned with the local inviscid streamline).

Figure 4.6. Basic state and secondary mode shapes at $x/c = 0.25$ ($\lambda_z = 1.5\text{mm}$). Abscissa and ordinate similar to Fig. 3.4. Top: Contours of velocity component along the axis of the stationary crossflow vortex; Upper and lower middle, and bottom: Secondary instability eigenfunction corresponding to velocity component along the vortex axis for two $y$-modes and one $z$-mode, respectively, at $f=1700\text{kHz}$.

Figure 4.7 Mean momentum profiles aligned with the direction of the inviscid streamline for the supersonic swept-airfoil configuration ($\lambda_z = 1.5\text{mm}$), with highlighted locations indicating where the profile first develops significant inflection. Profiles start at $x/c = 0.1$ and proceed in intervals of $\Delta x/c = 0.05$, with the exception of $x/c=0.22$ (middle plot) and $x/c=0.18$ (right plot).
Figure 5.1. Spatial growth rates for modes S1, A1, S2 and A2 of attachment line instability for swept Hiemenz flow. M=0, Re = 800.

Figure 5.2. Spatial instability characteristics of mode S1 of attachment line instability for supersonic swept Hiemenz flow. $M_e = 1.69$, adiabatic wall.