Evaluating the Gradient of the Thin Wire Kernel
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Introduction

Recently, a formulation for evaluating the thin wire kernel was developed that employed a change of variable to smooth the kernel integrand, canceling the singularity in the integrand [1]. Hence, the typical expansion of the wire kernel in a series for use in the potential integrals is avoided. The new expression for the kernel is exact and may be used directly to determine the gradient of the wire kernel, which consists of components that are parallel and radial to the wire axis.

Integration of the Gradient of the Wire Kernel

From [1], the thin wire kernel may be written as

\[ K(\rho, z - z') = \frac{K(\beta)}{2\pi^2 R_{\max}} \int_0^1 e^{-jkR_{\max} \text{dn}[^{\xi}K(\beta)]} d\xi, \]  

(1)

where \( K(\beta) \) is the elliptical integral of the first kind, \( z \) is the observation point, \( z' \) is the source point on the wire, \( a \) is the wire radius, \( \rho \) is the perpendicular distance from the wire axis to the observation point,

\[ R_{\max} = \sqrt{(z - z')^2 + (\rho + a)^2} \quad \text{and} \quad \beta^2 = \frac{4\rho a}{(z - z')^2 + (\rho + a)^2} = \frac{4\rho a}{R_{\max}}. \]  

(2)

Next, the gradient of (1) is written as

\[
\nabla K(\rho, z - z') = \nabla \left( \frac{K(\beta)}{2\pi^2 R_{\max}} \int_0^1 e^{-jkR_{\max} \text{dn}[^{\xi}K(\beta)]} d\xi \right)
\]

\[
= \left( \frac{\nabla K(\beta)}{K(\beta)} - \frac{\nabla R_{\max}}{R_{\max}} \right) \left( \frac{K(\beta)}{2\pi^2 R_{\max}} \int_0^1 e^{-jkR_{\max} \text{dn}[^{\xi}K(\beta)]} d\xi \right)
\]

\[- jk \frac{K(\beta)}{2\pi^2 R_{\max}} \int_0^1 e^{-jkR_{\max} \text{dn}[^{\xi}K(\beta)]} \nabla \left( \int_0^1 e^{-jkR_{\max} \text{dn}[^{\xi}K(\beta)]} d\xi \right) d\xi. \]

(3)

Substituting

\[
\nabla \left( \int_0^1 e^{-jkR_{\max} \text{dn}[^{\xi}K(\beta)]} d\xi \right) = \text{dn}[^{\xi}K(\beta)] \nabla R_{\max}
\]

\[- \beta^2 R_{\max} \xi \text{sn}[^{\xi}K(\beta)] \text{cn}[^{\xi}K(\beta)] \nabla K(\beta) \]

(4)

into (3), yields

\[
\nabla K(\rho, z - z') = \left( \frac{\nabla K(\beta)}{K(\beta)} - \frac{\nabla R_{\max}}{R_{\max}} \right) \frac{K(\beta)}{2\pi^2 R_{\max}} I_1 - jk \frac{K(\beta)}{2\pi^2 R_{\max}} I_2
\]

\[+ jk \beta^2 \nabla K(\beta) \frac{K(\beta)}{2\pi^2 R_{\max}} I_3, \]

(5)
where

\[ I_1 = \int_0^1 e^{-jK(\beta) \xi} d\xi, \]  
\[ I_2 = \int_0^1 \text{dn}[\xi K(\beta)] e^{-jK(\beta) \xi} d\xi, \]

and

\[ I_3 = \int_0^1 \text{sn}[\xi K(\beta)] \text{cn}[\xi K(\beta)] e^{-jK(\beta) \xi} d\xi \]

are integrals involving Jacobi elliptic functions. The integrands of (6)–(8) are analytic and hence can be integrated to any desired accuracy using, say, Gauss-Legendre quadrature. The Jacobi elliptic functions may be computed using algorithms in [2]. Additional terms are defined as

\[ \nabla K(\beta) = \frac{1}{\beta} \left[ \frac{E(\beta)}{1 - \beta^2} - K(\beta) \right], \]
\[ \nabla \beta = 2 \nabla \left( \sqrt{\frac{\rho a}{R_{\text{max}}}} \right) = \left( \frac{a}{\rho R_{\text{max}}} - 2 \sqrt{\rho a} \right) R_{\text{max}} = \beta \left( \frac{\rho}{2 \rho \delta} \right), \]

and

\[ \nabla R_{\text{max}} = \frac{(\rho + a) \hat{\rho} + (z - z') \hat{z}}{R_{\text{max}}}. \]

The use of (9) allows (5) to be rewritten as

\[ \nabla K(\rho, z - z') = \left[ \frac{1}{2 \pi^2 R_{\text{max}}^2} \left( \frac{\rho}{2 \rho \delta} \right) \nabla R_{\text{max}} \right] \left[ \frac{1 - \beta^2}{\beta^2} \left( \frac{E(\beta)}{1 - \beta^2} - K(\beta) \right) \right] \]
\[ \times \left[ \beta^2 \left( I_1 + jkR_{\text{max}} \beta^2 K(\beta) I_1 \right) - K(\beta) \frac{\nabla R_{\text{max}}}{2 \pi^2 R_{\text{max}}^2} (I_1 + jkR_{\text{max}} I_2) \right]. \]

For self terms, the normal derivative is expected to have a delta function behavior as \( \rho \to a +, z \to z' \). To exhibit this, we note that the first term in brackets in (12) is the most singular and has the limiting form

\[ \nabla K(\rho, z - z') \to \frac{1}{2 \pi^2 R_{\text{min}}^2} \left[ \frac{(z - z')^2 + (a^2 - \rho^2)}{2 \rho R_{\text{max}}} \right] \hat{\rho} - \left( z - z' \right) \hat{z}, \]

where

\[ R_{\text{min}} = \sqrt{(z - z')^2 + (\rho - a)^2}. \]

When \( |z - z'| \ll |\rho + a| \), (13) becomes

\[ \nabla K(\rho, z - z') \to \frac{1}{4 \pi a} \left[ \frac{a(\rho - a)}{\pi \rho (z - z')^2 + (\rho - a)^2} \right] \hat{\rho}. \]

However, in the limit as \( \rho \) approaches \( a + \), it can be shown that the term in brackets becomes a delta function, allowing (15) to be rewritten as

\[ \nabla K(\rho, z - z') \to \frac{1}{4 \pi a} \delta(z - z') \hat{\rho}. \]
Thus, near the source the factor (15) will dominate the field. The mid- and far-range dependence on $R$ is determined by substituting

$$\frac{\hat{p}}{2\rho} \frac{\nabla R_{\text{max}}}{R_{\text{max}}} = \frac{(a + \rho)(a - \rho) + (z - z')^2}{R_{\text{max}}^2} \hat{p} \frac{R_{\text{max}}^2}{2\rho} (z - z') \hat{z}$$

(17)

and (11) into (12) to get

$$\nabla K(\rho, z - z') = \left[ \frac{1}{2\pi^2 (1 - \beta^2)} \left( \frac{(a + \rho)(a - \rho) + (z - z')^2}{R_{\text{max}}^2} \hat{p} \frac{R_{\text{max}}^2}{2\rho} (z - z') \hat{z} \right) \right]$$

$$\times \left[ \frac{(1 - \beta^2)}{\beta^2} \left( \frac{E(\beta)}{(1 - \beta^2)} - K(\beta) \right) \right] \left[ \beta^2 \left( I_1 + jkR_{\text{max}} \beta^2 K(\beta) I_3 \right) \right]$$

(18)

in which we see a common factor of $\frac{1}{R_{\text{max}}^3}$.

**Results**

The $\rho$ component of the gradient of the kernel is calculated for a $z$-directed wire segment with a radius $a$ of 1 mm centered about the origin. The observation points are located 0.1 mm from the wire surface and vary in $\Delta z = z - z'$ from 0 to 5a. The results are shown in Fig. 1, where the data are compared to results calculated using the formulation in [3], which is based on the extended kernel technique. The percent difference in both the $\rho$ and $z$ components relative to the method in [3] is shown in Fig. 2.

**Summary and Conclusions**

A formulation of the gradient of the thin wire kernel is presented. This formulation is useful when the observation point is close to, but not on the wire. Results are compared with previous formulations to demonstrate the accuracy of the approach. This formulation is readily applied to integrations over the wire using approaches similar to those in [1].
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Fig. 1. The $\rho$ component of the gradient of the kernel.

Fig. 2. The percent difference relative to the formulation in [3].