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Abstract

We investigate the outgoing broadband longwave (LW, 5~200 µm) and window (WIN, 8~12 µm) channel radiances at the top of atmosphere (TOA) under clear-sky conditions, using data acquired by the Cloud and the Earth’s Radiant Energy System (CERES) and Moderate-Resolution Imaging Spectroradiometer (MODIS) instruments onboard the NASA Terra satellite platform. In this study, detailed analyses are performed on the CERES Single Scanner Footprint TOA/Surface Fluxes and Clouds product to understand the radiative effect of thin cirrus. The data are acquired over the Florida area during the Cirrus Regional Study of Tropical Anvils and Cirrus Layers – Florida Area Cirrus Experiment (CRYSTAL-FACE) field program. Of particular interest is the anisotropy associated with the radiation field. Measured CERES broadband radiances are compared to those obtained from rigorous radiative transfer simulations. Analysis of results from this comparison indicates that the simulated radiances tend to be larger than their measured counterparts, with differences ranging from 2.1% to 8.3% for the LW band and from 1.7% to 10.6% for the WIN band. The averaged difference in radiance is approximately 4% for both the LW and WIN channels. A potential cause for the differences could be the presence of thin cirrus (i.e., optically thin ice clouds with visible optical thicknesses smaller than approximately 0.3). The detection and quantitative analysis of these thin cirrus clouds are challenging even with sophisticated multispectral instruments. While large differences in radiance between the CERES observations and the theoretical calculations are found, the corresponding difference in the anisotropic factors is very small (0.2%). Furthermore, sensitivity studies show that the influence due to a ±1 K bias of the surface temperature on the errors of the LW and WIN channel radiances is of the same order as that associated with a ±2% bias of the surface emissivity. The LW and WIN errors associated with a ±5% bias of water vapor amount in the lower atmosphere in conjunction with a ±50% bias of water vapor amount in the upper atmosphere is similar to that of a ±1 K bias of the vertical temperature profile. Even with the uncertainties considered for these various factors, the simulated LW and WIN radiances are still larger than the observed radiances if thin cirrus clouds are excluded.
1. Introduction

Thin cirrus clouds are widespread and radiatively important [e.g., Chepfer et al., 1998, 2001; Gao et al., 2002; Mather et al., 1998; McFarquhar et al., 2000; Prabhakara et al., 1993; Rossow and Schiffer, 1991; Wang et al., 1994, 1996; Winker and Trepte, 1998]. Several studies [Dessler and Yang, 2003; Meyer et al., 2004; Roskovensky and Liou, 2003; Kahn et al., 2005] show that optically thin cirrus properties can be inferred on the basis of satellite observations (e.g., the radiometric measurements acquired by MODIS or AIRS). In particular, Dessler and Yang [2003] further analyzed MODIS cloud-cleared data [Ackerman et al. 1998] over the oceans between 30°S and 30°N using the 1.375 μm channel. While the cirrus clouds were too tenuous for the data to be flagged as being cloudy using the operational cloud clearing procedure, the Tropical Western Pacific (TWP) region was shown to be an area where cirrus occurred with a high frequency, with optical thicknesses generally between 0.1 and 0.15. A substantial portion of the MODIS clear-sky pixels near Hawaii were contaminated by subvisual cirrus clouds. Note that subvisual cirrus clouds are defined to have optical thickness less than 0.03 by Sassen et al. [1989]. In terms of optical thickness, the operational lower threshold for cirrus detection based on the MODIS multispectral data is approximately 0.2-0.3 [Dessler and Yang, 2003]. The inability to adequately detect and analyze these thin cirrus clouds may lead to biases in the simulated longwave and window radiances in comparison with measurements.

The Clouds and the Earth’s Radiant Energy System (CERES) [Wielicki et al., 1996] is one of the state-of-the-art scientific satellite instruments developed for NASA’s Earth Observing System (EOS). Included in the CERES Single Scanner Footprint (SSF) products [Geier et al., 2003] are various parameters including the broadband radiances and the fluxes at the top-of-atmosphere (TOA) and the surface. Each CERES field of view (FOV) in the SSF product contains imager-based information on clear-sky conditions and/or cloud properties for up to two cloud layers, including cloud top height, cloud thermodynamic phase, cloud effective particle size, and cloud optical thickness.

The CERES instrument measures broadband filtered radiances in three channels: a total channel (0.3-200 μm), a shortwave channel (0.3-5 μm), and a window channel
The daytime longwave (LW, 5-200 µm) radiance is determined from the total, window, and shortwave channel measurements, whereas the nighttime LW radiance is derived from the total and window channel measurements [Loeb et al., 2001]. The measured filtered radiances are converted to the corresponding unfiltered radiances before subsequent conversion to fluxes. The development of the CERES operational products also involves the Moderate Resolution Imaging Spectroradiometer (MODIS) cloud data for determining cloud properties within each CERES FOV [Minnis et al., 1997; Smith et al., 2004]. With the scene identification (including the surface features) provided in the CERES FOV, broadband radiances are converted to fluxes by using a set of angular distribution models (ADMs) [Loeb et al., 2003b; Loeb et al., 2005]. The LW broadband radiance decreases with increasing the viewing zenith angle. This feature is called the limb-darkening effect [Loeb et al., 2003b; Smith et al., 1994]. The conversion of unfiltered radiance to flux is based on an ADM that takes the limb darkening effect into account. For the CERES Terra SSF Edition-1A data, the ADMs developed for TRMM have been used [Loeb et al., 2003b].

The advantage of the CERES SSF product is that it provides quantitative cloud information (e.g., the optical thickness). Given a vertical atmospheric profile that includes the vertical distributions of the atmospheric temperature and water vapor through the rawinsonde measurements, the CERES SSF product in conjunction with a rigorous radiative transfer model can be used for computing the column radiance and flux.

Motivated by the fact that the inability to adequately detect and analyze these thin cirrus clouds may lead to biases in the simulated LW and WIN radiances, this study investigates the potential contamination of CERES clear-sky FOVs by optically thin cirrus clouds. Additionally, the anisotropy factors associated with the CERES LW and WIN channel radiation fields are also investigated. The data involved in the present study were acquired during the Cirrus Regional Study of Tropical Anvils and Cirrus Layers-Florida Area Cirrus Experiment (CRYSTAL-FACE) campaign [Jensen et al., 2004] in July 2002. Rawinsonde data obtained during the CRYSTAL-FACE campaign provide the necessary atmospheric profiles of temperature and humidity which are necessary for the
radiative transfer simulations for a direct comparison with the corresponding overpass CERES data.

With the scene identification information, including the surface emissivity [Wilber et al., 1999] and surface skin temperature (SSF-59) for a CERES FOV, and the corresponding rawinsonde observation, the vertical structure of the absorption due to various radiatively important gases can be computed with the use of the HITRAN-2000 database [Rothman et al., 1998]. Furthermore, with the gaseous absorption optical thickness, the discrete ordinate radiative transfer (DISORT) model [Stamnes et al., 1988] can be used to compute the LW and WIN channel broadband radiances. The surface skin temperature is defined as MOA (Meteorological, Ozone, and Aerosols) surface temperature at a level of 2 cm below the surface over land and the surface skin temperature corresponds to the Reynold’s Sea Surface Temperature (SST) [Geier et al., 2003] over ocean.

The rest of this paper is organized as follows. Section 2 describes the data and methodology. Section 3 discusses the observed and calculated radiances, the optical thickness of thin cirrus clouds inferred from the differences between the two radiances, and the variation of the anisotropy factor values. The results of various sensitivity studies are shown in Section 4. Finally, conclusive remarks are provided in Section 5.

2. Data and Methodology

The rawinsonde data used in this study were acquired during the CRYSTAL-FACE campaign in July 2002 at four locations: Key West (24.5 N, 81.8 W), Miami (25.8 N, 80.4 W), Tampa (27.7 N, 82.4 W) (NWS stations) and Everglades City (25.844 N, 81.386 W) (Pacific Northwest Laboratory PARSL facility). For the radiative transfer simulations, the atmosphere sampled by each rawinsonde is divided into 100 layers. When the cloud fraction for a CERES FOV is less than 0.1%, the FOV is regarded as clear [Loeb et al., 2003b]. CERES products provide clear percent coverage that indicates the coverage of clear condition within a FOV. In this study we consider only FOVs with a clear-sky coverage of at least 99.9%. In total, 76 FOVs are selected from different days
in July 2002 for a detailed study within an area of 0.25° x 0.25° in terms of the latitudes and longitudes around the four locations where the rawinsonde data were taken. The surface type is ocean for 33 FOVs and land for the other 43 FOVs. Of these, 74 FOVs are observed at night and 2 FOVs in daytime over ocean. The average height of the tropopause is 15.6 km and the mean temperature 199.2 K. The CERES SSF data (e.g., radiance, flux, emissivity, surface skin temperature) from the EOS Terra platform were used in this study.

The CERES cloud mask classification technique employs threshold tests that involve the radiances acquired at 0.64, 1.6, 3.7, 11, and 12 µm MODIS imager channels [Minnis et al., 2003; Trepte et al., 1999]. A MODIS pixel is declared as cloudy when at least one of these five channel radiances is significantly different from the corresponding expected clear sky radiance. MODIS pixels deemed as clear are categorized as weak and strong, or they can be classified as being filled with fire, smoke, or aerosol, or being affected by sunglint, or covered with snow. While all five channels can be used during the daytime, only three infrared channels, 3.7, 11, and 12 µm, are used at nighttime. The MODIS imager pixel results are convolved into each CERES FOV and subsequently are used to provide the cloud fraction within the CERES FOV.

In the present forward radiative transfer simulations, an optically thin cirrus layer is placed below the tropopause for a given clear-sky CERES FOV. The average geometrical cloud thickness is 0.5 km. An optically thin cirrus cloud located near the tropopause at extremely cold temperatures is assumed to consist solely of droxtals [Yang et al., 2003a; Zhang et al., 2004] for the theoretical light scattering and radiative transfer computations. Baum et al. [2005] discuss the use of in situ cirrus microphysical data from midlatitude synoptic cirrus and tropical anvil cirrus to develop bulk ice cloud scattering models. However, for ice clouds of extremely low optical thickness that are located just below the tropopause, the assumption is made that the particle size distributions are extremely narrow and centered at very small particle sizes. The single-scattering properties of droxtals are provided at 39 wavenumbers selected within a spectral region spanning from 50 to 2000 cm⁻¹, which are further interpolated for a high spectral resolution on the basis of a spline-interpolation technique. The extinction efficiency, absorption efficiency, and asymmetry factor are computed from the composite method developed by Fu et al.
The technical details for the present light scattering computation are not described here, as they are similar to those reported by Yang et al. [2005].

To consider the effect of size distribution, we use the gamma distribution [Hansen and Travis, 1974], given as follows:

\[
 n(r) = \frac{N_0 (r_{eff} V_{eff})^{(V_{eff} - 1)/V_{eff}}}{\Gamma((1 - 2V_{eff})/V_{eff})} r^{(1 - 3V_{eff})/V_{eff}} \times \exp(-r/r_{eff} V_{eff}),
\]

where \( N_0 \) is the total number of the particles in unit volume. In Eq. (1), \( r_{eff} \) and \( V_{eff} \) are effective radius and variance (or, dispersion), respectively, which are given by

\[
 r_{eff} = \frac{\int_n^r r^3 n(r) dr}{\int_n^r r^2 n(r) dr},
\]

\[
 V_{eff} = \frac{\int_n^r (r - r_{eff})^2 r^2 n(r) dr}{r_{eff}^2 \int_n^r r^2 n(r) dr}.
\]

The effective variance (\( V_{eff} \)) for various water clouds lies between 0.111 and 0.193 [Hansen, 1971]. In this study, a variance value of \( V_{eff} = 0.2 \) is used for cirrus. It is reasonable to choose an effective variance larger for an ice cloud than for a water cloud, as ice crystals in cirrus clouds tend to have broader size distributions than the distributions of water droplets in water clouds [Mitchell, 2002]. For a given size distribution, the mean values of the extinction efficiency, absorption efficiency, asymmetry factor, and effective diameter (\( D_e \)) are defined as follows:

\[
 <Q_e> = \frac{\int_{L_{min}}^{L_{max}} Q_e(L) A(L) n(L) dL}{\int_{L_{min}}^{L_{max}} A(L) n(L) dL},
\]
\[
< Q_{\text{cl}} > = \frac{\int_{L_{\text{min}}}^{L_{\text{max}}} Q_{\text{cl}}(L) A(L) n(L) dL}{\int_{L_{\text{min}}}^{L_{\text{max}}} A(L) n(L) dL},
\]

(5)

\[
< g > = \frac{\int_{L_{\text{min}}}^{L_{\text{max}}} g(L) Q_s(L) A(L) n(L) dL}{\int_{L_{\text{min}}}^{L_{\text{max}}} Q_s(L) A(L) n(L) dL},
\]

(6)

\[
D_e = \frac{3}{2} \frac{\int_{L_{\text{min}}}^{L_{\text{max}}} V(L) n(L) dL}{\int_{L_{\text{min}}}^{L_{\text{max}}} A(L) n(L) dL}.
\]

(7)

where \( V(L) \) is the volume and \( A(L) \) is the projected area of the particle with size of \( L \) (\( \mu m \)). Note that the definition of the effective particle size in Eq. (7) follows the work of Foot [1988], Francis et al. [1994], and Fu [1996], and is a generalization of the definition of the effective radius introduced by Hansen and Travis [1974] for water droplets. Furthermore, the definition of the effective particle size adopted in this study is consistent with that used in the operational MODIS cloud retrieval [King et al., 2003; Platnick et al., 2003].

Figure 1 shows the variation of the mean single-scattering properties for four particle sizes (\( D_e = 10, 20, 40 \) and \( 60 \mu m \)) as functions of the wavenumber of the incident radiation. Generally, the scattering properties of small particles are different from those of large particles because the scattering of radiation by small particles is closer to those for the regime of Rayleigh scattering [Yang et al., 2003b]. Additionally, the variation of the averaged absorption efficiency for smaller particle sizes is similar to that of the imaginary part of ice refractive index [see Warren, 1984].

A line-by-line (LBL) radiative transfer model developed by Heidinger [1998] is used for calculating the background optical depths of clear-sky atmospheric layers due to the absorption by various radiatively important gases (e.g. \( \text{H}_2\text{O}, \text{CO}_2, \text{O}_3, \text{N}_2\text{O}, \text{CO}, \text{CH}_4\), etc.) with the line parameters from HITRAN-2000 [Rothman et al., 1998]. The continuum absorption of water vapor and other gases are considered on the basis of the approach developed by Tobin et al. [1999]. The broadband outgoing TOA LW and WIN
band radiances are calculated for each FOV using the DISORT [Stamnes et al., 1988] implemented with 32 streams.

Following tradition in the literature, we specify the optical thickness of a cirrus cloud in reference to its value at a visible wavelength, that is, the cirrus optical thickness in the LW spectrum can be specified as follows:

\[
\tau = \frac{<Q>}{2} \tau_{\text{vis}}
\]

(8)

where \( \tau_{\text{vis}} \) is the visible optical depth, and we assume that the mean extinction efficiency of ice particles at a visible wavelength is 2. In Eq. (8), \(<Q>\) is the mean extinction efficiency defined by Eq. (4) for a given infrared wavelength. As the TOA outgoing radiance depends on the cloud effective particle size, four effective diameters (\(D_e = 10, 20, 40\) and \(60 \text{\mu m}\)) are specified for the radiative transfer computations. Additionally, five values of the visible optical depth (\(\tau_{\text{vis}} = 0.03, 0.1, 0.15, 0.2,\) and \(0.3\)) are specified for each particle size. A library is developed for the outgoing radiances associated with the values of the visible optical depth \(\tau_{\text{vis}}\) ranging from 0.03 to 0.3 and each effective particle size.

### 3. Results

Figure 2 shows the observed and calculated LW and WIN band radiances and also the corresponding relative differences for each FOV. Both the observed and calculated radiances are for clear-sky conditions and their relative differences (\(\varepsilon\)) are defined as follows:

\[
\varepsilon = \left( \frac{r_{\text{obs}} - r_{\text{cal}}}{r_{\text{cal}}} \right) \times 100(\%)
\]

(9)
where $r$ is the outgoing either LW or WIN-channel radiance. The subscripts $obs$ and $cal$ indicate the observed and calculated quantities, respectively. The radiances computed for cloud-free FOVs are larger than their observed counterparts for both the CERES LW and WIN channels. We suggest that these differences be explained in large part by the presence of thin cirrus. An important point to note is that the cloud mask is flagged as cloudy when the assumed optical thickness of the cloud is larger than approximately 0.2 ~ 0.3 and we use only CERES FOVs declared as cloud free in the SSF product; that is, thin cirrus clouds with optical thickness less than 0.3 might be missed in the cloud detection.

The relative differences defined in Eq. (9) in the case for the LW radiance are between -2.1% and -8.3% with a mean value of -4.2%. The CERES FOVs are separated by scene type into two categories: over ocean and over land [Loeb et al., 2003b]. Large differences between the measurements and simulations occur for 7 nighttime FOVs whose scene types are over land. The relative differences are approximately -8.0% for the 4 FOVs (2004070603 UTC, 36~39th FOV), and -7.0% for the other 3 FOVs (2004072903 UTC, 74~76th FOV). The relative differences in WIN channel radiances are between -1.7 and -10.6% with a mean value of -4.5%. The WIN channel radiances are calculated in the spectral range between 8.1 and 11.8 μm [Loeb et al., 2003b].

Figure 3 shows both the observed and calculated LW and WIN channel radiances and their relative differences as functions of the viewing zenith angle. Both the measured and calculated radiances show the expected limb-darkening features. The angular distributions of the relative differences are similar for the LW and WIN channels. The maxima of the relative differences between the theoretical simulations and the corresponding CERES measurements seem to occur at the viewing zenith angles ranging from 25° to 30°. Evidently, the observed radiances for the pixels flagged as cloud free are smaller than the simulated data, and the relative differences can be as large as -8.3% and -10.6% for the LW and WIN band radiances, respectively, at a viewing zenith angle of ~28°. The outliers in the range between 25° and 30° may not imply something systematic but need to be further investigated with a larger set of data. These pixels are all over land. Wilber et al. [1999] adopted scene types from the International Geosphere Biosphere Programme (IGBP) and developed surface emissivity maps to account for the scene
dependence. Surface condition parameters in the CERES SSF products are obtained from their surface maps. Since a CERES FOV has a 20km spatial resolution at nadir, the heterogeneity of the surface emissivity over a CERES FOV could cause some errors in determining the surface parameters.

Figure 4 shows both the observed and calculated LW and WIN channel anisotropy factors and also their relative differences as functions of the viewing zenith angle. The anisotropy factors for the LW and WIN radiation are calculated from:

\[ A(\theta) = \frac{\pi l(\theta)}{F}, \]  

(10)

where \( \theta \) is the viewing zenith angle, \( l(\theta) \) and \( F \) are radiance and the corresponding flux at a reference level, respectively. The ADMs are used to obtain the LW and WIN broadband fluxes from the observed radiances. There are 45 ADMs for clear-sky daytime and nighttime conditions over various surfaces. As shown in Fig. 4 (the upper left panel for the LW channel and the lower panel for the WIN channel), the anisotropic factor decreases as the viewing zenith angle increases.

For the viewing zenith angles between 0° and 50°, the values of the anisotropic factors for the observed radiances are larger than those calculated except for some pixels for the viewing zenith angles larger than 27° for the LW bands. The relative differences between the measurements and simulations become smaller for both the LW and WIN bands as the viewing zenith angle approaches to 50°. The relative differences of the anisotropy factor for the LW band are between -0.23% (at \( \theta = 45.5° \)) and 0.76% (at \( \theta = 0.1° \)) with a mean value of 0.19%, and for the WIN band between 0.29% (at \( \theta = 45.5° \)) and 2.5% (at \( \theta = 0.1° \)) with a mean value of 1.26%. The TOA flux for a clear sky might be underestimated with a larger anisotropy factor. As an example using a typical clear-sky LW flux of 300 Wm\(^{-2}\), if the CERES anisotropic factor is overestimated by a typical value of 0.2% because of potential cirrus contamination, the LW flux would be underestimated by approximately 0.2%, or 0.6 Wm\(^{-2}\), in the regions where these cirrus clouds are present. Loeb et al. [2003a] showed that the difference between direct integration and the flux converted from the radiance using the LW ADMs is below 0.5
Wm\(^{-2}\). The values of the LW anisotropy factor in the present study show quite small relative differences, which means that the differences of the anisotropy factor values between the CERES SSF products and the simulated could be within the uncertainty range of the ADM models.

Figure 5 (a) shows the inferred optical depth from minimizing the differences between the observed and calculated LW radiance as a function of the viewing zenith angle. The inferred optical thickness for each FOV is essentially below 0.3 for each \(D_e\) value. For more than 70 of the FOVs, the optical thicknesses are below 0.2, which also depend on \(D_e\). For the viewing zenith angles between 25° and 30°, the optical thicknesses are larger than those at other angles. This is not unexpected, given the results of Fig. 3 (i.e. the difference between the observed and calculated radiance is large). Fig. 5 (b) shows the inferred cirrus optical thickness obtained by minimizing the differences between the observed and the calculated WIN channel radiances as a function of the viewing zenith angle. The optical thickness pertaining to each FOV tends to be below 0.3 with an exception of just two FOVs (\(\tau_{vis} = 0.31\) and 0.34) when \(D_e = 10 \mu m\). As the effective diameter increases, the values of the optical thickness converge for both the LW and WIN channels. This feature is associated with the variation of the averaged single-scattering properties of droxtals shown in Fig. 1.

In Fig. 6, the left panels show the histograms of cirrus optical thicknesses inferred from the differences between the observed and calculated LW radiances. As the effective diameter increases, the distribution of the optical thickness is shifted towards smaller values (see Table 1) and the distribution narrows. The optical thickness distribution is similar to that of Dessler and Yang [2003; see their Fig. 3] for the frequent occurrence of thin cirrus clouds. The right panels in Fig. 6 show the distributions of optical thicknesses inferred from the differences between the observed and calculated WIN channel radiances. Similar to the cases pertaining to the left panels in Fig. 6, the distribution of the optical thickness derived from the WIN band also shifts to smaller values with an increase of the effective diameter (see Table 1). The peaks of the frequency distributions of the optical thickness are shifted to slightly smaller values.

Figure 7 shows clear-strong and clear-weak percent coverage of each CERES FOV. In the CERES cloud mask, there are several clear subcategories such as clear-strong and
clear-weak. The CERES SSF products provide cloud mask information on clear-strong (or, weak) percent coverage. Note that, for the CERES data, the clear-strong (or, weak) percent coverage is a weighted percentage of clear-strong (or, weak) MODIS pixels within the CERES FOV. For the data set used in this study, 70 FOVs out of the 76 FOVs have over 90% clear-strong coverage and 66 FOVs have 100% clear-strong coverage. The ratio of clear-weak percent coverage to clear-strong percent coverage is almost zero except for a few FOVs.

4. Sensitivity Study

The radiative transfer simulations require knowledge of the surface temperature and emissivity, and the vertical atmospheric temperature and water vapor profiles. We performed various sensitivity studies for clear-sky conditions with a ±1 K bias of the surface temperature, a ±2% bias of the surface emissivity, a ±1 K bias of the vertical sounding temperature, and a ±5% bias of water vapor in the lower atmospheric layers in conjunction with a ±50% bias of water vapor in the upper atmospheric layers.

Figures 8-11 show both the observed and calculated radiances as well as their relative differences for both the LW and WIN bands. The radiances are calculated with a ±2% bias of the surface emissivity (Fig. 8). Although a ±2% bias of the surface emissivity is considered, the calculated LW and WIN channel radiances are larger than their observed counterparts. The average relative differences of the observed and calculated LW (WIN) channel radiances are -3.57% (-3.11%) with a -2% bias of the surface emissivity and -4.6% (-5.5%) with a +2% bias of the surface emissivity. The CERES instrument accuracy requirements are 0.6 Wm⁻²Sr⁻¹ for the LW band and 0.3 Wm⁻²Sr⁻¹ for the WIN band [Lee et al., 1997], which are indicated as the error bars in Figs. 8-11.

In Fig. 9 the LW and WIN channel radiances are calculated with a ±1 K bias of the surface temperature. The average relative difference of the observed and calculated LW (WIN) channel radiances are –3.62% (-3.22%) with a –1K bias of the surface temperature and -4.74% (-5.68%) with a +1K bias of the surface temperature. The effects of a +1 K (-
1 K) bias in the surface temperature and a +2% (-2%) bias in the surface emissivity are similar for both the LW and WIN channel radiances.

The LW and WIN channel radiances are calculated assuming a ±1 K bias in a given vertical temperature profile (Fig. 10). The average relative difference in the LW (WIN) channel radiances between the observed and calculated values is –3.47% (-4.29%) with a –1K bias of the temperatures and –4.9% (-4.76%) with a +1 K bias of temperatures. A +1K (-1K) bias of the vertical temperature profile causes the changes in the LW channel radiances with a similar order to the case for a +2% (-2%) bias of the surface emissivity, and little influence on the WIN channel radiances.

The LW and WIN channel radiances are calculated with a ±5% bias in the water vapor amount for lower tropospheric layers in conjunction with a ±50% bias in the water vapor amount for upper tropospheric layers (Fig 11). An upper (lower) tropospheric layer in this study is defined as one in which the temperature is below (above) 273 K. The average relative difference of the LW (WIN) channel radiances between the observed and calculated values is –6.12% (-4.83%) with a negative bias of water vapor and –2.87% (-4.25%) with a positive bias of water vapor. Both the negative (positive) bias of water vapor and a +1K (-1K) bias in the vertical temperature profile cause some changes on the LW channel radiance but have little effects on the WIN channel radiance. Since the radiance in the window region is less sensitive to water vapor amount, the variability of the radiance in the LW channel is larger than that in the WIN channel.

5. Discussion and conclusions

We investigate a set of 76 CERES FOVs that are deemed to be free of clouds by the operational CERES cloud clearing procedure. The clear-sky radiances are calculated using a forward radiative transfer model and compared to the measured radiances. The temperature and humidity profiles are taken from the rawinsondes launched during the CRYSTAL-FACE campaign in July 2002. We find that the calculated LW and WIN channel radiances are larger than those measured by CERES. A possible mechanism for these differences could be the presence of thin cirrus clouds. Clouds with optical
thicknesses less than approximately 0.2 to 0.3 are difficult to detect and much less analyze.

In the present analyses of CERES data, the cirrus optical thicknesses range generally between $0.03 < \tau_{vis} < 0.3$. It seems that thin cirrus clouds were ubiquitous in this region around Florida during CRYSTAL-FACE. The results obtained herein are somewhat similar to the result by Dessler and Yang [2003] who noticed that about one third of the MODIS pixels flagged as confidently clear actually contained detectible thin cirrus. As their study used the MODIS 1.38 $\mu$m band, their approach is not applicable for analyzing nighttime data. The present study is focused on a set of 76 CERES FOVs rather than the large number of daytime MODIS pixels ($>10^7$) and wide geographical region (tropical area) encompassed in their study. We find that as ice cloud effective diameter increases, the optical thickness inferred from both the LW and WIN channels converges. This study is complementary to Dessler and Yang [2003], as they used daytime MODIS observations and most of the CERES FOVs used in this study are for nighttime.

The anisotropic factors show some differences between the observed and calculated values at the LW and WIN bands. The comparison shows that the difference decreases with increasing the viewing zenith angle to 50°. Since anisotropy factors of the observed radiances are larger than those of the calculated radiances for the viewing zenith angles between 0° and 50°, it is likely possible to underestimate (by a few percent) CERES LW and WIN fluxes that are associated with the scenes that flagged as cloud free. The difference in the anisotropic factors is small compared to the corresponding large difference in radiance between the CERES observations and the theoretical calculations. The error in flux is related to the error in anisotropic factor. If the CERES anisotropic factor is overestimated by a typical value of 0.2% due to the neglect of the presence of thin cirrus clouds within the CERES FOVs, the LW flux would be underestimated by approximately 0.2%, or 0.6 W/m², given a typical clear-sky LW flux of 300 W/m². An error would arise in the interpretation of the flux since the FOV is classified as clear sky rather than cloudy.

A sensitivity study showed that even by accounting for the uncertainties caused by several factors (excluding the presence of cirrus), such as in the temperature and humidity profiles, there is still some disagreement between the simulated for both the LW and
WIN channel radiances under clear-sky conditions and their CERES observed counterparts.

While Dessler and Yang [2003] showed thin cirrus clouds are ubiquitous using a daytime data set, thin cirrus clouds could also be common over Florida region at nighttime. Therefore, the radiances measured for the FOVs that are identified as “clear-sky” could be contaminated by the existence of thin cirrus clouds with optical thickness less than 0.3. Further research using active measurements during nighttime conditions would be quite useful.
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Table 1. The average optical depths of thin cirrus clouds retrieved from the differences of the observed and calculated longwave and window band radiances for four effective diameters.

<table>
<thead>
<tr>
<th></th>
<th>$D_e = 10\ \mu m$</th>
<th>$D_e = 20\ \mu m$</th>
<th>$D_e = 40\ \mu m$</th>
<th>$D_e = 60\ \mu m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longwave</td>
<td>0.149</td>
<td>0.120</td>
<td>0.105</td>
<td>0.100</td>
</tr>
<tr>
<td>Window</td>
<td>0.146</td>
<td>0.113</td>
<td>0.091</td>
<td>0.083</td>
</tr>
</tbody>
</table>
Figure 1. Averaged extinction efficiency, absorption efficiency and asymmetry factor for droxtal ice crystals with sizes of 10, 20, 40, and 60 μm in the spectral region from 50 to 2000 cm$^{-1}$.

Figure 2. (a) The observed and calculated TOA outgoing longwave band radiances, (b) the relative differences for the computed and observed outgoing longwave band radiances, (c) the window band radiance, (d) relative differences for the computed and observed outgoing window band radiances. CERES FOVs flagged as cloud free have been chosen, which are located within 0.25 degree in both latitude and longitude over 4 atmospheric sounding locations during CRYSTAL-FACE period (July 2002).

Figure 3. Similar to Fig. 2, except that the x-axis is for the viewing zenith angle in Fig. 3.

Figure 4. Anisotropy factors provided by the CERES SSF products in comparison with the present simulations. Panel (a) is for the longwave band and panel (b) is for the window band.

Figure 5. Optical depths of thin cirrus retrieved from the difference of the observed radiances and the simulated counterparts by assuming various effective particle sizes. Panel (a): retrieval from use of the longwave band data; panel (b) retrieval from use of the window band.

Figure 6. Distributions of the optical depths of thin cirrus clouds retrieved from the differences of the observed and simulated radiances by assuming various effective particle sizes. Left panels are based on the longwave band data; right panels are based on the window band data.

Figure 7. (a) Clear-strong coverage percent and clear-weak coverage percent and (b) the ratio clear-weak coverage to clear-strong coverage.
Figure 8. (a) The observed and calculated TOA outgoing longwave band radiances, (b) the relative differences for the computed and observed outgoing longwave band radiances, (c) the window band radiance, (d) relative differences between the computed and observed outgoing window band radiances. The radiances are calculated with a bias of ±2% in the surface emissivity. The error bars 0.6 Wm$^{-2}$Sr$^{-1}$ for the longwave band CERES measurement and 0.3 Wm$^{-2}$Sr$^{-1}$ for the window band.

Figure 9. Similar to Fig. 8, except that the radiances are calculated with a bias of ±1 K in the surface temperature.

Figure 10. Similar to Fig. 8, except that the radiances are calculated with a bias of ±1 K in the vertical atmospheric temperature profile.

Figure 11. Similar to Fig. 8, except that the radiances are calculated with a bias of ±5% in lower atmospheric water vapor amount in conjunction with a ±50% in upper atmospheric water vapor amount. Biases of the same sign are considered together. (L) indicates the lower troposphere and (U) indicates the upper troposphere.
Figure 1.
Figure 2.
Figure 3.
Figure 4.
Figure 5.
Figure 6.
Figure 7.
Figure 8.
Figure 9.
Figure 10.
Figure 11.