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Abstract

The influence of cavities (for attachment bolts) on the heat-shield of the proposed Mars Science Laboratory entry vehicle has been investigated experimentally and computationally in order to develop a criterion for assessing whether the boundary layer becomes turbulent downstream of the cavity. Wind tunnel tests were conducted on the 70-deg sphere-cone vehicle geometry with various cavity sizes and locations in order to assess their influence on convective heating and boundary layer transition. Heat-transfer coefficients and boundary-layer states (laminar, transitional, or turbulent) were determined using global phosphor thermography. The wind tunnel tests were performed with 5.00-inch (0.127 m) diameter models at Mach 6 over a free-stream unit Reynolds number range of 1.2x10^6/ft to 7.3x10^6/ft (3.8x10^6/m to 24x10^6/m) with angles-of-attack of 0-deg, 11-deg, 16-deg, and 20-deg. Laminar and turbulent Navier-Stokes computations were performed at the test conditions in order to compare with the experimental aeroheating data and to determine boundary layer parameters for use in correlating the experimental transition data. Comparisons of laminar heating data and computations agreed to within an estimated experimental uncertainty of ±13%, but turbulent computations were up to 20% than the experimental data. It was hypothesized that the greater differences for turbulent cases were due to the fact that the cavities were not included in the simple computational geometry employed. The cavity transition data were analyzed to determine correlations for transition to turbulence at a cavity in terms of its geometric parameters and computed boundary-layer conditions. This correlation was used to show that the vehicle could experience onset of turbulent flow due to the presence of cavities well before the peak heating point on the trajectory. In part because of the results of this study, the attachment points were moved to the aftbody of the vehicle where their influence on the heating environment would be minimal.

Nomenclature

Symbols

\( a_w \) speed of sound at wall (m/s)
\( H_{aw} \) adiabatic enthalpy (J/kg)
\( H_w \) wall enthalpy (J/kg)
\( H_0 \) total enthalpy (J/kg)
\( h \) heat transfer coefficient (kg/m^2/sec)
\( h_{FR} \) Fay-Riddell heat transfer coefficient (kg/m^2/sec)
\( k \) cavity depth (in)
\( M_0 \) correlation curve fit coefficient
\( M_1 \) correlation curve fit coefficient
\( M_{\infty} \) free-stream Mach number
\( M_e \) boundary layer edge Mach number
\( q \) heat transfer rate (W/m^2)
Introduction

The entry vehicle for the Mars Science Laboratory (MSL) mission (Refs. 1, 2), which was originally known as the Mars Smart Lander, will perform a precision landing of a scientific payload on Mars and is currently scheduled for launch in 2009. One of the important design issues for such an entry vehicle is determining whether the boundary layer on the forebody heat shield will be laminar or turbulent. This problem was more complicated for...
MSL than any previous Mars missions because preliminary designs included six circular cavities equally spaced around the circumference of the forebody heat shield where bolts would be used to attach the vehicle to a cruise stage during transit from Earth.

The goal of this study was to formulate a criterion for boundary-layer transition due to the cavities on the MSL forebody that would account for cavity size and location, angle-of-attack, and Reynolds number. To accomplish this goal, wind tunnel tests (designated as 20-Inch Mach 6 Air Tests 6823 and 6827) were conducted to generate a transition database for these parametrics. Navier-Stokes computations were performed at the wind tunnel conditions to determine boundary-layer edge properties that were then used to correlate the experimental transition data. The transition data and the correlations are presented in this paper and comparisons of both laminar and turbulent aeroheating predictions with sample experimental data are also presented. Preliminary results of this work have also been presented in Refs. 3, 4, and 5. A more detailed investigation of the MSL aeroheating environment during Mars entry was presented in Ref. 7.

**Mars Science Laboratory Entry Vehicle Geometry**

When this study was conducted, the proposed Mars Science Laboratory entry vehicle geometry was a 70-deg sphere-cone with a biconic aftbody (Figure 1). Preliminary forebody designs included six cavities spaced at 60-deg increments where the entry vehicle would be bolted to the carrier vehicle in transit to Mars (Figure 2). The size and locations of these cavities had not yet been fixed, and so the effects of cavity diameter, radial location, and angular location on the aeroheating environment and boundary-layer transition were investigated. The final MSL geometry is still a 70-deg sphere-cone; however, the aftbody shape has changed considerably and the attachment points have been moved to the aftbody, in part because of the results of this study.

When the Mars Science Laboratory mission planning began, a small control surface that projected from the forebody was under consideration in order to increase aerodynamic trimming capability. Various sizes, shapes, and inclinations for the control surface (Figure 3) were investigated during the experimental phase of this study (Ref. 5). Although no control surface was included in the final MSL design, cavity transition data from the control surface model tests are part of the database (the control surface is downstream of the cavities and does not influence transition) and are also reported in Ref. 5 for future reference.

**Computational Methods**

**Numerical Algorithm**

Computations were performed using the LAURA code (Refs. 7, 8). LAURA (Langley Aerothermodynamic Upwind Relaxation Algorithm) is a three-dimensional, finite-volume solver which includes perfect-gas, equilibrium and non-equilibrium chemistry models. The code can be used to solve the inviscid, thin-layer Navier-Stokes, or full Navier-Stokes equations. In the current study the thin-layer model was employed. Time integration to steady-state in LAURA is accomplished through point-relaxation or line-relaxation schemes. Roe-averaging (Ref. 9) with Harten’s entropy fix (Ref. 10) and Yee’s Symmetric Total Variation Diminishing limiter (Ref. 11) is used for inviscid fluxes, and a second-order scheme is employed for viscous fluxes. For turbulent computations, the algebraic Baldwin-Lomax (Ref. 12) model with modifications (Ref. 13) for compressible flow and the Dhawan-Narashima (Ref. 15) transition model were employed. In this study, the perfect-gas air model was used for all wind tunnel computations.

**Free-Stream and Surface Boundary Conditions**

Computations were performed at wind tunnel conditions for angles-of-attack of 0-deg, 11-deg, 16-deg, and 20-
deg at each of the Reynolds number operating points of the NASA LaRC 20-Inch Mach 6 Air Tunnel. These conditions are listed in Table 1. Note that the Reynolds numbers are listed in English units in addition to metric as English units are commonly used to refer to the operating points of the tunnel. For these wind tunnel cases, a uniform, ambient 300 K wall temperature boundary condition was imposed. The use of a constant wall temperature is valid because the experimental data and computations are reported in terms of a non-dimensional heat-transfer ratio $h/h_{FR}$, which takes into account surface temperature variations, and because the surface temperature rise during a wind tunnel run is not large enough to affect the flow field.

**Computational Grid**

A multiple-block grid with a singularity-free nose was employed for the computations. Several variations of the leeside grid block where the control surface is located were generated and could be substituted to compute the flow around the various control surface geometries. Although the full grid completely encompassed the aftbody and wake, computations were limited to the forebody blocks as this was the region of interest in the present study and because the aftbody flow has no influence on the forebody. The forebody grid blocks contained approximately 230,000 points with a body-normal direction resolution of 65 points. Grid adaptation was performed (as per the method detailed in Ref. 9) to align the grid with the bow shock and to produce nominal wall cell Reynolds numbers on the order of 10 or less.

The effects of normal grid-point resolution on the computed heating distributions was examined by repeating the computations for the $\alpha = 16$-deg, $Re_{\infty} = 7.3 \times 10^6$/ft case with grids containing half (32) and twice (128) as many cells as in the nominal grid (64). The heating distributions from these computations are shown in Figure 4. Computed heating levels were found to drop nearly uniformly over the entire surface by about 5% from the 32-cell grid to the 64-cell grid, but from the 64-cell grid to the 128-cell grid heating levels dropped by about 1% except around the stagnation regions where the decrease was approximately 2%. Therefore, it was concluded that the original 64-cell grid provided acceptable resolution for this study.

Although the wind tunnel test models were fabricated with actual cavities to replicate those in the flight vehicle heat shield, the MSL computational grid did not include these cavities. Thus, the effects of the cavities on the flow field were not directly modeled by the computations. In the turbulent computations, the effects of the cavities on the state of the boundary layer were approximately simulated by specifying that transition began at the cavity location. In order to attempt to bound the effects of the cavity on boundary-layer transition, either an instantaneous transition to fully-developed turbulent flow downstream of the cavity was specified (as might be caused by a large cavity), or the Dhawan-Narashima transition model was employed with the transition length set equal to the running length of the boundary layer from the nose of the vehicle to the cavity location (as might be caused by a small cavity or by natural, smooth-body transition).

**Experimental Methods**

A description of the methods employed in the experimental study which complimented this computational study is presented in this section. A more detailed presentation and analysis of the experimental heating-rate data obtained in this study can be found in Refs. 3, and 5.

**Test Facility Description**

Aeroheating tests were conducted in the NASA Langley 20-Inch Mach 6 Air Tunnel (Figure 5). This facility is a blow-down tunnel in which heated, dried, and filtered air is used as the test gas. The tunnel has a two-dimensional, contoured nozzle that opens into a 20.5 by 20.0 inch test section. The tunnel is equipped with a bottom-mounted injection system which can transfer a model from the sheltered model box to the tunnel centerline in less than 0.5
sec. Run times of up to 15 minutes are possible in this facility, although for this aeroheating study run times of only a few seconds were required to obtain data. The nominal reservoir conditions of this facility are stagnation pressures of 206.8 to 3447.4 kPa (30 to 500 psia) with stagnation temperatures of 422.2 to 555.5 K (760˚ to 1000 ˚R) that produce perfect-gas free stream flows with Mach numbers between 5.8 and 6.1 and Reynolds numbers from 1.64x10^6 to 23.3x10^6 1/m (0.5x10^6 to 7.1x10^6 1/ft). A more detailed description of this facility is presented in Refs. 15-16. Representative flow conditions for each of the nominal 20-Inch Mach 6 Air Tunnel operating points have been computed using the GASPROPS code (Ref. 17) and are listed in Table 1.

Thermographic Phosphor Global Heating Technique

Global surface heating distributions were obtained through the digital optical measurement method of two color, relative-intensity, phosphor thermography (Refs. 18-21). In this method, ceramic wind tunnel models are coated with a phosphor compound that fluoresces in two separate regions (green and red) of the visible light spectrum. During a wind tunnel run, the phosphor-coated model is illuminated by ultraviolet (UV) light sources, and the resulting fluorescent intensity of the model is recorded and digitized through a three-color charge coupled device camera (Figure 6). The fluorescent intensity is dependent on both the intensity of incident UV light and the local model surface temperature. The UV intensity dependence is removed by taking the ratio of the green to red intensity images, from which surface temperature distributions can be determined through prior calibrations. Images of the model are acquired in the tunnel before and during a run and global heat transfer distributions are then computed from the changes in temperatures between these images using one-dimensional, constant heat-transfer coefficient conduction theory.

Thermographic phosphor data are commonly reported in terms of the heat-transfer coefficient ratio, \( \frac{h}{h_{FR}} \), where \( h \) is the heat transfer coefficient measured in the wind tunnel and \( h_{FR} \) is a reference heat transfer coefficient based on Fay-Riddell theory (Ref. 22). The heat-transfer coefficient is defined as:

\[
\frac{h}{h_{FR}} = \frac{q}{(H_{aw} - H_w)} \quad (1)
\]

To calculate the heat-transfer coefficient, the adiabatic wall enthalpy \( H_{aw} \) is set equal to the total enthalpy \( H_0 \) in the tunnel. This heat-transfer coefficient definition provides a theoretically constant value over the course of a wind tunnel run since the decrease over time in the heating rate, \( q \), as the wind tunnel model becomes hotter is offset by the decrease of the enthalpy difference term in the denominator. The Fay-Riddell value, \( h_{FR} \), in the ratio is computed using the nose radius of the vehicle at the appropriate model scale with the wall temperature at an ambient value of 300 K. Heat transfer results from the computations will also be presented in terms of the ratio \( h/h_{FR} \) for consistency.

As discussed in Ref. 21, the experimental uncertainty of the phosphor technique is dependent on the temperature rise on the surface of the test model. For the experimental results discussed herein, forebody surface heating data were estimated to have an uncertainty of ±8% due to the measurement technique. The overall uncertainty was estimated to be ±13% by taking into account all factors, such as free stream conditions and flow uniformity, model placement, accuracy of model aerolines, etc.

Wind Tunnel Model Descriptions

Cast ceramic models are used for aeroheating testing with the thermographic phosphor system. To fabricate these models, a rapid prototyping stereolithographic apparatus is first used to build a resin pattern of the configuration. Next, a wax mold of the resin pattern is formed, and then a patented (Ref. 23) fused silica-ceramic investment slip-casting technique is used to make a ceramic shell model of the vehicle. The ceramic shell model is
backfilled with a hydraulically setting magnesia ceramic for strength and support into which a sting is fixed. Finally, the model is coated with a mixture of phosphors suspended in a silica-based colloidal binder.

The model scale for the aeroheating tests was 0.031358, which resulted in 5.00-inch (0.127 m) diameter models (Figure 7). Models of the baseline configuration and configurations with a control surface “tab” were fabricated both with (Figure 8) and without cavities. For the baseline models, cavities of 1.5-in. (3.8 cm), 2.2-in. (5.6 cm), and 3.0-in. (7.6 cm) diameter (full-scale) were spaced (Figure 9) at 60-deg increments around the forebody at radial locations of r/R = 0.41 and 0.70. Two identical baseline models, designated as B-5-PA-2 and B-5-PA-3 were fabricated and tested (because the phosphor coating tends to become worn after extensive testing). Three different cavity layouts were employed for the “tab” control surface models (Figure 10), with six cavities of either 1.5-in. (3.8 cm) or 3.0-in. (7.6 cm) diameter spaced at 60-deg increments around the forebody at a radial location of r/R = 0.41. These models were designated as T-5-1C-1, T-5-3B-1 and T-5-3C-1. Cavity diameters listed above are all nominal values. The measured “as-built” cavity radii, depth, and locations for each of the test models are given in Table 2 - Table 6. These actual values, not the nominal values, were used in the formulation of transition criteria. Cavity depths were not rigorously controlled; in general the ratio of cavity diameter to depth was in the range of 2 to 4.

In addition to the MSL models fabricated for this study, a model of the Genesis solar-wind sample return mission vehicle was also fabricated and tested. This configuration was examined in order to extend the sample range of the cavity correlation and to take advantage of the cavity data obtained in the Genesis aerothermodynamic study (Ref. 24). The cavity dimension data from the original Genesis model and the newly-built model (designated as G-5-PA-1) used in the current study are given in Table 7 - Table 8. The scale for the original Genesis model was 0.100 and the scale for the new model was 0.0833.

**Comparisons of Aeroheating Computations with Wind Tunnel Data**

Comparisons between wind tunnel heating data and predictions (both laminar and turbulent) are discussed in this section. The laminar computations are presented in order to demonstrate that the numerical method employed satisfactorily reproduced the observed smooth model data. This demonstration was necessary because, as will be discussed in a subsequent section, the results from the laminar flow field computations were employed to formulate boundary layer transition correlations. The turbulent comparisons are presented in order to provide some insight into the applicability of the relatively simple turbulence modeling methods employed herein to the problem of transition due to heat shield cavities. However, this study is not meant to be a comprehensive analysis of numerical simulation of transition and turbulence.

**Laminar Aeroheating Comparisons**

Laminar computations were performed at the conditions listed in Table 1 for angles-of-attack of 0-deg, 11-deg, 16-deg, and 20-deg. Symmetry plane comparisons of these computed heating distributions with the wind tunnel data for each angle-of-attack are presented in Figure 11 - Figure 14. In these figures, the experimental data were obtained on models without cavities. For all cases, the computed laminar heating distributions were found to agree with the experimental data to within the estimated ±13% uncertainty.

**Turbulent Aeroheating Comparisons**

Turbulent computations were performed for wind tunnel conditions of $Re_\infty = 4.2 \times 10^6$/ft to $7.3 \times 10^6$/ft (1.4x10^5/m to 2.4x10^5/m). Computations were performed at $\alpha = 16$-deg, which was the nominal angle-of-attack at peak heating on the flight trajectory at the time that this study was in progress (values have varied from 11-deg to 20-deg over the course of the program). Symmetry-plane comparisons of these computations with the experimental data for both radial cavity locations are shown for $r/R = 0.41$, $Re_\infty = 4.2 \times 10^6$/ft, $5.8 \times 10^6$/ft, and $7.3 \times 10^6$/ft in Figure 15 - Figure 17.
and for the same Reynolds numbers with \( r/R = 0.70 \) in Figure 18 - Figure 20. In both sets of figures, comparisons are shown only for the leeside of the heat shield because the flow on the windside remained laminar and the windside centerline cavity was observed to have little or no effect on the heating except at the cavity itself.

Because boundary-layer transition in these tests was produced artificially by cavities in the test models (as opposed to natural transition on a smooth model surface) transition in the computations was modeled in several different ways in order to attempt to simulate the observed behavior. The computations were performed with the following options:

1. The boundary layer fully turbulent over the entire length of the vehicle.

2. Natural, smooth-body transition beginning at the location of the cavity via the Dhawan-Narashima model (with transition length set equal to the running length of the flow from the nose to the cavity).

3. Zero-length transition to fully-turbulent flow at the cavity location.

As shown in Figure 15 - Figure 20, both the location at which transition was specified to begin and the length of transition that was specified had significant effects (~5% to 10% variation) on the computed turbulent heating levels downstream of transition.

The heating levels computed by specifying turbulent flow beginning at the cavity were higher than those computed when the flow was treated as turbulent from the nose of the vehicle. When turbulence was specified to begin at a cavity location, higher heating downstream of the cavity was predicted for zero-length transition than for natural transition. Also, when natural transition was specified at the outer, \( r/R = 0.70 \) cavity location, it did not appear than the boundary-layer had sufficient running-length for fully-turbulent flow to develop before the shoulder was reached; this observation is also supported by the experimental data.

The comparisons between experimental and computational results were also dependent on transition location and transition length, as well as on Reynolds number and cavity size. Comparisons for the cavity location of \( r/R = 0.41 \) are discussed first.

- At a Reynolds number of \( Re_\infty = 4.2 \times 10^6/ft \) for the cavity location of \( r/R = 0.41 \) (Figure 15), the smallest cavity had no noticeable effect on the heating and the predictions compared well with the data. The intermediate cavity caused a small (~10%) rise in heating, while the largest cavity produced a significant increase (> 30%) in heating. For the two large cavity cases, the measured heating levels continued to rise gradually over the length of the vehicle and never reached a “plateau” indicative of fully-developed turbulent flow. For the two larger cavity cases, the measured heating levels fell between the laminar and natural transition computations except immediately behind the cavity.

- At a Reynolds number of \( Re_\infty = 5.8 \times 10^6/ft \) for the cavity location of \( r/R = 0.41 \) (Figure 16), the data for the smallest cavity appeared to remain laminar and matched the laminar computation. The shapes of the heating distributions for the two larger cavities were similar in character to the natural transition prediction. However, the measured heating rates downstream of the cavities reached maximum values 15% to 20% higher than all the turbulent predictions.

- At a Reynolds number of \( Re_\infty = 7.3 \times 10^6/ft \) for the cavity location of \( r/R = 0.41 \) (Figure 17), the beginning of transition was noted downstream of the smallest cavity, but the boundary layer did not
appear to develop into fully-turbulent flow. The shapes of the heating distributions for the two larger cavity were similar to the zero-length transition predictions, but the peak heating levels were again 15% to 20% higher than the computed turbulent values.

Comparisons for the cases with the cavity located at $r/R = 0.70$ are discussed next. These cases were not as well suited for comparison as the $r/R = 0.41$ case. For the these $r/R = 0.70$ cases, the boundary layer did not appear to have sufficient running length between the cavity and the shoulder of the model for fully turbulent flow to develop, except possibly for the largest cavity size at the highest Reynolds number.

- At a Reynolds number of $Re_\infty = 4.2 \times 10^6$/ft for the cavity location of $r/R = 0.70$ (Figure 18), no deviation from laminar behavior was observed for the two smaller cavity sizes. The large cavity heating distribution had a shape similar to the natural-transition computation but with a greater magnitude.

- At a Reynolds number of $Re_\infty = 5.8 \times 10^6$/ft for the cavity location of $r/R = 0.70$ (Figure 19), a small heating augmentation similar to that of the natural transition computation was observed for the two smaller cavities. The large cavity data heating distribution was similar in shape to the zero-length transition computation and the predicted heating rates agreed with the data to within the experimental uncertainty. However, given the small length of apparently turbulent flow observed for this case, this good agreement may have been coincidental, especially in light of the under-prediction of the turbulent heating levels observed for the $r/R = 0.41$ cases.

- At a Reynolds number of $Re_\infty = 7.3 \times 10^6$/ft for the cavity location of $r/R = 0.70$ (Figure 20), significant heating increases were observed for all three cavity sizes. The measured heating levels for the two smaller cavities fell between the natural-transition and the zero-length transition computations. The large cavity heating data matched the fully-turbulent computation, but as noted for the previous case, this agreement may only have been coincidental.

In summary, the present method for predicting turbulent heating levels (an algebraic turbulence model with a specified transition location and various transition lengths) roughly bounded the $r/R = 0.70$ experimental heating data (which appeared to be produced by transitional boundary-layer flow) for the range of Reynolds numbers and cavity sizes. However, for the $r/R = 0.41$ cavity location, the computations under-predicted the measured peak heating levels by up to 20%, although the shapes of the heating distributions were approximately reproduced. In general, it would appear that this method is not sufficient to accurately reproduce the non-laminar, cavity-influenced experimental data. However, it should be noted that the actual heat-shield cavities were not included in the computational geometry, and their effects on the inviscid flow field (e.g. flow field separation and/or shocks at the cavity edge) may have been the cause for these differences.

In a similar study (Ref. 24) for the Genesis mission, the cavity was modeled in the computations. In that study it was found that the presence of the cavity had significant effects both on heating around the cavity itself, where a localized maxima in the heating levels was predicted, and downstream of the cavity, where heating levels lower than those without the cavity were predicted. However, it was also concluded in that study that the simple algebraic transition/turbulence models used (the same as in this study) were not sufficient to resolve the effects of the cavity even with the cavity included in the computational geometry.

In terms of design criteria for an actual vehicle, the worst-case for heating, based on these experimental data, would be a cavity at the inner $r/R = 0.41$ location of sufficient diameter to cause transition. The longer running length from this location would produce higher turbulent heating levels than that for a cavity at $r/R = 0.70$. Examples of this case are the data for the two larger cavities at $Re_\infty = 7.3 \times 10^6$/ft (Figure 17). For these cases, the turbulent experimental heating levels downstream of the cavity were approximately 25% higher than the laminar...
levels measured at the nose. In comparison to the predicted heating levels, the experimental heating levels were approximately 10% higher than the predicted fully-turbulent levels at the nose and were approximately 20% higher than those predicted downstream of the cavity using the zero-length transition model. With regard to vehicle heat shield design, it should also be noted that heating augmentation factors derived from the current data may not be appropriate for flight through the atmosphere of Mars because these data were obtained in a low-enthalpy, perfect-gas air environment at a low hypersonic Mach number. Also, the spatial resolution of the plots herein is not sufficient to show the localized heating augmentation produced immediately downstream of the cavity, which can reach levels greater than the measured downstream turbulent data.

**Boundary Layer Transition Correlations**

The primary goal of this study was to generate correlations between heat-shield cavity parameters and boundary-layer transition in order to guide the design and placement of these cavities for the MSL entry vehicle. Many studies have been conducted on the similar problem of boundary-layer transition correlations for roughness elements (i.e. steps or protrusions) and a historical review of such roughness correlations can be found in Ref. 25. More recently, correlations have been developed for the Space Shuttle Orbiter (e.g. Refs. 26-28), the X-33 (Ref. 29), and the X-38 (Ref. 30). However, the subject of correlations for the effects of small cavities on boundary-layer transition (as opposed to transition correlations or heating/pressure data for backward-facing steps or large cavities) has received little study; the only notable references found were those by Todisco (Ref. 31) for a hemisphere and by Cheatwood (Ref. 24) for the Genesis sample return capsule.

**Classification of Transition Data**

More than 800 data points on the state of the boundary layer were obtained during the wind tunnel testing. This data set covered the full test range of angles-of-attack, free-stream Reynolds numbers, cavity diameters, and cavity radial locations. Approximately 90% of the data were obtained on MSL models and the rest were obtained on Genesis models (including a few data points taken from Ref. 24). For each data point, the state of the boundary layer downstream of the cavity was determined through visual inspection of the surface heating images and classified as either: laminar; localized disturbance and heating effects at the cavity; transitional at or downstream of the cavity; or fully turbulent at the cavity. Examples of experimental data that fit each of these classifications are shown in Figure 21. These classifications are somewhat simplified descriptions of a complex flow field and should be used with care. For example, for a case classified as “localized disturbance”, the heating levels measured near the cavity may be higher than heating levels farther downstream of the cavity for a case classified as “transition downstream”. Additionally, because of the three-dimensional nature of the flow over this geometry at angle-of-attack, transitional/turbulent heating levels downstream of a cavity are highly dependent on the location of that cavity.

The global heating images from each wind tunnel run used to determine the state of the boundary layer are presented in Figure 22 to Figure 59. Data from the baseline (no control surface) configuration models B-5-PA-2 and B-5-PA-3 are shown for $\alpha = 0$-deg to 20-deg in Figure 22 to Figure 48. Data from the tab control surface models T-5-1C-1, T-5-3B-1, and T-5-3C-1 are shown for $\alpha = 11$-deg to 20-deg in Figure 49 to Figure 56. Data from the old and new Genesis models are shown in Figure 57 to Figure 59.

In these figures, the images obtained at each Reynolds number at which a model was tested at a given angle-of-attack and rotation are arranged by increasing Reynolds number from top-to-bottom in two columns. Each figure also includes a diagram that shows the orientation ($\phi$) and the placement ($r/R$) of the cavities for the given case. The state of the boundary layer downstream of each cavity is denoted on the individual images following the classification system previously discussed as “La” (laminar), “Lo” (localized disturbance following the cavity), “Tr” (transitional downstream of the cavity), or “Tu” (turbulent at the cavity). In regards to these images, several
qualifiers must be given. First, the images are reproduced to lower resolution than available in the original digital data, and so smaller disturbances may not be recognizable. Second, each model has a large number of fiducial marks (dots of ink) which are used to relate pixel locations to geometric position and these should not be confused with the actual cavities. And finally, damage to the phosphor coating on the model from natural wear over numerous runs and from particulate impacts often caused boundary layer transition at locations other than the cavities. Also, with respect to the interpretation of the data itself, it should be noted the state of the boundary layer at each cavity was not always completely clear from the image data. However this database should be large enough that the occasional data point that was difficult to classify with complete confidence does not skew the derived correlations.

Parameters for Boundary-Layer Transition Correlations

Boundary-layer transition correlations are typically formulated in terms of the physical parameters of the tripping mechanism (a step, gap, protuberance, etc) and the fluid dynamic parameters of the boundary layer. In this study, the tripping parameters of interest were the diameter ($w$) and depth ($k$) (listed in Table 2 through Table 8). The boundary-layer parameters of interest were the edge Mach number ($M_e$), boundary layer thickness ($\delta$), and edge Reynolds number based on momentum thickness and local flow field quantities ($Re_\theta$).

The parameter $\theta$ (momentum thickness) is also commonly employed in transition correlations; however, in the present perfect-gas data set, the ratio $\theta/\delta$ (sometime referred to as the “shape factor”) was very nearly constant at a value of 7.35 as shown in Figure 60 (the small differences noted were probably due mainly to numerical error in determining the edge of the boundary layer on a grid with a finite number of points). Therefore, inclusion of this variable would be redundant in the current analysis, but may well be important when correlating data across a wider range of conditions where the shape factor is not a constant.

Another variable, the ratio of boundary-layer edge temperature to wall temperature, $T_e/T_w$, has also been employed in past transition correlations. In the phosphor thermography technique employed in this study, data are taken before the wall temperature has time to experience a significant increase. For the purposes of this correlation study, the wall temperature can be approximated as constant at ambient ($T_w = 300$ K) conditions. For the range of test conditions, temperature ratios generally varied between 1.5 to 1.7, and an average value of $T_e/T_w = 1.6$ was assumed. Therefore, since the ratio $T_e/T_w$ was effectively a constant, it was not included in the analysis, although as with the shape factor, it would probably have had some influence if data from a wider range of conditions were under consideration.

Information on these boundary-layer variables was extracted from the computed laminar flow field solutions. These laminar computations were performed for the complete wind tunnel test range of angle-of-attack ($\alpha = 0$-deg, 11-deg, 16-deg, and 20-deg) and Reynolds numbers ($Re_\theta = 2.1 \times 10^6$/ft to $7.3 \times 10^6$/ft). To determine these properties, the boundary layer edge was defined as the distance normal to the surface at which the total enthalpy was equal to 99.5% of the free stream total enthalpy, with linear interpolation performed between solution grid points in order to more precisely determine this location. Sample distributions of $Re_\theta$ and $\delta$ are shown in Figure 61 - Figure 63 for $\alpha = 11$-deg, 16-deg and 20-deg cases.

Transition Correlations

The boundary-layer states determined from the images in Figure 22 through Figure 59 are classified and plotted in Figure 64 through Figure 71; results are plotted on both linear and logarithmic scale to aid in the interpretation of the data. In each figure, the data are plotted with a different set of variables: $Re_\theta$ vs. $w/\delta$ in Figure 64 and Figure 65; $Re_\theta$ vs. $k/\delta$ in Figure 66 and Figure 67; $Re_\theta/M_e$ vs. $w/\delta$ in Figure 68 and Figure 69; and $Re_\theta/M_e$ vs. $k/\delta$ in Figure 70 and Figure 71.
Although a statistical analysis will be presented subsequently as the basis and justification for the formulation of correlations from these data, it is apparent from inspection of these figures that in the plots where the cavity-diameter to boundary-layer height ratio ($w/\delta$) was used as the abscissa (Figure 64, Figure 65, Figure 68, and Figure 69) the data sets that represent each of the different classifications (laminar, local, transitional, and turbulent) group much more closely and with less overlap between them than in those plots (Figure 66, Figure 67, Figure 70, and Figure 71) in which the cavity-depth to boundary-layer height ratio ($k/\delta$) was used as the abscissa. In other words, the data appear to correlate better with cavity diameter than with cavity depth. This behavior may seem counterintuitive at first, and is not consistent with typical results from boundary-layer trip correlations based on surface roughness element heights. However, an analogy between the height of a roughness element and the depth of a cavity is not necessarily appropriate for all cavity flows.

Cavity flows can be classified as either open or closed (e.g. Refs. 32 through 34) depending on the aspect ratio ($w/k$) of the cavity. A two-dimensional illustration of these types of cavity flows is given in Figure 72. In a closed cavity flow, the cavity aspect ratio is large enough that the upstream and downstream walls of the cavity are effectively isolated from each other’s influence and so the boundary layer remains attached to the surface except perhaps in small regions in the immediate vicinity of the cavity’s edges. In this closed cavity type of flow, an analogy between the flow approaching the downstream cavity wall and the flow over a protruding roughness element is apparent, and a correlation in terms of cavity depth would likely be appropriate. However, in an open cavity flow, the cavity aspect ratio is small and the relative proximity of the upstream and downstream walls forces the boundary layer to separate and form a free shear layer that skips over the cavity and reattaches on the other side. In this case, there is relatively little curvature of the free shear layer due to the cavity, and thus an analogy between cavity depth and surface roughness height is not valid.

The aspect ratio of cavity width to cavity depth ($w/k$) has been identified as one of the parameters that determines whether a cavity flow is open or closed. Various authors have reported different values for this parameter depending on the external flow parameters (Mach number, pressure, etc) and the cavity shape (length, width, orientation, etc) of the problem under consideration. In general, data from past studies indicate that the change from open to closed cavity flow occurs somewhere between $w/k = 10$ to $w/k = 20$. In this study, values of the cavity aspect ratios (where the cavity diameter was identified as the length quantity) were all less than 10 (Table 2 through Table 8) with the exception of a single cavity on the G-5-PA-1 Genesis model. These low values suggest that open cavity flows were produced in the wind tunnel tests. Further evidence to support this hypothesis is the fact that, as noted previously, the data did not appear to correlate well with cavity depth, which would have been the expected behavior for closed cavity flows.

Accepting then the hypothesis that the cavity flow was of the open type instead of the closed type and thus cavity depth is not a relevant parameter, the data appear to indicate that the ratio of cavity diameter to boundary-layer height ($w/\delta$) is the relevant parameter to use in an open-cavity transition correlation. It should be noted though that because of the circular cross-section of the cavities in the current study, the applicability of the cavity diameter may be a simplification of a more generalized set of correlation variables for open cavity flows such as cavity width, length, and orientation.

The choice of cavity depth, rather than cavity height, as a correlating parameter was validated statistically by curve-fitting equations to the data and evaluating the accuracy of those fits. Additionally, the selection of $Re_0$ rather than $Re_0/M_a$ as the ordinate variable was also made based on statistical analysis. For this analysis, equations were developed that could be used to represent boundaries below which the data were laminar and above which the data were turbulent. These boundary points were selected from Reynolds numbers “sweeps” of data points for which the cavity geometric parameters, model angle of attack, and model orientation remained constant. Several such sweeps are shown in Figure 73. By following such a sweep of data, the highest Reynolds number data point at which the boundary layer remained laminar and the lowest Reynolds number data point at which the boundary layer became
fully turbulent could be identified. For each set of boundary-layer and cavity parameters, these points for the laminar and turbulent equations were fitted to power-law curves of the form:

\[ Y = M_0 \times X^{M_1} \quad (2) \]

The resulting correlation equations are plotted in Figure 74 to Figure 77 and the curve fit coefficients \( M_0 \) and \( M_1 \), along with the linear correlation parameter \( R_{\text{Pearson}} \), are also shown. This correlation parameter (known as Pearson’s R) is a measure of the accuracy of the curve fit. It has hypothetical maximum value of 1, which would indicate that the curve fit exactly matches all the data.

The best correlations for both the laminar and turbulent data were found when the data were expressed in terms of \( \text{Re}_\theta \) vs. \( w/\delta \) (\( R_{\text{Pearson}} \) values of 0.38 and 0.73, respectively), followed by \( \text{Re}_\theta/M_c \) vs. \( w/\delta \) (\( R_{\text{Pearson}} \) values of 0.17 and 0.57), then \( \text{Re}_\theta \) vs. \( k/\delta \) (\( R_{\text{Pearson}} \) values of 0.18 and 0.34). The worst correlations were those expressed in terms of \( \text{Re}_\theta/M_c \) vs. \( k/\delta \) (\( R_{\text{Pearson}} \) values of 0.02 and 0.28). These results confirmed the earlier assertion based on visual inspection of the data that the cavity depth is not a relevant parameter for an open-cavity correlation. These results also showed that \( \text{Re}_\theta \), rather than \( \text{Re}_\theta/M_c \), was the better correlation parameter for these data. The lack of observed dependence on boundary-layer edge Mach number was probably due to the fact that the flow field disturbance was caused by a feature at the wall (i.e. the cavity) as opposed to a feature near the edge of the boundary layer such as a protruding trip.

The best cavity effects correlations obtained from these data are given for the upper laminar limit on \( \text{Re}_\theta \) by:

\[ (\text{Re}_\theta)_{\text{lam}} = 2382.7 \times (w/\delta)^{-2.348} \quad (3) \]

and for the lower turbulent limit on \( \text{Re}_\theta \) by:

\[ (\text{Re}_\theta)_{\text{turb}} = 652.7 \times (w/\delta)^{0.9214} \quad (4) \]

These curve fits should be considered applicable for a range of approximately \( w/\delta = 2 \) to 20 and \( \text{Re}_\theta = 10 \) to 300. It should be noted that these coefficients differ slightly from those reported earlier in Ref. 4 due to the inclusion of additional data from the MSL “tab” control surface models and the Genesis models, as well as careful re-evaluation of all the MSL model data points. While both correlations are of interest with respect to the physics involved in producing transition and turbulence, it is recommended that for practical heat-shield design purposes the laminar limit curve fit be employed because significant local heating augmentation may still occur even for conditions that fall between the laminar and turbulent limits.

The correlation data points and the \( \text{Re}_\theta \) vs. \( (w/\delta) \) correlations are shown again with uncertainty margins of ±20% in Figure 78 and these correlations are shown along with the entire data set in Figure 79 - Figure 80. The margins are added because the correlations are not perfect; for design purposes points that fall within those margins should be considered carefully. Most of the turbulent boundary-point data points fall within these margins, whereas the deviation of the laminar boundary-point data and the laminar correlation at higher \( (w/\delta) \) is likely due to the sparseness of data in that region. Also, the overlap of these curve fits for low values of \( (w/\delta) \) with high values of \( \text{Re}_\theta \) is due to that fact that at high enough values of \( \text{Re}_\theta \) natural “smooth-body” transition occurred regardless of the cavity size. This natural transition limit is typically taken to be in the range of \( \text{Re}_\theta = 200 \) to 400 (e.g. Ref. 35).

In addition to the above correlations, a critical Reynolds number can also be defined. This parameter was
introduced by Schiller (Ref. 36) and has been employed in several studies (Refs. 26, 37-38) to correlate transition data. It is defined as:

\[ (Re_{w, e})_{\text{crit}} = \frac{\rho_e U_e w}{\mu_e} = Re_0 \left( \frac{w}{\theta} \right) \]  

(5)

To determine the critical Reynolds number for the current data set, a new power-law curve fit for the turbulent boundary limit was generated by fixing the exponent at -1:

\[ (Re_0)_{\text{turb}} = 777.36 \times (w/\delta)^{-1} \]  

(6)

As shown in Figure 81, this alternate form and the original Equation 0 both fit the data to approximately the same accuracy. Then, making use of the fact that for these wind tunnel data, the shape factor (\(\theta/\delta\)) was nearly constant at \(-7.35\), substitution into Equation 0 resulted in a critical Reynolds number of:

\[ (Re_{w, e})_{\text{crit}} = 777.36 \times \left( \frac{\delta}{w} \right) \left( \frac{w}{\theta} \right) = 777.36 \times \left( \frac{\delta}{\theta} \right) = 777.36 \times 7.35 = 5699 \]  

(7)

This constant critical Reynolds number for transition can then be mapped over an entire surface in order to determine where a cavity of a specified size would cause transition to turbulence at the cavity. An example is shown for a Mars flight case in Figure 82.

**Application to Flight Conditions**

Values of \(w/\delta\) and \(Re_0\) were computed for an attachment point cavity on the leeside of the heat shield along a typical trajectory. As shown in Figure 83, the correlations generated in this study indicate that the cavity would produce transition well before the peak heating point on the trajectory. Because this cavity-induced transition could produce heating levels in excess of natural turbulent heating levels (as was discussed in the Turbulent Aeroheating Section), and because the early transition due to the cavities would also result in a greater integrated heat load, the MSL design was revised. In the final design, the structural attachment points were moved from the forebody to the aftbody (the geometry of which has also changed) to eliminate the severe heating effects that they would produce.

**Summary and Conclusions**

An experimental and computational study of the effects of heat-shield cavities on boundary-layer transition and the aeroheating environment has been performed. This study was initiated because the original Mars Science Laboratory vehicle heat shield design included cavities through which bolts would pass to attach it to the carrier vehicle during transit to Mars.

Comparisons of measured heating levels and predictions were first conducted to assess the accuracy of the computational methods. For laminar cases, agreement to within the experimental uncertainty of \(\pm 13\%\) was observed, but for turbulent cases measured heating data were generally 15% to 20% higher than turbulent predictions. This difference was thought to be due to the exclusion of the cavities from the computational geometry, as well as due to the use of a simple algebraic turbulence model. However, the possibility of a general bias in the computational method as compared to the data cannot be excluded.
The data on transition due to the presence of cavities were then analyzed to determine the post-cavity state of the boundary layer. Correlation equations for the laminar and fully turbulent boundaries in the data set were formulated in terms of the momentum Reynolds number based on boundary layer edge conditions $Re_θ$ and the ratio of cavity diameter to boundary layer height ($w/δ$). Additionally, a critical Reynolds number $Re_{w,e}$ for transition due to cavities was also determined based on these data. These correlations were applied to typical MSL entry conditions and it was found that the presence of heat shield cavities would likely result in transition occurring well before the peak heating point in the trajectory and would produce heating levels in excess of those predicted for smooth-body transition to turbulence. In part because of these results, the heat-shield cavities were eliminated from the MSL design by relocating the attachment points to the aftbody of the vehicle.
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### Table 1. Nominal Flow Conditions for 20-Inch Mach 6 Air Tunnel MSL Test

<table>
<thead>
<tr>
<th>Condition</th>
<th>$M_\infty$</th>
<th>$T_\infty$ (K)</th>
<th>$\rho_\infty$ (kg/m$^3$)</th>
<th>$U_\infty$ (m/s)</th>
<th>$Re_\infty$ (1/m)</th>
<th>$h_{FR}$ (kg/m$^2$-s)</th>
<th>$q_{FR}$ (W/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Re_\infty = 2.1 \times 10^6$/ft</td>
<td>5.95</td>
<td>62.0</td>
<td>3.35x10$^{-2}$</td>
<td>938.6</td>
<td>7.07x10$^6$</td>
<td>0.283</td>
<td>5.70</td>
</tr>
<tr>
<td>$Re_\infty = 2.6 \times 10^6$/ft</td>
<td>5.97</td>
<td>62.2</td>
<td>4.05x10$^{-2}$</td>
<td>943.0</td>
<td>8.55x10$^6$</td>
<td>0.313</td>
<td>6.45</td>
</tr>
<tr>
<td>$Re_\infty = 3.0 \times 10^6$/ft</td>
<td>5.98</td>
<td>62.2</td>
<td>4.62x10$^{-2}$</td>
<td>944.4</td>
<td>9.79x10$^6$</td>
<td>0.335</td>
<td>6.95</td>
</tr>
<tr>
<td>$Re_\infty = 3.4 \times 10^6$/ft</td>
<td>5.99</td>
<td>61.6</td>
<td>5.29x10$^{-2}$</td>
<td>940.1</td>
<td>1.13x10$^7$</td>
<td>0.356</td>
<td>7.25</td>
</tr>
<tr>
<td>$Re_\infty = 4.2 \times 10^6$/ft</td>
<td>6.00</td>
<td>61.3</td>
<td>6.41x10$^{-2}$</td>
<td>940.4</td>
<td>1.37x10$^7$</td>
<td>0.392</td>
<td>7.95</td>
</tr>
<tr>
<td>$Re_\infty = 4.6 \times 10^6$/ft</td>
<td>6.01</td>
<td>63.5</td>
<td>7.25x10$^{-2}$</td>
<td>958.5</td>
<td>1.52x10$^7$</td>
<td>0.427</td>
<td>9.48</td>
</tr>
<tr>
<td>$Re_\infty = 5.1 \times 10^6$/ft</td>
<td>6.02</td>
<td>63.4</td>
<td>7.92x10$^{-2}$</td>
<td>958.7</td>
<td>1.67x10$^7$</td>
<td>0.446</td>
<td>9.92</td>
</tr>
<tr>
<td>$Re_\infty = 5.8 \times 10^6$/ft</td>
<td>6.03</td>
<td>62.8</td>
<td>8.99x10$^{-2}$</td>
<td>955.6</td>
<td>1.91x10$^7$</td>
<td>0.474</td>
<td>10.4</td>
</tr>
<tr>
<td>$Re_\infty = 7.3 \times 10^6$/ft</td>
<td>6.06</td>
<td>62.3</td>
<td>1.13x10$^{-1}$</td>
<td>954.6</td>
<td>2.41x10$^7$</td>
<td>0.529</td>
<td>11.5</td>
</tr>
</tbody>
</table>

### Table 2. Cavity Parameters for Baseline Model B-5-PA-2

<table>
<thead>
<tr>
<th>Cavity</th>
<th>$r/R$</th>
<th>$w_{fs}$ (in)</th>
<th>$k_{fs}$ (in)</th>
<th>$w/k$ (in)</th>
<th>$w_{max}$ (in)</th>
<th>$k_{max}$ (in)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.70</td>
<td>2.74</td>
<td>0.844</td>
<td>3.246</td>
<td>0.0859</td>
<td>0.0265</td>
</tr>
<tr>
<td>2</td>
<td>0.70</td>
<td>1.75</td>
<td>0.608</td>
<td>2.878</td>
<td>0.0549</td>
<td>0.0191</td>
</tr>
<tr>
<td>3</td>
<td>0.70</td>
<td>1.58</td>
<td>0.513</td>
<td>3.080</td>
<td>0.0495</td>
<td>0.0161</td>
</tr>
<tr>
<td>4</td>
<td>0.41</td>
<td>2.58</td>
<td>0.895</td>
<td>2.833</td>
<td>0.0809</td>
<td>0.0281</td>
</tr>
<tr>
<td>5</td>
<td>0.41</td>
<td>1.83</td>
<td>0.382</td>
<td>4.791</td>
<td>0.0574</td>
<td>0.0120</td>
</tr>
<tr>
<td>6</td>
<td>0.41</td>
<td>1.37</td>
<td>0.366</td>
<td>3.743</td>
<td>0.0430</td>
<td>0.0115</td>
</tr>
</tbody>
</table>

Model Scale = 0.031358
### Table 3. Cavity Parameters for Baseline Model B-5-PA-3

<table>
<thead>
<tr>
<th>Cavity</th>
<th>( r/R )</th>
<th>( w_s )</th>
<th>( k_f )</th>
<th>( w/k )</th>
<th>( w_{ms} )</th>
<th>( k_{ms} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.70</td>
<td>3.41</td>
<td>0.710</td>
<td>4.803</td>
<td>0.1069</td>
<td>0.0223</td>
</tr>
<tr>
<td>2</td>
<td>0.70</td>
<td>2.69</td>
<td>0.774</td>
<td>3.475</td>
<td>0.0844</td>
<td>0.0243</td>
</tr>
<tr>
<td>3</td>
<td>0.70</td>
<td>1.74</td>
<td>0.777</td>
<td>2.239</td>
<td>0.0546</td>
<td>0.0244</td>
</tr>
<tr>
<td>4</td>
<td>0.41</td>
<td>3.51</td>
<td>0.656</td>
<td>5.351</td>
<td>0.1101</td>
<td>0.0206</td>
</tr>
<tr>
<td>5</td>
<td>0.41</td>
<td>2.34</td>
<td>0.408</td>
<td>5.735</td>
<td>0.0734</td>
<td>0.0128</td>
</tr>
<tr>
<td>6</td>
<td>0.41</td>
<td>1.62</td>
<td>0.583</td>
<td>2.779</td>
<td>0.0508</td>
<td>0.0183</td>
</tr>
</tbody>
</table>

Model Scale = 0.031358

### Table 4. Cavity Parameters for “Tab” Control Surface Model T-5-1C-1

<table>
<thead>
<tr>
<th>Cavity</th>
<th>( r/R )</th>
<th>( w_s )</th>
<th>( k_f )</th>
<th>( w/k )</th>
<th>( w_{ms} )</th>
<th>( k_{ms} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.41</td>
<td>1.50</td>
<td>NA</td>
<td>NA</td>
<td>0.0469</td>
<td>NA</td>
</tr>
<tr>
<td>2</td>
<td>0.41</td>
<td>1.58</td>
<td>NA</td>
<td>NA</td>
<td>0.0496</td>
<td>NA</td>
</tr>
<tr>
<td>3</td>
<td>0.41</td>
<td>1.59</td>
<td>NA</td>
<td>NA</td>
<td>0.0499</td>
<td>NA</td>
</tr>
<tr>
<td>4</td>
<td>0.41</td>
<td>1.52</td>
<td>NA</td>
<td>NA</td>
<td>0.0478</td>
<td>NA</td>
</tr>
<tr>
<td>5</td>
<td>0.41</td>
<td>1.50</td>
<td>NA</td>
<td>NA</td>
<td>0.0469</td>
<td>NA</td>
</tr>
<tr>
<td>6</td>
<td>0.41</td>
<td>1.63</td>
<td>NA</td>
<td>NA</td>
<td>0.0512</td>
<td>NA</td>
</tr>
</tbody>
</table>

Model Scale = 0.031358

### Table 5. Cavity Parameters for “Tab” Control Surface Model T-5-3B-1

<table>
<thead>
<tr>
<th>Cavity</th>
<th>( r/R )</th>
<th>( w_s )</th>
<th>( k_f )</th>
<th>( w/k )</th>
<th>( w_{ms} )</th>
<th>( k_{ms} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.41</td>
<td>2.80</td>
<td>0.836</td>
<td>3.355</td>
<td>0.0879</td>
<td>0.0262</td>
</tr>
<tr>
<td>2</td>
<td>0.41</td>
<td>2.68</td>
<td>0.867</td>
<td>3.092</td>
<td>0.0841</td>
<td>0.0272</td>
</tr>
<tr>
<td>3</td>
<td>0.41</td>
<td>2.74</td>
<td>0.867</td>
<td>3.162</td>
<td>0.0860</td>
<td>0.0272</td>
</tr>
<tr>
<td>4</td>
<td>0.41</td>
<td>2.88</td>
<td>0.896</td>
<td>3.214</td>
<td>0.0903</td>
<td>0.0281</td>
</tr>
<tr>
<td>5</td>
<td>0.41</td>
<td>2.90</td>
<td>0.976</td>
<td>2.967</td>
<td>0.0908</td>
<td>0.0306</td>
</tr>
<tr>
<td>6</td>
<td>0.41</td>
<td>2.75</td>
<td>0.848</td>
<td>3.241</td>
<td>0.0862</td>
<td>0.0266</td>
</tr>
</tbody>
</table>

Model Scale = 0.031358
### Table 6. Cavity Parameters for “Tab” Control Surface Model T-5-3C-1

<table>
<thead>
<tr>
<th>Cavity</th>
<th>$r/R$</th>
<th>$w_{fs}$</th>
<th>$k_{fs}$</th>
<th>$w/k$</th>
<th>$w_{ms}$</th>
<th>$k_{ms}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
</tr>
<tr>
<td>1</td>
<td>0.41</td>
<td>2.65</td>
<td>0.662</td>
<td>4.001</td>
<td>0.0831</td>
<td>0.0208</td>
</tr>
<tr>
<td>2</td>
<td>0.41</td>
<td>2.94</td>
<td>0.994</td>
<td>2.959</td>
<td>0.0922</td>
<td>0.0312</td>
</tr>
<tr>
<td>3</td>
<td>0.41</td>
<td>3.03</td>
<td>0.854</td>
<td>3.550</td>
<td>0.0950</td>
<td>0.0268</td>
</tr>
<tr>
<td>4</td>
<td>0.41</td>
<td>3.00</td>
<td>0.806</td>
<td>3.728</td>
<td>0.0942</td>
<td>0.0253</td>
</tr>
<tr>
<td>5</td>
<td>0.41</td>
<td>2.99</td>
<td>0.825</td>
<td>3.630</td>
<td>0.0939</td>
<td>0.0259</td>
</tr>
<tr>
<td>6</td>
<td>0.41</td>
<td>2.97</td>
<td>0.812</td>
<td>3.656</td>
<td>0.0931</td>
<td>0.0255</td>
</tr>
</tbody>
</table>

Model Scale = 0.031358

### Table 7. Cavity Parameters for Old Genesis Model

<table>
<thead>
<tr>
<th>Cavity</th>
<th>$r/R$</th>
<th>$w_{fs}$</th>
<th>$k_{fs}$</th>
<th>$w/k$</th>
<th>$w_{ms}$</th>
<th>$k_{ms}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
</tr>
<tr>
<td>1</td>
<td>0.70</td>
<td>1.00</td>
<td>0.300</td>
<td>3.333</td>
<td>0.1000</td>
<td>0.0300</td>
</tr>
<tr>
<td>2</td>
<td>0.40</td>
<td>2.00</td>
<td>0.300</td>
<td>6.667</td>
<td>0.2000</td>
<td>0.0300</td>
</tr>
<tr>
<td>3</td>
<td>0.40</td>
<td>1.00</td>
<td>0.300</td>
<td>3.333</td>
<td>0.1000</td>
<td>0.0300</td>
</tr>
<tr>
<td>4</td>
<td>0.70</td>
<td>0.50</td>
<td>0.300</td>
<td>1.667</td>
<td>0.0500</td>
<td>0.0300</td>
</tr>
<tr>
<td>5</td>
<td>0.70</td>
<td>2.00</td>
<td>0.300</td>
<td>6.667</td>
<td>0.2000</td>
<td>0.0300</td>
</tr>
<tr>
<td>6</td>
<td>0.70</td>
<td>1.00</td>
<td>0.600</td>
<td>1.667</td>
<td>0.1000</td>
<td>0.0600</td>
</tr>
</tbody>
</table>

Model Scale = 0.1000

Note: these are parameters specified, not as built

### Table 8. Cavity Parameters for New Genesis Model G-5-PA-1

<table>
<thead>
<tr>
<th>Cavity</th>
<th>$r/R$</th>
<th>$w_{fs}$</th>
<th>$k_{fs}$</th>
<th>$w/k$</th>
<th>$w_{ms}$</th>
<th>$k_{ms}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
<td>(in)</td>
</tr>
<tr>
<td>1</td>
<td>0.70</td>
<td>0.87</td>
<td>0.132</td>
<td>6.564</td>
<td>0.0722</td>
<td>0.0110</td>
</tr>
<tr>
<td>2</td>
<td>0.40</td>
<td>1.88</td>
<td>0.218</td>
<td>8.621</td>
<td>0.1569</td>
<td>0.0182</td>
</tr>
<tr>
<td>3</td>
<td>0.40</td>
<td>0.95</td>
<td>0.220</td>
<td>4.306</td>
<td>0.0788</td>
<td>0.0183</td>
</tr>
<tr>
<td>4</td>
<td>0.70</td>
<td>0.52</td>
<td>0.126</td>
<td>4.143</td>
<td>0.0435</td>
<td>0.0105</td>
</tr>
<tr>
<td>5</td>
<td>0.70</td>
<td>1.91</td>
<td>0.125</td>
<td>15.30</td>
<td>0.1591</td>
<td>0.0104</td>
</tr>
<tr>
<td>6</td>
<td>0.70</td>
<td>0.70</td>
<td>0.185</td>
<td>3.812</td>
<td>0.0587</td>
<td>0.0154</td>
</tr>
</tbody>
</table>

Model Scale = 0.0833
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