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Chapter 2
Time

Time is the primary independent variable in GMAT.
Time is used in integrating the equations of motion, and

caleulating planetary ephemerides, the orientations of plan- Atomie time (AT

ets and moons, and atmospheric density among others.
GMAT uses three types of time systems depending on
the type of calculations being performed: universal time
systems based on the Earth’s rotation with respect to the
Sun; dynamic time systems that are based on the dy-
namic motion of the solar system and take into sccount
relativistic effects; and atomic time systems based on the
oscillation of the cesium atom. Each of these time sys-
tems has specific uses and is discussed below. In addition,
universal, dynamic, and atomic time systems can be ex-
pressed in different time formats. The two time formats
used in GMAT are the Modified Julian Date (MJD) for-
mat, and the Gregorian Date (GD) format. In the next
section, we’ll take a look at the time systeras used in
GMAT, and when GMAT uses each time system. Then
we'll look at the different time formats.

2.1 Time Systems

GMAT uses several different time systemns in physical
models and spacecraft dynarnics modelling. The choice
of time system for a particular calculation is determined
by which time system is most natural and convenient,
as well as the accuracy required. In general, for deter-
mining Earth’s orientation at a given epoch, we use one
of several forms of Universal Time (UT), because uni-
versal time is based on the Earth’s rotation with respect
to the Sun. Planetary ephemerides are usnally provided
with time in a dynamic time system, because dynamic
time is the independent variable in the dynamic theories
and ephemerides. The independent variable in spacecraft
equations of motion in GMAT is time expressed in an
atomic time system. Let’s look at each of these three
systems, starting with atomic time.

11

2.1.1

Atomic Time: TAI and A.1

} is a highly accurate time system which
is independent of the rotation of the Earth.! Therefore,
AT is a natural system for integrating a spacecraft’s equa-
tions of motion. AT is defined in terms of the oscillations
of the cesium atom at mean sea levell The duration of
the SI second is defined to be 9,192,631,770 oscillations of
the cesium nuclide 133Ce. Two atomic times systems are
are used in GMAT: A.1, and international atomic time
(TAI). A.1 is in advance of TAT by 0.0343817 seconds.

Al =TAI +0.0343817sec (2.1

where

TAl =UTC+ AAT
and AAT is the number of leap seconds, added since 1972,
needed to keep | UTC —~ U1 |< 0.9sec. GMAT reads
AAT from the file named {ei-uic.dat. For times thai ap-
pear before the first epoch on the file, GMAT uses the
first value found in the file. For times that appear after
the last epoch, GMAT uses the last value contained in the
file. Currently, GMAT uses A.1 tirae as the independent
variable in the equations of motion. TAT is used as a time
system for defining spacecraft state information.

(2.2)

0

Now let’s look at the universal time system.

2.1.2 Universal Time: UTC and UT1

All of the universal tirne (UT) scales are based on the
Earth’s rotation with respect to a fixed point (sidereal
time) or with respect to the Sun (solar time). The ob-
served universal time (UTO) is determined from observa-
tions of stellar transits to determine mean local sidereal
time. UT1 is UTQO corrected for the Earth’s polar mo-
tion and is used when the instantaneous orientation of the
Earth is needed. UTC is the basis for all civil time stan-
dards. It is also known as Greenwich mean time (GMT)
and Zulu time {(Z). The UTC time unit is defined to be
an S1 second, but UTC is kept within 0.9 seconds of UT1
by occasional leap second adjustments. The equation re-
lating UTC and UT1 is

UTC = UT1 - AUT1 (2.3)
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In GMAT, AUY'1 is read from the file copc(4.62-now pro-
vided by the International Earth Rotation and Reference
Systems Service (IERS). The file containing the latest
measurements and predictions can be found at
hitp://unew.iers.org/. For times past the last epoch con-
tained in the file, GMAT uses the last value of AUT1
contained in the file. GMAT uses UTC as a time system
to define spacecraft state information. UT1 is used to
determine the Greenwich hour angle and for the sidereal
tirne portion of FIX5 reduction.

2.1.3 Dynamic Time: TT, TDB and TCB

Dynamical time is the independent variable in the dy-
namical theories and ephemerides. This class of time
scales contains terrestrial time (T'T"), Barycentric Dynam-

ical time (TDB), and Barycentric Coordinate Time (TCB).

TDB is the independent variable in the equations of mo-
tion referred to the solar system barycenter. It is also the
coordinate time in the theory of geperal relativity. De-
spite the fact that the Jet Propulsion Laboratory {(JPL)
J2000.0 ephemerides are referred to in TDB, TT is fre-
quently used. This is because TT and TDB always differ
by less than 0.002 sec. As higher accuracy or more sensi-
tive niissions are planned, the difference may need to be
distinguished. In this section we'll discuss how to calen-
late TF, TDB and TCB, and discuss where each is used
in GMAT.

TT is the independent variable in the equations of
motion referred to the Earth’s center. Tt is also the proper
time in the theory of general relativity. The unit of T'T is
a day of 86400 SI seconds at mean sea level. In GMAT,
TT is used in FK3 reduction, and as an intermediate time
system in the calculation of TDB and TCB. TT can be
caleulated from the following equation:

TT'=TAI + 32184 sec (2.4)

Calenlating TDB exactly is a complicated process that
involves iteratively solving a transcendental equation. For
this reason, it is convenient to use the following approxi-
mation

TDB = 1"1'+ 0.001658 sin Mg + D.000013855in2M =

—
units of seconds

(2.5)
Note that the term in the underbrace has units of seconds,
and depending upon the units of 171’, which is usually
in days, a conversion of the term may be necessary be-
fore performing the addition with 11", Mg is the Farth’s
mean anomaly with respect to the sun and is given ap-
proximately as

Mg ~ 357.5277233 4+ 35,999.05034 1 rr (2.6}

CHAPTER 2. TIME

where Ipr is the time in T'T expressed in the Julian Cen-
tury format. 1'rr can be calculated from
JDypp —2,451,545.0

36,525

Lpp = (2.7
where J Dpr is the time in TT expressed in the Julian
Date format. For a more complete discussion of the TDB
time system, see Vallado! (pp. 195-198) and Seidelmann?
{pp. 41-48). GMAT uses TDB as the default time system
inthe JPL ephernerides files. There is an option to use T'T
in the ephemerides using the UseTTForEphemeris flag.

The last dynamic time system GMAT uses is Barycen-
tic Coordinate Time. In 1992, the IAU adopted this sys-
temn and clarified the relationships between space-time co-
ordinates.? In genersl, calculating TCB requires a four-
dimensional space-time transformation that is well be-
youd the scope of this discussion. However, TCB can be
approximated using the following equation:

TCB—-1TDRB = Lp(J1)— 2443144.5)86400 (2.8)
The present estimate of the value of Lp is 1.5505052108
{(+/ ~ 1z1071%} (Fukushima et al., Celestial Mechanics,
38, 215, 1986). Tt is ruportant to note that the main dif
ference between TDB and TCB is a secular drift, and that
as of the J2000 Epoch, the difference was approximately
11.25 seconds and growing.® GMAT uses time in the
TCB system to evaluate the IAU data for the spin axes
and prime meridian locations of all planets and moons ex-
cept for Earth.? Note that Seidelmann® mistakenly says
that time in TCB should be used in the equations given
for the pole and meridian locations of the planets. The
correct time to use is TDB, and GMAT uses this time
system.

2.2 Time Formats

There are two time formats that GMAT uses to rtepre-
sent time in the systems discussed above. These formats
are called the Gregorian Date {GD), and the Julian Date
(J13). The difference between the GD and JE formats is
how they represent the Year, Month, Day, Hours, Min-
utes, and Seconds of & given date. The GD format is
well known, and the J2000 epoch is expressed as, 01 Jan
2000 12:00:00.000 TT. The reference epoch for the GD
calendar is the beginning of the Christian Epoch. The
JD format represents an epoch as a continuous number
containing the day and the fraction of day.

The J2000 epoch is commonly used in astrodynamics
as a reference epoch for planetary and other data. The
J2000 epoch occurred at 01 Jan 2000 12:00:00.000 TT.
The time system, TT, is important for precise applica-
tions! While the J2000 epoch is a specific instant in time,
the numerical value changes depending upon which time
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system you express it in. We can make an analogy with
vector algebra where we have an abstract quantity that
is a vector, and can’t write down a set of numbers rep-
resenting the vector until we choose a coordinate system.
Similarly, the J2000 epoch can be written in any of the
different time systems and formats. All of the following
are equivalent definitions of the J2000 Epoch:

2451545.0 1T
2451544.9996274998411 TAI
2451544.9992571294708 UTC
2451544.9999999990686 L DB
01 Jan 2000 12:00 : 00.000 T

01 Jan 2000 11:59:27.815986276 TAI
01 Jan 2000 11:59:55.815986276 UTC
01 Jan 2000 11:59:59.999919534 TDB

I the next two sections we’ll look at how to convert
an epoch in & given time system from the GD format to
the JD format, and vice versa.

2.2.1 Julian Date and Modified Julian Date

The Julian date is a time format in which we can express a
tire known in any of the Atomic, Universal or Dynamic
time systems. The Julian Date is composed of the Ju-
lian day number and the decimal fraction of the current
day. Seidelmann? (pp. 55-56) says “The Julian day num-
ber represents the number of days that has elapsed, at
Greenwich noon on the day designated, since ...the epoch
noon Jan 1 4713 B.C. in the Julian proleptic calendar.
The Julian date (JD) corresponding to any instant is, by
simple extension to this concept, the Julian day number
followed by the fraction of the day elapsed since the pre-
ceding noon”.

The fundamental epoch for most astrodynarnic caleu-
lations is the J2000.0 epoch.? This epoch is GD 01 Jan
2000 12:00:00.000 in the T'T time system and is expressed
as J12 2451545.0 TT. To convert between Julian Date for-
mat and Gregorian Date format, GMAT uses Algorithm

14 from Vallado?!
/M +9
7 () + Int klwﬂ - J))
12
> +

4

JD = 367Y — Int

9 (2.9)
— 4+ m

Y44 60

Int (270]”

N

+H

) +D+1,721,0185+ —60

where Y is the fowr digit year, Int signifies real trun-
cation, and M, D, H, m and s are month, day, hour,
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minutes, and seconds respectively. This equation is valid
for the time period 01 Mar. 1900 to 28 Feb. 2100.

For numerical reasons it is often convenient to work in
a Modified Julian Date (MJD) format to ensure we can
capture enough significant figures using double precision
coraputers. In GMAT the MJD systern is defined as
MJD =JD —2,430,000.0 (2.10}
where the reference epoch expressed in the GD format is
05 Jan 1941 12:00:00.000. However, we must be careful
in caleulating the Modified Julian Date, or we will lose
the precision we are trying to gain. GMAT calculates the
MJID as follows:

M +9\>

7 (Y + Int ( B ]
JDay =367Y — Int i 4

2751
Int (“79M> + D +1,721,013.5 — 2,430, 000.0

(2.11)
°
— +m
R
. av — 60 (9 19
PartofDay = 7 (2.12}
MID = {JDay — 2,430, 000.0) + PartofDay  (2.13)

The important subtlety is that we must subtract the MJD
reference from the JD, before we add the fraction of day,
to avoid losing precision in the MJD.

2.2.2 Gregorian Date

The Gregorian Date format is primarily used as a time
systemn in which to enter state information in GMAT. GD
is not a convenient time format for most mathematical
caleulations. Hence, GMAT often takes input in the GD
format and converts it to a MJD format for use internally.
The algorithm for converting from GD to MJD is taken
from Vallado! and reproduced here verbatim.

JD —2,415,019.5

365.25

1900 =
Year = 1900 + TRUNC(Z3900)
LeapYrs = TRUNC({Y ear — 1900 — 1)(0.25))

Days = (JD ~ 2,415, 019.5)—
{(Y ear — 1900)(365.0) + LeapY'rs)

IF Days < 1.0 THEN
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Year = Year — 1
LeapYrs = TRUNC((Y ear — 1900 — 1)(0.25))

Days = (JD — 2,415, 019.5)—
((¥Y ear — 1900)(365.0) + LeapYrs)

If { Year Mod 4) = 0 Then

LMonth|2] = 28
DayofYr = TRUNC{ Days)

Sura days in each month until
LMonth -+ 1 summation > DayofYr

Mon = # of months in summation

Day = DayofYr — LM onth summation
7= {Lays — DayofYr)24

h = TRUNC{I'emp)

min = TRUNC({(1'ernp — h)60)

, N
o min\ ,
8 = (l emp —~ h — -é-l-)-—/) 3600

2.3 Conclusions

In this chapter we looked at three time systems that
GMAT uses to perforrn internal calenlations: atomic time,
universal time, and dynamic time. Atomic time is used
to integrate spacecraft equations of motion, while univer-
sal time is used to determine the sidereal time and green-
which hour angle for use in FK5 reduction. Dynamic time
systems are used in the JPL ephemerides and in the TAU
planetary orientation data. Time, in any of these time
systems, are represented in two formats: the Gregorian
Date, and Julian Date. We looked at how to convert be-
tween different time systems, and between different time
formats.

CHAPTER 2.

TIME



Chapter 3

Coordinate Systems

There are numerous ccordinate systems used in space
mission analysis, that when used appropriately can greatly
simplify the work and yield insight that is not chvious
otherwise. Sorme examples are equatorial and ecliptic sys-
tems, and rotating coordinate systemns based on the rel-
ative motion of two bodies such as the Earth and Moon.
GMAT has the capability to calculate many parameters
in different coordinate systems, and these parameters can
then be used in plots, reports, solvers, control flow state-
ments and stopping conditions to name a few.

In this chapter we investigate how GMAT performs
coordinate system transformations, and how different co-
ordinate systems are defined. We begin by defining some
notation. Next, we look at how to transform a vector and
its first derivative from one coordinate system to another
when the coordinate systems are translating and rotating
with respect to one another. Finally, we look at each co-
ordinate system defined in GMAT and discuss how to find
its rotation matrix and the first derivative of the rotation
matrix to rotate to the J2000 coordinate system.

3.1 General Coordinate System

Transformations

GMAT has the capability to take & position and veloc-
ity vector in one coordinate system, and convert them to
another coordinate systerm that may be both translating
and rotating with respect to the original system. In this
section we derive the equations governing coordinate sys-
tem transformations and describe the algorithm GMAT
uses to transform position and velocity vectors.

Let’s start by defining some notaticn. In Fig. 3.1,
we see an illustration of a point o drawn with respect to
two coordinate systems F; and F;. The vector r{ is the
position vector of point o with respect to frame F;. The
vector r} is the position vector of point o with respect to
Fs. ry; is the vector from the origin of F; to Fy. Let’s
define the rotation matrix that rotates from F; to Fr as
Ry;. Finally, let’s define the angular velocity wy, as the
angular velocity of J; with respect to Fy. To simplify

o

the notation, we assume that a vector is expressed in the
frame denoted by the right-most subscript. If we need
to express a vector in another coordinate system, we use
curly brackets. As an example, {r¢}; is the position of
point o, with respect to frame F;, expressed in frame F;.
In summeary, we have

ry Position vector of poirt o w/r/t frame F;
expressed in F;

{r?} Position vector of point o w/r/t frame F;
expressed in Fy

r; Position vector from origin of F; to origin
of Fy expressed in F;

Ry; Rotation matrix from frame F; to Fy

wri Angular velocity of frame F; w/r/t Fy,
expressed in frame F;

{wsity  Angular velocity of frame F; w/r/t Fy,

expressed in frame F;

To further simplify the notation, let’s drop the su-
perscript “o” from r] and r}. Then, from inspection of
Figure 3.1 we can write

Ty = Rf,r, + iy (31)
e N’
Rot. Trans.

Equation (3.1) is the equation nsed to convert a vector
known in frame F; to a vector in frame Fy, where both a
rotation and a translation are required. The first term in
Eq. (3.1) is the term that performs the rotation portion of
the trausformation. Here, r; is the position vector w/r/t
to F; and is expressed in F;. Ry is the rotation matrix
that rotates from F; to Fy. rif is the vector that goes
from the origin of Fy to the origin of F;, and is expressed
in F i

We also need to be able to determine the time rate
of change of a vector in frame Fy if we know the time
rate of change of the vector in F,. To determine the
equation that describes the transformation, we must take
the derivative of Eqg. {3.1) with respect to time.

(3.2)

it di
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Fi

Figure 3.1: Thstration of &« Trauslating and Rotating Coordinate System

Let’s use a single dot above a variable to denote the first
derivative of that variable with respect to time. Then, we
can expand this to obtain
i’_{ = Rf,;l‘,,' + Rﬁr}- + f‘if (33)
In Eq. {3.3) we see a term that contains the time deriva-
tive of the rotation matrix from F; to Fy. We can write
the time derivative of Ry; as
- hd b4 )
Ry = Rywoy; = {wi;}sRyi (34)
; with respect to
Fy expressed in F;. The skew symmetric matrix, w®, is
defined as

where wy; is the angular velocity of F;

)] —W, Wy
w® = Wy 0 —wg (3.5)
—wy Wy 0

In summary, usmg Eq. (3.4) to transform a derivative
vector from F; to Fy we can use any of the following
three equations:

f5 = Rpw}ri + Rpbi+ tig (3.6}
N A
Rot. Trans.
Ty == {‘*’)f{i}fsz’ri + Ryt + Ty (3.7)
S

Rot. Trans.

I"f = Rﬁri -} Rfif‘i + i’,’f (38)
L. N

Rot. Trans.
We choose between Egs. (3.6), (3.7), or (3.8} depending
on the type of information we have, and which framne is

In general, we know r; and #;. To perform the transfor-
mation we need to determine R, R, and £,y and these
quantities depend on F; and Fy.

One of the difficulties in implementing coordinate sys-
tem transformations in GMAT is that we often can’t cal-
culate Ry; and R +: directly. For example, it is nontrivial
to directly calculate the rotation matrix from the Earth
fixed frame to the Moon fixed frame. Hence, we need to
choose a convenient intermediate coordinate systern. We
choose the axis system defined by Earth’s mean equinox
and mean equator at the J2000 epoch, denoted Fj,, , as
the intermediate reference frame for all transformations
that require an intermediate transformation. This choice
is motivated by the fact that most of the data needed to
calculate R and R.is given so that it is fast and convenient
to calculate Ry, 4, and R;“

The steps taken to perform a general coordinate trans-
formation in GMAT are described below and illustrated
in Fig. 3.2. We start with a vector and its first derivative
known in frame F;, and wish to determine the vector and
its first derivative with respect to frame Fy. However, we
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assume that the transformation to go directly from F; to
Fy is not known.

The first step in the process is to perform a rotation
from F; to Fy,,. We define this intermediate system as
Fi. No translation is performed in step one. Using only
the rotation portions of from Egs. (3.1) and {3.8) we see
that

{ri}, = Ru,, it

{Fi}; = Ry iti + R it

The second step is to perform & translation from the origin
of F; to the origin of Fr. We define this second interme-
diate system as Fa. Fo has the same origin as Fy but has
the same axes as Fj,,. From inspection of ¥ig.3.2 we can
see that

(3.9)
(3.10)

{ri}; = {rri}y,, +{rrrt,, +1{rs}, (3.11)
Solving for r; we obtain
{rs}y =1{r}, - {I'Rz‘},,-% - {rfR}Jgk (3.12)

where {r;,h-}(,% is the vector from the origin of F; to the
origin of Fg expressed in Fyox. Similarly {rsr};  is the
vector from the origin of Fg to the origin of 7, expressed
in Fyok. Because the vector {r f}2 is expressed in an iner-
tial system we can we can take the derivative of Eq .(3.12)
to obtain

{vrke =A{vihy — {vri}y, — {vsr} s, (3.13)
where {vri};, is the velocity of the origin of Fr w/r/t
the origin of 7;. Similarly, {vsr}, is the velocity of the
origin of Fr w/r/t the origin of Fg. Finally, we perform a
rotation from Fu,, to Fy about the origin of Fy to obtain

the desired quantities.

rf= R‘f«JZk {vf}z (3'14)

et

Fp =Ry sk + Ry {vity (3.15

3.2 Pseudo-Rotating Coordinate
Systems

In mission analysis, sometimes it is useful to consider a ro-
tating coordinate system to be inertial at a given instant
in time. In this case, we ignore the effects of rotation
on the velocity. Let’s call systems where we neglect the
rotational effects on velocity pseudo-rotating coordinate
systems.

To perform transformations to a pseudo-rotating coor-
dinate system, the equations fo convert a position vector
do not change and are given by Egs. (3.9) and (3.14).

However, the velocity conversion equations change be-
cause we neglect the terms that contain R. For pseudo-
rotating coordinate systems the velocity transformations
shown in Eqgs. (3.10) and {3.15) become

dr; dr;
______ e = M 216)
{ dt }1 Rt i (3.16)
and J
ry Py
at =Ry 1 {Vf}z (3.17)

To perform the transformations describe in the last
few sections, we need to be able to calculate the rotation
matrix between any coordinate system and F,, , and the
derivative of the rotation matrix. In the following sec-
tions we ecalculate these matrices for the systems used
in GMAT. We assume that we want the transformation
from some generic frame F; to Fj,, which is the Earth
Mean J2000 Equstorial (MJ2000Eq} system. The rota-
tion roatrix from Fy,, to F; can be found by the simple
relationship.

. _ -1 _ T 1Q\
R’M-’zk - RJZk,i - RJ:)C i ( . 18/'
and
.. —fpl _RT 3.10Y
Ri; = Rsz- = RJzk.i (3.19)

3.3 The F;, Inertial System and
FK5 Reduction

It is well know that Newton’s laws must be applied in an
inertial system. The struggle to determine a truly inertial
system has continued since Newton’s tiree. In reality, the
best we can do is approximate a truly inertial system in
which to apply Newton’s laws. In GMAT that system is
the FK5 system, bere called F,,,. The Fr, system is
referenced to the Earth’s equator and the Earth’s orbit
about the sun. Because neither of these two planes are
fixed in space, we must pick an epoch and define an in-
ertial system based on the geometry at that epoch. This
epoch is commonly chosen as the J2000 epoch. In this
section, we present the definition of the F;,, system, and
discuss the transformation from Fr,, to the Earth Fixed
system. This transformation is called FK5 reduction. We
begin with & conceptual discussion of how the Earth’s
spin axis moves with respect to inertial space. We con-
clade this section with a presentation of the mathematical
theory of FK5 reduction.

3.3.1 Overview of FK5 Reduction

The inertial system most commonly used in astrodynam-
ics as of this writing is the FKb system. We call this
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Figure 3.2: General Coordinate System Transformation Approach in GMAT

system Fy, . The Fr, system is used for many caleu-
lations in GMAT. The two most important are for inte-
grating equations of motion, and as an intermediate sys-
tem for coordinate system transformation. F,, is used
throughout the astrodynamics community as the coordi-
nate system to represent time varying data such as plane-
tary ephemerides and planetary pole and prime meridian
locations.

The rigorous mathematical definition of 7, is com-
plex. So, let’s start with a sumple qualitative explana-
tion. The nominal z-axis of Fy,, is normal to the Earth’s
equatorial plane. The nominal z-axis points along the
line formed by the intersection of the Earth’s equatorial
plane and the ecliptic plane, in the direction of Aries.
The norpinal y-axis cormpletes the right-handed system.
Both the equatorial and ecliptic planes move slowly with
respect to inertial space. The rigorous definition of FK5
uses the mean planes of the ecliptic and equator, at the
J2000 epoch. We'll take a closer look at the mathematical
definitions of the mean ecliptic and equator below.

FK§ reduction is the transformation that rotates a
vector expressed in the Fp, system to the Earth Fixed
coordinate system. To perform this transformation obvi-
ously requires an understanding of how the Barth’s ori-
entation changes with respect to F,,,. The time varying
orientation of the Earth is complex and is due to com-
plicated interactions between the Farth and it’s external
environment and complicated internal dynamies. In fact,
the dynamic orientation of the Earth is so complicated
that we can’t model it completely and FK5 reduction is

& combination of dynarics models and empirical obser-
vations that are updated daily.

We describe the orientation of the Earth nising three
types of motion. The first type, including precession and
nutation, describes how the Earth’s principal moment of
inertia moves with respect to inertial space.? The motion
is illustrated in Fig. 3.3. The principal moment of inertia
is defined as the Celestial Ephemeris Pole, and due to the
fact that Earth’s mass distribution changes with time, the
Celestial Ephemeris Pole is not constant with respect to
the Barth’s surface. Precession is the coning motion that
the Celestial Ephemeris Pole makes around the ecliptic
north pele. The other principal component of the mo-
tion of the Celestial Epherneris Pole is commonly called
nutation and is the oscillation in the angle between the
Celestial Ephemeris Pole and the north ecliptic pole. The
theory of Precession and Nutation come from dynamics
models of the Earth’s motion. The second type of motion
is called sidereal time, and represents a rotation about the
Celestial Ephemeris Pole. The sidereal time model is a
combination of theory ad observation. The third motion
is that of the Farth’s instantaneous spin axis with respect
to the Earth’s surface. As, we'll see below, the Earth’s
spin axis is not constant with respect to the Earth’s crust
and it’s motion is called Polar Motion. A portion of polar
motion is due to complicated dynamics, and a portion is
dune to unmodelled errors in nutation. Polar motion is
determined from observation. Now that we’ve had a brief
introduction to precession, nutation, sidereal time, and
polar motion, let’s lock at each in more detail.
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Figure 3.3: Tnertial Motion of Earth’s Spin Axis

Sidereal Time

3.3.2 Precession Calculations

JDrpp ~ JDrr (3.20)
JDppp — 2,451, 545.0

Trpg = : 321}

ros 36525 (3.21,

¢ =2306.2181 L rpp + 0.3018812 5 5 + 0.0179981 3,
(3.22)

© = 2004.3109 Trpg — 0.4266512 5 — 0.04183313 , 5
(3.23)

z = 2306.2181 Trpp + 1.094681% 5 5 + 0.0182031 3
(3.24)
P = Ry(—2)Ry(0)R3(—(} (3.25)

3.3.3 Nutation Calculations

GMAT has the ability to use either the 1680 IAU Theory
of Nutation, or the TERS 1996 Theory of Nutation. There
are some calculations that are common to both, so let’s
look at them first. The mean obliquity of the ecliptic at
the J2000 epoch, €, is given by
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Figure 3.4: Intermediate Transformations and Coordinate Systems in FK5 Reduction

€ =84381.448 — 46.81501rp g — 0.0006971% 5 3 961
+0.00181313,, 1 R

As we mentioned previously, Earth’s nutation is caused
by the combined gravitational effect of the Moon and Sun.
So, we would expect to see the time dependent location of
the Moon and Sun appear in the equations for Earth -
tation. The theories of nutation described below take wnto
account of the Moon and Sun position by modelling mean
anomalies of the Moon and Sun, ! and I respectively, the
mean argument of latitude of the Moon, #| the difference
between the mean longitude of the Sun and Moon, D, and
the mean longitude of the ascending vode of the Moon’s
orbit, 2. The equations used to determine these values
as a fanction of Y pp are:

1 =134.96340251° + (1717915923.21781rpp+
31.879202 p g + 0.0516354:3 5 5 — 0.000244701 2 5 )
(3.27)
V =357.52910918° + (129 5965810481 'rps—
0.55321% 5 — 0.00013673 5 5 — 0.000011497% ;, 5)”
(3.28)
P =93.27200062° + (1739527262.8478 17 p p—
12.75121% 5 + 0.0010371% 5 5 + 0.000004171% 5 )
(3.29)
D =297.85019547° + (1602961601.2090%r 5~

6.370612 5 5 + 0.0065937%3 5 5 — 0.0000316971% 5 5)"
(3.30)

Q =125.04455501° + (—6962890.26651 7 p s+
7472202 p + 0.00770213 5 — 0.000059391% 5 5)

(3.31)
1980 Nutation Theory
106
AWgsp = Z (Az + Bil'rpg)sinay (332)
i=1
106
Acigao = Y (Ci + Dilrpp) cosay, (3.33)
i=1
Oy = ail + a;»;lf" + 038 4 a4; D + a5 (\334\;
N =Ri{(—Rs(-AT)R;(€) (3.35)

1996 Nutation Theory

The 1996 theory of nutation published by the TERS is a
higher fidelity model of Earth nutation. There are two
primary differences between the 1968 TAU theory and the

1996 IERS thecry. The first difference is the 1996 the-
ory uses a 263 term series expansion for the effects of the
Earth and Moon. The 1980 theory uses a 106 term series.
The second difference is that the 1996 theory has a sec-
ond series expansion to account for the effects of nutation
caused by the more massive planets. The planetary series
expansion is a 118 term series. Let’s begin with the equa-~
tions for the Earth and Moon’s effect on Earth nutation,



34.
according to the 1996 IERS theory:

263

AW 1995 = Z (A,,, + Bzrl’(’DB) sin ap + Eicos ap (336)
i=1
263

Aergos = 3 (Ci+ Dil'rpp) cosap + Fisina,  (3.37)
i=1

ap = atiMo + anMo + asiunre + au4 Do + az:8 (3.38)

To calculate the planetary effects on nutation, we be-
gin by calculating the mean heliocentric longitude of the

planets. Only the effects of Venus{V), Mars(M), JupiterJ),

and Saturn(S) are included in the theory. We require the
Earth’s (E) mean longitude also. The mean longitudes
are calculated using:

Ay = 181.979800853° + 58,517.81567481 7 pp
Ag = 100.466448494° + 35,999.3728521rpp

Am 355.433274605° + 19,140.2993141rp 5
AT 34.351483900° + 3, 034.905674641rpp
Ag 50.0774713998° 4 1,222.11379404irpp

The general precession in longitude, p,, i calculated us-
ing

Pa = 1.39697137214°1'rpg + 0.000308612

Finally, the planetary terms are calculated using:

118
AWy = (A + Bil'rps) sinag (3.39)

i=1

118
. N N
Aep; = E (Cn + D) cosay

i=1

(3.40)

apy = apdy + GpiAg + a3iAy + agdg + asids +

asiPe + a7 l) + agi ! + agil + a19:§2 (3.41)
AV = AWig96 + AP, (3.42)

N

optional
Ae = Aeyges + Aepl (343)

S’

optional

€= ¢+ Ae (3.44}

In GMAT, the planetary terms are optional. If the user
has selected to include the planetary terms, the

N = Rl'\—f)R;(—Aqf‘)Rl (E) (345)
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3.3.4 Sidereal Time Calculations

To calculate the sidereal time of the Earth, we need the
current tirpe which is then used to determine the Green-
wich Mean Sidereal Time (GMST) and the equation of
the equinoxes. GMST is caleulated using:

O arsT =1.00965822615¢6 4 4.746600277219299¢107 371
+ 1.3965601 1y + 9.3¢ — 517,

i

(arcseconds)
(3.46)

The calenlation of the equation of the equinoxes is de-
pendent upon the time. If the Julian date falls after
2450449.5, then we use

EQequinos = AW cos e+ 0.00264” sin 2 + 0.000063 sin 20
(3.47)
Tf the Julian date falls on or before 2450449.5 we use

EQequinos = AV cose (3.48}
D45t = Ocmsr + EQequinos (3.49)
ST = Ry(0asr) (3.50)
3.3.5 Polar Motion Calculations
PM = Ry(~z,)R1(~p) (3.51)

3.4 Deriving Ry, ; and Ry, ; for

Various Coordinate Systems

In GMAT, there are numerous coordinate systems that
can be used to define variables, stopping conditions, space-
craft states, and other quantities, Some examples include
the Earth centered roean ecliptic of J2000 system, the
Earth-fixed system, the Mars equator system, and the
Earth-Moon rotating system.

In the following subsections, we determine how R, i
and thﬂ- are calculated in GMAT for all of the coordi-
nate systems available in GMAT. Let’s begin by looking
at coordinate systems defined by the equator of a celestial
body.

3.4.1 Equator System

The Equator axis system has the following nominal con-
figuration:

e z-axis: Along the line formed by the intersection of
the bodies equator and the ecliptic plane.
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Figure 3.5:

t, is a constant value for the TOEEq system. For a given
t,, the matrices associated with the TOEEq system only
need to be evaluated once and can be reused later when
necessary. P(¢,) and N(t,) are part of the FK5 reduc-
tion algorithm and are explained in detail in Sec. 3.3.3
and 3.3.2 . Because ¢, is fixed for a TOEEq system, the
derivative of Ry; is identically equal to the zero matrix.

/00 00 00
R=[00 00 0.0 (3.61)
0.0 0.0 0.0

3.4.4 Mean of Epoch Equator (MOEEq)

The Mean of Epoch Equator axis system is defined as
follows:

e z-axis: Along the mean equinox at the chosen epoch.
The axis points in the direction of the first point of
Aries.

e y-axis: Completes the right-handed set.

o z-axis: Normal to the Earth’s mean equatorial plane
at the chosen Epoch.

The MOEEq is an intermediate system in FK5 reduction
and Rp; and Ry; for the MOEEq system can be calculated
using the following equations

Ry = PT(¢,) (3.62}

where ¢, is the epoch defined in the coordinate system
description provided by the user in the epoch field. Hence
i, is a constarnd, value for the MOEEq system. For a given
{0, the raatrices associated with the MOEEq system ounly
need to be evaluated once and can be reused later when
necessary. P(t,) is described in Sec. 3.3.2. Because &, is

AN \

Equator of Fp,,

IAU Definition of Pole and Meridian Locations for Planets and Moons

fixed for a MOEEq system, the derivative of Ry; is the

Z€T0 atTix.

{00 0.0 0.0
R= {00 00 0.0 (3.63)
0.0 0.0 0.0

3.4.5 True of Date Equator (TODEq)

R;; and Ru for the TODEq systern can be caleulated
using the following equations Vallado' Fig. 3-29).

Ry = NT({t,)PY(t,) (3.64)
where {, is the epoch. Unlike the TOEEq sytem, for the
TODEqg system ¢, is a variable and usually comes from
the epoch of the object whose state we wish to convert.
P{t,) and N{t,) are part of the FK5 reduction algorithm
and can be found in Vallado pgs. 214 - 219. Because ¢,
is not fixed for a TODEq system the derivative of Ry,
is non-zero. However, we will assume its derivative is
negligibly small so that

0.0 0.0 0.0

R= {00 00 0.0 (3.65)
0.0 0.0 0.0

3.4.6 Mean of Date Equator (MODEq)

R and R“ for the MODEq systemn can he calculated
using the following equations

Ry =PT(t,) (3.66)
where ¢, is the epoch. Unlike the MOEEq sytem, for the
MODEq system t, is a variable and usually coroes from
the epoch of the object whose state we wish to convert.
P(t,) and N{#,) are part of the FK4 reduction algorithm
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and can be found in Vallado! pgs. 214 - 219. Because
t, 1s not fixed for a MODEq system, the derivative of
Ry; is non-zero. However, we will assume its derivative
is negligibly small so that

{00 0.0 0.0
R={00 00 0.0 (3.67)
0.0 0.0 0.0

3.4.7 Mean of Date Ecliptic (MODECc)

Ry and Ry for the MODEc system can be caleulated
using the following equations

Ry; = PT(t,)RT (&) (3.68)

where ¢, is the epoch. For the MODEc system ¢, is a
variable and usually comes from the epoch of the object
whose state we wish to convert. P(¢,) comes from the
FK5 reduction algorithm and csn be found in Vallado!
pgs. 214 - 219. & is given by Vallado,* Eq. (3-52). For
a more complete discussion, you can also refer to Seidel-
mann,? pgs. 114 - 115. Because &, is noé fixed for a
MODEc system, the derivative of Ry; is non-zero. How-
ever, we will assume its derivative is negligibly small so
that

{00 0.0 0.0
R= {00 00 0.0 (3.69)
0.0 0.0 0.0,

3.4.8 True of Date Ecliptic (TODEc)

R;; and R;; for the TODEe system can be caleulated
using the following equations

Ri; = PT(t,)RT{6R] (—AY) (3.70}
where ¢, is the epoch. Unlike the TOEEc sytem, for the
TODEc system t, is a variable and usually comes from
the epoch of the object whose state we wish to convert.
P(z,)is part of the FK5 reduction algorithm and can be
found in Vallado pgs. 214 - 219. is given by Vallado,!
Eq. (3-52). AV is given by Eq.(3-62) in Vallado.! For
a more complete discussion, you can also refer to Seidel-
mann,? pgs. 114 - 115. Because t, is not fixed for a
MODEq systern, the derivative of Ry, is non-zero. How-
ever, we will assume its derivative is negligibly small so
that

‘ 0.0 0.0 0.0
R=1{00 00 00 (3.71)
0.0 0.0 0.0

3.4.9 Celestial Body Fixed

The body fixed cocrdinate system is referenced to the
body equator and the prime meridian of the body. The
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body fixed system for Earth is found by using FK5 reduc-
tion to the ITRF system as described by Vallado. The
ITRF system is the earth fixed system.

Vallado denotes the four rotation sequences required
to transform from the TTRF to the FK5 systern as [PM],
the polar motion, ST}, the sidereal time, (NUT], the nu-
tation, and {PREC], the precession. GMAT calculates
these four rotation matrices as described in Vallado. The
rotation matrix from TTRF to FK5 can be written as fol-
lows.

R;; = PINTsT PM” (3.72)
GMAT assumes that the the only intermediate rotation
that has a significant time derivative is the sidereal time,
[ST]. So, we can write

R, = PTNTST PMT (3.73)
where ST is given by
] —wesinfasr weC0s8agr 0.0
ST = | ~w.cos849r —w.sinfaer 0.0 (3.74)
0.0 0.0 6.0
anid w, is given by
s LODY .
we = 7.29211514670698¢ 5 {1 — W) (3.75)
we ' a0,

Note that the 2nd edition of Vallado! has inconsistencies
in Egs. (3.72) and {3.73) and they are discussed in the
errata to the 2nd edition. We have meodified equations
Egs. (3.72) and (3.73) according to the errata.

For bodies other than the earth, the IAU gives the
spin axis direction as a function of time with respect to
the MJ200DEq system and rotation of the prime merid-
ian in the MJ2000Eq system. This data for all of the
planets and many moons can be found in “Report of the
TAU/TAG Working Group on Cartographic Coordinates
and Rotational Elements of the Planets and Satellites:
2000” Seidelmann® ef.al. Figure 1 in this document ex-
plains the three variables, «,, §,, and W, that are used
to define the body spin axis and prime meridian location
w/r/t J2000. The values of a,, &,, and W for the nine
planets and the Earth’s maoon are found on pgs. 8 and 9.

Using the notation found in the reference we can write

Ry = R;(90° + o) RT(90° — 5, )RT (W)  (3.76)
Tor the derivative we assume that
p 0.0 0.0 0.0
= (RE(90° + o)) = { 0.0 0.0 0.0 (3.77)
¢ 0.0 0.0 0.0
and
d 0.0 0.0 0.0
d—/t(R’-f‘(w—(s,,)): 0.0 0.0 0.0 (3.78)
0.0 0.0 0.0
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—Wsin(W) —Wecos(W) 0.0)

d -
T\
T (R3 (W) =

Weos(W) —Wsin(W) 0.0
- 0.0 0.0 0.0
(3.79)
where W is the time derivative of W for the given body.
Note, Seidebnann? does not provide the values for W so
we include themw in Table 3.1. In summary

8 ¥ T/ d.
R =R (90° + 0o )Ry (907 ~ ) - RI (W) (3.80)

3.4.10 Body Inertial

The BodyInertial axis system is an inertial system based
on the equator of the celestial body chosen as the origin of
the system. The origin of 4 BodyInertial system must
be a celestial body, and cannot be a spacecraft, libration
point etc. The axes are defined as follows (except for
Earth):

o z-axis: Along the line formed by the intersection of
the bodies equator and the z-y plane of the FK5
system, at the J2000 epoch.

o y-axis: Completes the right-handed set.

o z-axis: Along the bodies instantaneous spin axis
direction at the J2000 epoch.

For Earth, the BodyInertial axis system is the FK5
system. For all other bodies, the BodyInertial axis sys-
tem is based upon the bodies equator and spin axis at the
J2000 epoch. So, BodyInertial is essentially a true-of-
epoch system referenced to the chosen central body. The
body orientation at the J2000 epoch is calculated from the
TAU Data in Seidelmann? for the Sun, Mercury, Venus,
Mars, Jupiter, Saturn, Uranus, Neptune, and Pluto. For
the Moon, the orientation at the J2000 epoch comes from
the DE405 files. Because the BodyInertial system is an
inertial system, the derivative of the rotation matrix is
always zero:

. 0.0 0.0 0.0
Ry= (00 00 0.0 (3.81)
0.0 00 0.0

The rotation matrix, Ry, is different for each celestial
body. We begin by calculating the angles « and ¢ used
to define the bodies orientation with respect to the FK5
system:
‘ (3.82}

d =4, (C[i}z()()(]“ (385)
Where 1jagnq = 2451544.9999999990686 TDR and the
equations for «, and 6, are given by Seidelmann? and

reproduced in Teble 3.1. Finally, the rotation matrix is
calculated using

a = o,{Lr000)

Rop,.i = Rj (90° + a)RT(90° — 6) (3.84)
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The result is a rotation matrix, that is time invariant, for

each celestial body. The individual matrices are shown
below.

For the Sun

Ry = 0.9606338208497771
Ry = 0.2778176780544363
Ry = 0
Ry, = —0.2494239059807128
By = 0.8624542595398303
Rao 0.4404093156676427
Rz = 0.1223534934723278
Bps = —0.4230720836476433
Ras = 0.8977971010607901 (3.85)
For Mercury
Ry 0.9815838660446788
Ry = 0.1909803187332696
Ry = 0
Rz —0.1677571842642237
By = 0.8622324234816705
Rse = 0.4779254910806334
Rys 0.09127436261733374
Rz = —0.4691287304711406
Rzz = 0.8784003785150228 (3.86)
For Venus
Ry 0.9988399975085459
Ry = 0.04815245972043356
Ry = 0
B2 = —0.04437694044018298
Ry = 0.9205233405740161
Rzy = 0.3881590738545506
fy3 = 0.01869081416890205
Ros = —D.3877088083617958
Rsy = 0.9215923900425705 (3.87)
For the Earth
Ry =
Ry = 0
RByg =
Ry = 0
Ry = 1
Rpz = 0
Ry 0
Ras 1 (3.88)
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For the Moon

For Mars

For Jupiter

For Saturn

Ry

Ros
Baa

Ry
Hn
Ra
Ry
Ry

L€

Roq
Ras

R

HRay
Rz
Ry
Rao
Rz
Rys
Ras

0.098496505205088
—0.0548154092680678
0

0.0499357293985327
0.909610125238044
0.412451018902689
—0.0226086714041825
—0.411830900942613
0.91097977859343

0.6732521982472343
0.7394129276360177

0
—0.5896387605430038
0.5368794307891334
0.6033958972853944
0.4461587269353554
—0.4062376142607542
0.7974417791532832

0.9994209020316729
—0.03402735050216735
0

0.0307100286015568
0.9019874904580493
0.430668621100356
—0.01465451212046692
—0.4304192217768545
0.5025101322420253

—0.6506284356468798
0.7593962330217962

0
—0.7545700815904118
—0.6464935305479939
0.11256615694996715
0.08547883186107168
0.07323575787752883
0.9936447519469775
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For Uranus

Ry = 0.9755767334083795

Ry = —0.2196589111150187

Ry = 0
Ry = —0.05749969269512644

Bpy = —0.2553748540714755

Haz = 0.9651308042166316
Rz = —0.2119995815377986
Ry = —0.9415591572895125

K3z = —0D.2617680858165513 (3.93)

For Neptune

Ryp = 0.8717809455009272

By = 0.4898858900230839

Ry = 0

Ria = —0.3337976487639454

By, = 0.5940005535292547

Rzz = 0.7319443094160927

Rizs = 0.3585765080087282

Ry = —0.6380951021167846

Hys = 0.6813644604126335 (3.94)

For Pluto

Ry = 0.7311155947298647

Bz = 0.6822536091093958

Ryy = 0

Rip = —0.1077863335431382

Ryy = 0.1155058299435205

Ri; = 0.9874413955017208

Ry = 0.6736854558650673

Rys = —0.7219338031331282

Rzs = 0.1579857286263988 (3.95)

3.4.11 Object Referenced

An object referenced system is a coordinate system whose
axes are defined by the motion of one object with respect
1o another object. GMAT allows the user to define many
different types of Object Referenced system. In Fig. 2.6
we see a diagram that defines the directions a user can
choose from in creating an Object Referenced coordinate
system. There are six directions. One is the relative po-
sition, denoted here by r, of the secondary object with
respect to the primary object, expressed in an inertisl
frame. The second is the the relative velocity, denoted
here by v, of the secondary object with respect to the
primary, expressed in an inertial frame. The third direc-
tion is the vector normal to the direction of motion which
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A

Location of Primary

Figure 3.6: Diagram of an Object Referenced Coordinate System

is denoted by n and is calculated from n = r x v. The
remaining three directions are the negative of of the first
three.

Tn GMAT, a uvser can use the directions described
above to define an Object Referenced coordinate system.
In doing so, the user can choose two of the available di-
rections, and define which of the three axss, z, ¥, and z,
they desire the direction to be aligned with. Given this
information, GMAT automatically constructs an orthog-
onal coordinate system. For example, if user chooses the
z~axis to be in the direction of r and the z-axis to be in
the direction of n, the GMAT completes the right-handed
set by setting the y-axis in the direction of n x r. Obvi-
ously there are some choices that not yield an orthogonal
system, or that yield a left handed system. GMAT does
not allow the user to select these pairs of axes and throws
AN ETTOT MEessage.

In general, given the unit vectors that define the axes
system of the Object Referenced system, but expressed
in the inertial frame, GMAT uses the following equations
to determine Rp; and R”

Ru=(%x ¥ %] (3.96)
Ry { § z] (3.97)

Recall that the user chooses two axes to an Object
Referenced system among the following choices: #, ¥, 1,
—r, —V, and —A. In general, one of the axes chosen by
the user must be either i, or —1.

If the user defines the r-axis and y-axis then GMAT
determines the z axis using

=%k Xy (3.98)

and

F=kXy+ERXY (3.99)

If the user defines the y-axis and z-axis, then GMAT de-
termines the z axis using

X=y X3 (3.100}
and

k=9 xz2+¥yx3 (3.101)

And finally, if the user defines the z-axis and 2-axis then
GMAT determines the z axis using

y=2Zxx% (3.102}
and _ ] ]
Yy=2XxX+2XxX (3.103)

Depending on the users choice of axes for an Object.
Referenced coordinate system, GMAT will need to calcu-
late T, ¥, 1, T, ¥, and . These are given by:

P= = 3.104}
el 108
. v v .
S S (3.105)
R
) rXxv
A= - (3.106)
Irxv
. v TP,
=Y Ty (3.107)
T ‘s
R a v N fep
V= o (Vea) (3.108)
v v )
- rxa i, . )
a= ——{rxa-n (3.109;
N T
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3.4.12

I

Geocentric Solar Ecliptic (GSE)

The Geocentric Solar Ecliptic system is a time varying
axis system often used to describe and analyze the Earth’s
magnetic fleld. The coordinate system is defined such
that

, rs'u,n
K=

(3.110)

i i
iirsu'n,::

where g, is the vector from the Earth to the Sun in the
MJ2000Eq axis system. The z-axis is defined to be the
ecliptic pole. To ensure we have an orthogonal system,
we calculate Z using

Tsun X Veun

Z2=
“rsu'n, X Vsun”

Finally, the y-axis completes the right-handed set

V=ax% (3.112)

We can construct the rotation matrix that goes from the
GSE axis system to the MJ2000Eq axis system as

Ru={% § #&]

L

(3.113)

We also need to compute the derivative of the rotation
matrix. We start by computing

A f n Vsun
— % x. 22T
Tsun

7/

dx Vsun

- 3.114)
(I"L TS’U/.'E ( !
where v, is the velocity of the Sun with respect to the
Earth in the MJ2000Eq system. We can approximate the
derivative of the z axis using

dz
— R (3.115)
dt 0 \3 )}

dy . dk .

------ =% x o .116)
dt z X i (3 6}
[d&  dy  dz R
= {71? - = (3.117)

3.4.13 Geocentric Solar Magnetic (GSM)

Tsun

(3.118}

i:

m
H
hrsun,.

Let’s define the spherical coordinates of the Earth’s
dipole in the Earth fixed frame to be Ay and ¢3. The
location of the dipole actually changes with time. Also,
the dipole does not actually pass through the center of
the Earth. However, GMAT currently assumes that the
dipole direction is constant, and passes directly through
the center of the Earth. If this approximation is not suffi-
cient for future studies, the model will have to be updated.
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Ad =T0.1° W

¢qg =T78.6° N

The dipole vector in the Earth Fixed system is simply
€O8 ¢g €08 (—Ag)

€08 ¢g sin (—Ag)
Sint ¢y

{

1_1‘4}1'? = (3121)

If Rrp is the rotation matrix from the Earth Fixed
frame to MJ2000Eq at the current epoch, then we can
write the vector that deseribes the dipole direction in the
inertial frame as

{ra}i = Bip{ra}r (3.122)
Then, the y-axis is defined as

— {I‘d}[ XX (
[{rats x %| '

[\
oy
)
Y
~—

the z-axis is defined as

R
s
S
>

~—

=k Xy (3.1

and

Riu={% § %] (3.125)

To calcolate the derivative of the rotation matrix, we
know that

A% _ Vo (o ‘_’_) (3.126)

dt Tsun k

TS’Ur n

Let’s define

,\
[J)
o
3

p—

Y= (Rn:‘{rd}p') X X

and
y = (B frabe) x %I (3.128)
then
d“,r . ( . N \ R ) % SR,
~~~~~~ =¥y = Rllr{l‘dfp) X X+ (H[F{I‘d}p) X (3.129;
dt AN dt
Now we can write
y = vy _ .Y 212
Finally,
Z=XXY+XRXYy (3.131}
and
. dx dy dz
Rpy=| — — — (3.132)
r [ dt  dt  dt R




3.5 Appendix 1: Derivatives of Ob-
jectReferenced Unit Vectors

The derivations of the above quantities are shown below.
We start by deriving two derivatives with respect o n,
where n is given by:

n=rxv (3.133)

We need to deterroine two derivatives of n. First

dn, d dr dv ,
E;:E-E(I‘XV)Z%XV—FI'X—_&-E (3134)
R
0
s0 we know that
d .
7]1‘1 =rxa (3.135)
The next useful derivative is
dn. dinff d , ; 12 0Tdn
=—0 = = —— 3.136)
G- @ —a n dt (3.136)
So we can write
dn n
—_— = (3.137)
Fri (r x a) (3.137}

The following two derivatives are also useful

dr  dlitff d,p 1. VT
— = e (T 3.138)
PR = (3.138)
dr v-r
“r (3.139}
Lt 7| R
dv  div| d. 1 o\ v-a
et I | roae Y2 : \
5 7 dt(‘v v} - (3.140)
80 we can write
dv  v-a
B — 3.141)
dt v ( /
A (3.142)
livi
= (3.143)
fiefl
n ;:‘I"""X‘"X" (‘: ]44)
fir x vl
The time derivatives are derived as follows.
o 2, _ v T (r . V)
== B b R T B 3.145)
! gt gt ur ) r r2\ 7 ( /
which can be rewritien as
dt v & .

APPENDIX 1: DERIVATIVES OF OBJECTREFERENCED UNIT VECTORS

av 8 (vo1) a Vv /v-a )
== e = (Y e
ot ot v vZ\ w
which can be rewritten as
2 & v
V= — - (Voa)
o :
Finally,
: d rxa n
n=—{(nn!) = -~ —(rxa-'n
dt n n3
;. rxa 1,
= ——(rxa-n)
n n

29

(3.147)

(3.148)



30 CHAPTER 3. COORDINATE SYSTEMS

Table 3.1: Recommended Values for Pole and Prime Meridian Locations of the Sun and Planets®
Name Values
Sun o, = 286.13° (deg)
6o = B3.87° {deg)
W = 84.10° + 14.1844000°d (deg)

W = 14.1844000°  (deg/s)

Mercury «, = 281.01 - 0.0337’
8, = 61.45 — 0.0057°
W = 329.548 + 6.1385025d
W = 6.1385025

Venus a, = 272.76
6o = 67.16
W = 160.20 — 1.48136884
W = —1.4813688

Earth a, = 0.00 — 0.6417
8, = 90.00 — 0.5571¢
W = 190.147 4 360.9856235d
W = 360.9856235
Earth Data is tncluded for completeness only, GMAT uses FK§ reduction
for the Earth

Mars ap = 317.68143 — 0.10617
8, = 52.88650 — 0.06097"
W == 176.630 4+ 350.80198226d
W = 350.89198226

Jupiter  a, == 268.05 — 0.0097’
8, = 64.49 4 0.0031'
W = 284.95 + 870.53664204

W == 870.5366420

Saturn o, = 40.589 — 0.0367)’
5, = 83.537 — 0.0047'
W = 38.90 + $10.7939024d
W = 810.7939024

Uranus  «, == 257.311
6o = —15.175
W = 203.81 — 501.16009284
W = —501.1600928

Neptune «, = 299.36 + 0.70sin N
8y == 43.46 — 0.51 cos IV
W == 253.18 + 536.3128492d — 0.48sin N
W = 536.3128492 — 0.48N cos N
N == 357.85 + 52.3161
N =6.0551 x 107*  (deg/day)

Phuto a, = 313.02
&, = 9.09
W = 236.77 — 56.3623195d
W == —56.3623195
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Table 3.2: Recommended Vahies for Pole and Prime Meridian Locations of Luna?

+13.17635815d
+0.1208 sin £2

—1.4 x 1073242
—0.0642sin £3

Name Values
Tana
oy = 260.9949  +0.0031%° —3.8787sin vy —0.1204sin &2
+0.0700sin k3 —=0.0172sin k4 +0.0072sin K6
—0.0082sin K10 —0.0043sin £13
do = 66.5392 +0.01307 +1.5419cos £1  +0.023%9cos E2

—0.0278 cos 13 +0.0068 cos 24 —0.00292 cos 16
+0.0009 cos 7 +.0008 cos K10  —0.0009cos £13

+3.5610sin £1
+0.0158sin K4

+0.0252sin K5 —0.0066sin £6  —0.0047 sin 27
—0.0046 sin £8  4+0.0028sin#9  +0.0052s1n £10
+0.0040sin ££11  +0.0019sin £12 —0.0044 sin ££13
W= +13.17635815 —2.8x107%%d  —.18870cosk1

031280 cos 42  —.835cos K3 +-.211 cos /4

+.0248 cos £5 —.17cos K6 —.061 cos BT

—.0015 cos 28 +.0049 cos £9 —.00083 cos £10

+.00001 cos £11 +.00031cos £12 —.057cos £13

where

£2 = 250.089 — 0.10598424
£4=176.625+ 13.34071544
#6 = 311.589 + 26.4057084d
8 = 276.617 + 0.3287146d
£10=15.134 — 0.15897634
#12 = 239.961 4 0.16435734

F1 =125.045 — 0.0529921d
13 = 260.008 + 13.0120009d
E5 = 357.529 + 0.9856003d
E7=134.963 + 13.0649930d
9 =34.226 4 1.7484877d
H11 == 119.743 + 0.0036096d
#13 = 25.053 4 12.95900884
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Figure 3.7: Coordinate System Transformation Algorithm

* See Sec. 3.2 for Treatment of Pseudo-Rotating Coordinate Systems



Chapter 4

Calculation Objects

GMAT has the ability to calculate numerous quanti-
ties that are dependent upon the states of objects, co-
ordinate systems, and the mission sequence. These cal-
culation objects can range frow the spacecraft state, to
the local atmospheric density, to the positions of celestial
bodies with respect to spacecraft, or other celestial bod-
ies. In chapter, we present how GMAT performs these
caleulations by showing the mathematical algorithms.

The chapter begins by discussing different orbit state
representations. Fach of the orbit state representations
available in GMAT are defined. Next we present the algo-
rithms used to convert between different state represen-
tations. These include the Keplerian elements, modified
Keplerian elements, Cartesian state, spherical state, and
the equinoctial elersents. In the second section we present
how GMAT caleulates sll calculation parameters. Exam-
ples include the orbit period, percent shadow, and energy.
The algorithms to calculate all parameters are included
and described in detail. We conclude this chapter with a
presentation of the algorithms used to calculate libration
point and baryveenter locations.

4.1 Spacecraft State Representa-
tions

There are several state representations that can be used
n GMAT to define the state of a spacecraft object. These
include the Keplerian elements, Cartesian state, equinoc-
tial elements, spherical elements, and the modified Kep-
lerian elements. In the following subsections, we discuss
the definitions of these states types, and show how GMAT
converts between the different state representations.

4.1.1 Definitions

The Keplerian elements are one of the most commonly
used state representations. They provide a way to de-
fine the spacecraft state in way that provides an intuitive
understanding of the motion of spacecraft in orbit. The

Keplerian elements are denoted q, ¢, 4, w, 0, and v. They
are defined in detail in Table 4.2 and illustrated in Fig.
4.1. Sections 4.1.2 and 4.1.3 show the algorithms that
GMAT uses to convert between the Keplerian elements
and the cartesian state.

The cartesian state is another common state repre-
sentation and is often used in the numerical integration
of the eguations of motion. The cartesian state with re-
spect to a given coordinate system is described in detail
in Table 4.1.

The equinoctial elements are a set of non-singular el-
ements that can be used to describe the state of a space-
craft. Because they are nonsingular, they are useful for
expressing the equations of motion in Variation of Pa-
rameters {VOP) form. The elements can be unintuitive
to use however. The equinoctial elements are described
in detail in Table 4.4.

The modified Keplerian elements are similar to the
Keplerian elements except o and e are replaced with the
radius of periapsis rp, and the radius of apoapsis rq. 7
and r, are often more convenient and intuitive for describ-
ing the dimensions of s Keplerian orbit than ¢ and e. The
modified Keplerian elements are defined in detail in Table
4.6. Note that both the Keplerian and modified Keple-
rian elements are undefined for parabelic orbits because
the semimajor axis is infinite. Currently, GMAT does not
support parabolic orbits for this reason. Let’s begin by
looking at how GMAT converts from the Cartesian state
to the Keplerian elements.

4.1.2 Cartesian State to Keplerian Ele-
ments

The conversion from the Cartesian state to the Keplerian
elements has four special cases: elliptic inclined, circular
inclined, elliptic equatorial, and circular equatorial. Cer-
tain orbital elemnents are undefined for some of the cases.
For example, the right ascension of the ascending node,
{2, is undefined for equatorial orhits. However, computer
systems don’t handle undefined values gracefully. [n this
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Figure 4.1:

section, we’ll see how the orbital elements are defined for
each of the special cases, and how GMAT calculates the
orbital elements for each case.

Given: r, v, and p

Find: a, ¢, 4, w, 1, and v

‘We begin by calculating the specific angular momen-
tum and its magnitude.

h=rxv (4.1

h =k (4.2)

A vector pointing in the direction of the line of nodes is

n={00 1T xh (4.3)

The orbit eccentricity and energy are calculated using

r = ir (4.5)
v=v] (4.6}
(v? — '-l-l-')r —(r-v)v
e= L 4.7
it
(4.8)

The Keplerian Elements

Recall that for parabolic orbits, the semimajor axis is
infinite and the energy is zero. GMAT checks to see if
the orbit is near parabolic and returns an error message
in this case. The following error check avoids the possi-
bility of & divide by zero:

if |1 —e| > 107" then

7

2¢
otherwise, report error and return. The error reported is:
“Warning: GMAT does not support parabolic orbits in
conversion froya cartesian to Keplerian state”.

(4.10)

It the orbit is not parabolic according to the above
definition, then we continue and calculaie the inclination.

o5~
7 == CO8 h )

There are four special cases for (1, w, and v and each
case is treated differently.

(4.11)

Special Case 1: Non-cireular, Inclined Orbit

if (¢ > 107} and (i > 1071), then

() == cog— 1 (M (4.12)
{ cos (\ ” ) (,4'* /
Fix quadrant for (1: if n, < 0, then 0 = 27 — ()
n-e
w = cos” L ( ---------- (4.13)
ne /
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SPACECRAFT STATE REPRESENTATIONS

Table 4.1: The Cartesian State

Symbol

Description

r
z
¥

z-component of position
y-componerd of position
z-component of position
z~component of velocity
y-component of velocity
z-cornponent of velocity

Table 4.2: The Keplerian Elements (also see Fig. 4.1)

Symbol  Name

Description

a sernimajor axis

e eccentricity

i inclination

w argument of periapsis

i right ascension of the as-

cending node

v true anomaly

The semimajor contains information on the type and size
of an orbit. If @ > 0 the orbit is elliptic. If ¢ < 0 the orbit
is hyperbolic. a == co for parabolic orbits.

The eccentricity contains inforrnation on the shape of an
orbit. If e = 0, then the orbit is circular. If 0 < e < 1 the
orbit is elliptical. If e == 1 the orbit is parabolic. If e > 1
then the orbit is hyperbolic.

The inclination is the angle between the 2; axis and the
orbit normal direction h. If 4 < 90° then the orbit is
prograde. If 4+ > 90° then the orbit is retrograde.

The argument of periapsis is the angle between a vector
pointing at periapsis and a vector pointing in the direction
of the line of nodes. The argument of periapsis is undefined
for circular orbits.

{1 is defined as the angle between %; and N measured coun-
terclockwise. N is defined as the vector pointing from
the center of the central hody to the spacecraft, when
the spacecraft, crosses the bodies equatorial plane from the
southern to the northern hemisphere. Q is undefined for
equatorial orbits.

The true anomaly is defined as the angle between a vector
pointing at periapsis and a vector pointing at the space-
craft. The true aromaly is undefined for circular orbits.

Table 4.3: Keplerian Elements for Special Cases

Orbit Type Numerical Threshold  Description

Elliptic Inclined e> 10", 4> 10" Q is the angle between the z-axis and the line of

nodes. w is the angle between the line of nodes and
the eccentricity vector, v is the angle between the ec-
centricity vector and the spacecraft position vector.

Elliptic Equatorial e> 1071 { <1071 {1 == 0, w is the angle between the x-axis and the

eccentricity vector, v is the angle between the eccen-
tricity vector and the spacecraft position vector.

Circular Inclined e <1071, ¢ > 1071 Q is the angle between the z-axis and the line of

nodes, w = 0, v is the angle between the line of nodes
and the spacecraft position vector.

Jireular Equatorial e < 10711, 4 < 1071 0 =0, w =0, v is the angle between the z-axis and

the spacecraft position vector.
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Figure 4.2: The Spherical Elements

Fix quadrant for w: if e, < 0, then w = 27 —w

.1/e-r
V = €08 (

er

(4.14)

Fix quadrant for v: if r-v < 0, then v = 27 — v
Special Case 2: Non-circular, Equatorial Orbit
if (e > 107 and (¢ < 10~'Y), then

=0

1 Gz -
w=cos™ = (4.16)
e

Fix quadrant for w: if e, < 0, then w =27 —w

Fix quadrant for v: if v+ v < 0, then v = 27 — v
Special Case 3: Circular, Inclined Orbit

if (e <1071 and (i > 10711), then

Q) = cos™! (E) (4.18)

n ./

Fix quadrant for Q: if ny < 0, then 0 =27 - Q

w=0 (4.19)
e

=cos™* (4.20)

Yo eos ( nr ,\) ) /

Fix quadrant for v: if v, < 0, then v = 27 — v

Svecial Case 4: Circular, Equatoricl Orbit

if (e < 10711 and (i < 10711), then
Q=0 (4.21)
w=70 (4.22}
v =cos * (T—:) (4.23)

Fix guadrant for v: if 7, < 0, then v =27 —»

In the next section, we look at how to perform the
inverse transformation and convert from Keplerian ele-
ments to the Cartesian state vector.

4.1.3 Keplerian Elements to Cartesian
State

The transformation from the Keplerian elements to the
cartesian state is one of the most common state transfor-
mations in astrodynamics. We previously defined both
state types and refer you to Tables 4.1 and 4.2 for their
definitions. Below we show the algorithm that GMAT
uses to convert from the Keplerian elements to the Carte-
sian state.

Give: a, e, 1, Q, w, v, and 4
Find: r and v

We begin by checking that the magnitude of the po-
sition vector is not infinite. This avoids the possibility of
a division by zero.

if (14 ecosv < 1e-30), then display error and return:
s play

“Warning: Radius is near infinite in keplerian to cartesian

conversion”
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If their is not a divide by zero issue we continue by cal-
culating the semilatus rectum, and the radius.

p=all —€?); (4.24)

o~

4,25)
1 +ecosv (4.25)

The position compoenents of the cartesian state vector are
calculated using the following three equatiouns.

z =r(cos{w+v)cos ) — cosisin(w + v)sinf)) (4.26)
y = 7 {cos (w + ¥)sin () + cosisin (w + v) cos{l) (4.27)
z =7 (sin (w + v} 8ini) (4.28}

Before calculating the velocity components we check
to ensure the orbit is not parabolic. This avoids another
possible division by zero.

if (|lp]l < le — 30), then error and returm: “Warning:
GMAT does not support parabolic orbits in conversion
from keplerian to cartesian elemnents”.

If the orbit is not parabolie, we continue and caleulate
the velocity components using

—

. H . ..

&= \/— (cos v + €) (—sinwcos @ — cosisinQ cosw) —
p

\/ ¥ sinw {cosweos (1 — cosisin{isinw)
7 .
(4.29)

§= \/E {cosv + €) (—sinwsin () + cosicoslcosw) —
'y

e

i . : . N
\/ £ sinw {coswsin Q + cosicos (sinw)
(4.30}
_ B, . o \
3= 4/= {(cosv + €)sinicosw — sinvsinisinw] (4.31)
4

Now let’s look at how to calculate the cartesian state
given the equinoctial elements.

4.1.4 Equinoctial Elements to Cartesian
State

The equinoctial elements used in GMAT are defined in
Table 4.4. The algorithm to convert from equinoctial el-
ements to the cartesian state was taken from the GTDS
Mathematical Theory.’

Given: a, h, k, p, ¢, A, and p

Find: rand v
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We begin by using the mean longitude, A, to find the
true longitude /. The equation relating the two is tran-
scendental:

A=F +hcost —ksinl (4.32)

We use the Newton-Raphson method to solve for | using

A as the initial guess. We iterate on the following equation
: i/ 4 N o1a—1

until [F(i+ 1) — FE)] < 1079,

Lo 3 AT f([”) DAY
F6+1) = F6) = 5 (4.33)
where
[F) = F+hceos(F)—ksin(Fy—X (4.34)
F{#) 1 — hsin(#} — kcos(F) (4.35)

Once the true longitude is calculated, we continue
with

1
3= - 4.36)
Ry ey = (4.36)
mu P
r=a(l—kcos# — hsin f) (4.38)

The cartesian components expressed in the equinoctial
coordinate system can be calenlated using.

Xy =a[{1~hB)cosk + hkBsink — k] (4.39)

Y1 = a[(1 - k*8) sin I + hkBcos ' — k| {4.40}
. nae? ‘ .

X, = - {hkGcos I — (1 — R?B)sin # (4.41)
ook i

Yy = n;—r - k?3) cos F — hkBsin F) (4.42}

The transformation from the equinoctial systera to the
inertial Cartesian system is given by

ra= Xif+ Yig (4.43)
v=Xf+Vig (4.44)

where 1
fes]-rmmp e 0w

and
1-p*+4q° 2pqj 2p
Q= 2pg (1+p*—q%) —2q
~2pj 2q (1-p*—¢%)J

(4.46)

and j = 1 for direct orbits { 0 < < 90° )
j = -1 for retrograde orbits { 90 < 7 < 180° )

Now let's look at how to calculate the cartesian state
given the equinoctisl elements.
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Table 4.4: The Equinoctial Elements

Symbol  Description

a The semiraajor contains information on the type and size of an orbit. If @ > 0 the
orbit is elliptic. If @ < 0 the orbit is hyperbolic.

h The projection of the eccentricity vector onto the ¥, axis.

k The projection of the eccentricity vector onto the X, axis.

P The projection of N onto the ¥, axis.

q The projection of N onto the X, axis.

A The mean longitude,

4.1.5 Cartesian State to Equinoctial
Elements

The equinoctial elements used in GMAT are defined in
Table 4.4. The algorithm to convert from the carte-
sian state to the equinoctial elements was taken frorm the
GTDS Mathematical Theory.

Given: r, v, and p
Fine: a, h, k., p, ¢, A\, and p

We begin by caleulating the semirajor axis and the
eccentricity vector.

r = ir” (4.47)
v =] (4.48)
1
e = (4.49}
YR ) ‘
roop
r {rxvVv)x
o= XXYIXY (4.50)
r 2
The angular momentum vector is
N P X
w22V (4.51)
fix x| ‘

The unit vectors that define the equinoctial coordinate
system can be calculated using

2
fomlm (4.52)
1+ h
heh,
fy = L (4.53)
’ 1+ h;
= —h (4.54)
where j is deseribed in Section 4.1.4.
g=hxf (4.55)

We now have the necessary information to calculate
the elements h, k, p, and g using the following relation-
ships.

h=e-g& (4.56)

k=e-f (4.57)
h
]) = 3 +mhl7 (4.58)
h
qg=- N iyh]. (4.59}
T iz

The final element to calculate is the mean longitude,
A. We begin by computing the true longitude, ¥, using

4X1 =X f (4.60\,’
Yim=r g (4.61)
and
(1= k2B) X1 — hhBY;
os B o=k + = SR 4.62)
cos POV ey (4.62)
(1 —A?8) Yy — hkBX;
‘:' L L f 3 > \
sin " = h+ POV gy vy (4.63}
] [ sin¥ o
F =tang " (cos F> (4.64)

where 8 is given by Eq. 4.36. The mean longitude is
coraputed using the generalized Kepler equation

A=F+hcosf —ksin ¥ (4.65)
Now let’s look at transformations involving the spher-
ical elements.

4.1.6 Cartesian State to Spherical AZFPA
State

The spherical state, with azimuth, a;, and flight path
angle, 7, is described in Table 4.5 and Fig. 4.2. The al-
gorithm below shows how GMAT converts froro the carte-
sian state to the spherical state with azimuth and flight
path angle.

Given: r and v

Find: r, A, 4, v, ¢, and ay
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Table 4.5: The Spherical Elements

Symbol  Name Description

T 7 Magnitude of the position vector, |ri

A Right Ascension The between the projection of r into the z — y and the
z-axis. Measured counterclockwise.

) Declination The angle between r and the z — y plane measured in the
plane formed by r and % .

v v Magnitude of the velocity vector, ||v||

-z/; Vertical flight path angle The angle messured from a plane normal to r to the ve-
locity vector v, measured in the plane formed by r and
v

oy Flight path azimuth The angle measured from vector perpendicular r and

pointing north, to the projection of v into a plane por-
mal to r.
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We begin by calculating the right ascension A, and the
deelination 4.

r = |ir|| (4.66)

A = tan; (y, z) (4.67)

§=sin~1(%) (4.68)
”

The magnitude of the velocity vector is simply

v=|lv| (4.69)

We calculate the vertical flight path angle, ps:, using

= cos™! (Z—v) (4.70)
\ry

To caleulate the azimuth angle, o, we begin by ealcu-

lating the rotation matrix from the frame in which the

cartesian state is expressed in, F;, to a local frame, F,

where z is a unit vector that points north., The basis

vectors of F, expressed in F; can be calculated nusing

cos(d) cos(A)
cos{d) sin{A)

sin(9)

(4.71)

cos{A + 7/2)
sin(A + 7 /2)
0

(4.72)

— sin{4) cos(\)
2z = | —sin(d)sin(A}
cos(d)
We can write the tranformation matrix that goes from F;
to Fo, Ry, as

(4.73)

Ru=[xy 2|7 (4.74)
The velocity in the local frame, v/, can be written as

v =Ryv (.75

N

Finally, we calculate the azimuth angle using
? =} =]

g = tang ' (v, v} (4.76)

Now that we have looked at how to convert from the
Cartesian state to the spherical state, let’s look at the
inverse transformation that converts from the spherical
state {with ¢ and ay) to the cartesian state.

4.1.7 Spherical AZFPA State to Cartesian
State

In this section we present the algorithm used to convert
from the spherical state (with + and o) to the cartesian
state.

Given: 7, A, §, v, ¢, and ay
Find: rand v

The components of the position vector are calculated
using

& = rcoslcosA (4.77)
y = rcosdsinA (4.78)
z = rsné (4.79)

We can write the velocity vector in terms of v, v, and
aj as,

v = v feos{)& + sin(¢)) sin{a )y + sin(y) cos{oy)a]
(4.80)
where, %, ¥, and % are given in Eqs. (4.71), (4.72), and
(4.73) respectively. Breaking down Eq. {(4.80) into com-
ponents gives us

vy == v[cos 1 cos 0 cos A— sin{sin oy sin A

CEITES (4.81)
+ cos arp sin 6 cos A
vy = v{cos ¢ cos § sin A+ sin ¢(sin oy cos A 4.8}
. Y 14.02}
— cos oy sin 8 sin A)j g
v, = v[cos 1 siné + sin ¢ cos g cosd] (4.83)
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4.1.8 Cartesian State to Spherical RADEC
State

The conversion form the Cartesian state to the spherical
state with right ascension of velocity, A,, and declination
of velocity, 8, is very similar to the transformation shown
in Sec. 4.1.6. The algorithm to calculate A, and §, is
shown below,

Given: r and v
Find: », A, &, v, Ay, and 4,

To caleulate v, A, §, and v we use Egs. (4.66), (4.67),
(4.68), and (4.69) respectively. The right ascension of
velocity, Ay, and declination of velocity, ., are calculated
using

Ay = tang vy, vs) (4.84)
Y

8y = sin™H{-%) (4.85)
(2

In the next section, we show the the transformation
from the spherical state with right ascension of velocity,
Ay, and declination of velocity, &,, to the cartesian state.

4.1.9 SphericalRADEC State to Cartesian
State

This transformation is similar to the conversion presented
in Sec 4.1.7. The primary difference is how the velocity
is represented.

Given: 7, A, 4, v, A,, and &,
Find: rand v

The position components are calculated vsing Eqgs.
4.77), (4.78), and (4.79). The velocity components are
\ 1 ') A
caleulated using

v, = VCOSACOSE (4.86}
vy = Ugtan A (4.87}
v, = wsind (488)

In the last few subsections, we have looked at trans-
formations involving the sphericsl elements. Now let’s
look at transformations involving the modified Keplerian
elements.

4.1.10 Keplerian or Cartesian, to Modi-

fied Keplerian Elements

The modified Keplerian elements, described in Table 4.6,
are similsar to the classical Keplerian elements. The modi-
fied Keplerian elements use the radiug of apoapsis, r,, and
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the radius of periapsis, r,, to describe the size and shape
of an orbit. The remaining elements, 7, {1, w, and v, are
the same for both the Keplerian and modified Keplerian
elements. The modified Keplerian elements, like the Ke-
plerian elements, are undefined for parabolic orbits. Let’s
look at how GMAT calculates the modified

Given: a, €, t, w, {1, and v, or r, v, and g
Find: 7p and 74

If we are given the Cartesian state, we first calculate
the orbital elements using the algorithm in Sec. 4.1.3.
Knowing the Keplerian elements, we calculate v, and 7,
using :

re = a(l+e) (4.89)

rp =a(l —e)

Now let’s look at the inverse transformation.

4.1.11 Modified Keplerian Elements to Ke-
plerian Elements

The conversion from modified Keplerian elements to the
Keplerian elements is discussed below. To perform the
conversion, we use relationships that allow us to right the
semimajor axis, a, and the eccentricity, e, in terms of 7,
and rp.

Given: 1y, 7a, 4, w, {1, and v

Find: @ and e

We begin by caleulating the eccentricity using

1T
- Ta 91)
e m ——pt (4.91)
L+ =
Ta
The semimajor axis is caleulated using
T p
a= 2 (4.92)
L€

This concludes our discussion of state transformations.
In the last few subsections we presented the algorithms
used to convert between different orbit state representa-
tions used in GMAT. These include the Cartesian state,
the Keplerian elements, the modified Keplerian elements,
and two spherical state parameterizations. In the next
section, we present the algorithms used to calculate prop-
erties such as orbit period, heta angle, and mean motion
to name a few.
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Table 4.6: The Modified Keplerian Elernents

The radius of periapsis is the radius at the spacecrafts clos-
est approach to the central body. The radius of periapsis
must be greater than zero, parabolic orbits are not cur-

For an elliptic orbit r, is the radius at the spacecrafts far-
thest distance from the central body and r, > r,. For
hyperbolic orbits, r, < 7, and r, <0

The inclination is the angle between the Z; axis and the
orbit normal direction h. If ¢ < 90° then the orbit is
prograde. If ¢ > 90° then the orbit is retrograde.

The argument of periapsis is the angle between a vector
pointing at periapsis, x,, and a vector pointing at the
spacecraft. The argument of periapsis is undefined for cir-

1 is defined as the angle between x; and N measured coun-
N is defined as the vector pointing from
the center of the central body to the spacecraft, when
the spacecraft crosses the bodies equatorial plane from the
southern to the northern hemisphere. 1 is undefined for

Symbol  Name Description
Tp radius of periapsis
rently supported.
Ta radius of apoapsis
% inclination
w argument of periapsis
cular orbits.
Q right ascension of the as-
cending node terclockwise.
equatorial orbits.
v true anomaly

The true anomaly is defined as the angle between a vec-
tor pointing at periapsis, x,, and a vector pointing at the
spacecraft. The true anomaly is undefined for circular or-
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bits.

4.2 Simple Parameters

Simple parameters, which we will abbreviate as simply
“parameters”, are properties of spacecraft or other ob-
jects that are only dependent upon one of the following:
CooordinateSystem, CentralBody, or None. An example
of & simple parameter is the magnitude of a spacecrafts
velocity vector. The spacecrafts velocity vector is depen-
dent upon the coordinate system in which it is expressed.
Once we have specified a coordinate system, it is trivial to
caleulate the velocity vector, and therefore its magnitude,
in that coordinate system.

In GMAT, the syntax to specify a simple parameter

ObjectName.Dependency.ParameterName

So, to calculate the magnitude of the velocity, of a space-
craft named Sat; in the Earth Fixed frame, we would use

Sat .EarthFixed.VMAG

GMAT has the ability to calculate many parameters in
addition to VMAG. Tn the following subsections, we present
the algorithms used to calculate all parameters in GMAT.
‘We begin each subsection with a description of the param-
eter, and then give the type of dependency.

4.2.1 Al1Gregorian

Description: AlGregorian is the epoch of an object, in
the Al time system, given in the Gregorian date format.

Dependency: None.

The Al date, in modified Julian date format is the
current independent variable for time in GMAT. There-
fore, it is not necessary to convert the date to another
system for this psrameter. The only calculation required
for this parameter is to use the algorithm in Sec. 77 to
convert frorn Modified Julisn date format to Gregorian
date format.

4.2.2 AlModJulian

Description: A1ModJulian is the epoch of an object, in
the Al time system, given in the modified Julian date
format.

Dependency: None.

The Al date, in modified Julian date format is the
current independent variable for time in GMAT. There
are no calculations required for this parameter.
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4.2.3 Altitude

Description: Altitude is the distance between a space-
craft and a plane tangent to the surface of the body at
the sub-satellite point. GMAT assumes the body is an
ellipsoid. The equatorial radius, and properties of the el-

lipsoid depend vpon the particnlar body chosen by the
user.

Dependency: Central Body.
Given: rin JF

Find: A

Definitions:

o Fi is the coordinate system in which GMAT origi-
nally knows r

Fr is body fixed system of the central body selected
by the vser.

e f is the bodies flattening coefficient

o £ is the bodies mean equatorial radius

¢g4 is the geodedic latitude of the spacecraft in the
body fixed frame.

e his the Altitude parameter
First we calculate ¢y4 using the algorithm in Sec.

4.2.21. However, to calculate h, GMAT does not convert
to degrees, or use the modulo function.

Then, with r expressed in Fp, we perform

Foy = /TP (4.93)
62 = 2uf —_ f2 (4494>
D
L N - ; (4.95)
€08{(Pga) y1i- €2 sin® ¢gq
4.2.4 AOP

Description: AOP is the argument of periapsis of a space-
craft. The argument of periapsis is the angle between
the eccentricity vector and a vector in the direction of
the right ascension of the ascending node. See below for
treatment of circular and equatorial orbits. This algo-
rithm is adopted from Vallado.!

Dependency: Coordinate System.
Given: r and v

Find: w

r= ||
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v |v|
(,Uz - E) r—(r-v)v
e=""7 7
A
e = |le]

Special Case: Clircular Orbit
if e < 107 then, w = 0.0 and return.

Otherwise continue,
h=rxv

h = b

i=cos™! (%)

Special Cose: Filiptic, Equatorial Orbit
if 5 < 107 then,

(4.96)

€

where e, is the first component of the eccentricity vector.
Fix quadrant for w: if e, < 0, then w = 27 —w

Qtherwise continue

Special Case: Elliptic, Inclined Orbit

n={00 1]Txh

-y n-e

i lel}

Fix quadrant for w: if ¢, < 0, then w = 27 — w.
Finally, w is converted to degrees,

4.2.5 Apoapsis

Description: Apoapsis is the parameter used in stopping
conditions to allow the stopping condition algorithm to lo-
cate the time when a spacecraft is at apoapsis. Apoapsis
is defined as a point, along an orbital path, when the com-
ponent of velocity, in the spacecraft position vector direc-
tion, changes from positive to negative. The Apoapsis
parameter is defined as the dot product of the position
and velocity vectors.

Dependency: Central Body.
Given: r, vin F

Find: A

Definitions:

e F, is the coordinate system in which GMAT origi-
nally knows r and v
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e Fy is a system with the MJ2000Eq axes, centered
at the central body selected by the user.

e A is the Apoapsis parameter

if {(Fy # F3) convert r and v to F,. Then,

A=r.v (4.97)

4.2.6 AZI

Description: AZI is the azimuth angle of a spacecraft, as
shown in Fig. 4.1 using the symbol ay.

Dependency: Coordinate System.
swven: r, vand F
Find: oy

A7Z1 is calculated using the algorithm shown in Sec.
4.1.6. There is little benefit using a routine that calculates
only a; and not ¢.

4.2.7 BdotT and BdotR

Description: The “B” vector, B, is only defined for hy-
perbolic orbits and is the vector from the center of mass
of the central body, to the incoming hyperoblic asysmp-
tote, such that the length of B is a minimum. Another
way to say this is that B is perpendicular to the incoming
asymptote. Let’s define 8 as a unit vector in the direc-
tion of the incoming asymptote. Then, T is a unit vector
perpendicular to S, that lies in the zy-plane of the coor-
dinate system, F, chosen by the user. R is a unit vector
perpendicular to both S and T. Finally, BdotT is the dot
product of B and T, and BdotR is the dot product of B
and R. The method below was adopted from work by
Kizner.%

Dependency: Coordinate System.
Given: r, v, and definition of Fg
Find: Bp and By
Definitions:
e F| is the coordinate system in which GMAT origi-
nally knows r and v

e Fpg is the coordinate system in which to perform B-
plane calculations. GMAT will place T in the zy-
plane of Fp. Fr must have a gravitational body at
its origin.

e 1 is the gravitational parameter of the central body
at the origin of Fp

e Bp is the dot product of B and R
e Br is the dot product of B and T
if the selected coordinate system does not have a ce-

lestial body as its origin, then exit and throw an error
message.

z-axis of Fp

Jentral Body

zy-plane of Fg

‘ M JT
N Fg !
- B !
\ B-R
R B
----- B.T %

Figure 4.3: Geometry of the B-Plane as Seen From a
Viewpoint Perpendicular to the B-Plane

Central Body

Incoming Trajectory B

Incoming
Asymptote

Figure 4.4: The B-Vector as Seen From a Viewpoint Per-
pendicular to Orbit Plane

if Fi # Fp convert r and v from F; to Fg
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v=v|

Calculate eccentricity related information

, 4 .
(( 2. l—) r—{r-v)v
o= T/

@

= el

. e

&= —

e

If e <1, then the method fails and retumns.

Now let’s calculate the angular momentum and orbit

normal vectors.

h::::rxv

b= e xvi
- h
h= -
h

A unit vector normal to both the eccentricity vector

and the orbit normal vector is defined as:

n=hxe

The following relations are only true for hyperbolic orbits:

The sermiminor axis, b, can be calculated using
5 0y g
[.LZ
pe?—1

The incoming asymptote is defined using

R / N2
s:9+V1—(—> i
€ [+

"The B-vector, B, is calculated using

B=5% \/1—

The remaining vectors, T and R are found using

N T
N e
’r"ﬂz %

V
R=§xT

Finally, the desired quantities are found using
Br=B-T
Br =B R

if F; # Fa , convert r and v to J,

A=r-v (4.98;
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4.2.8 BetaAngle

Definition: The Beta angle, 3, is defined as the angle
between the orbit normal vecior, and the vector from the
celestial body to the sun.

~ Tq X Vg
h= : &b J“
re X voif

Ysa

>

5

llsell

8 =sin" (k- r@) (4.99)

e rg: Position vector of spacecraft with respect to
celestial body, in the EarthMJ2000Eq system.

e vg: Velocity vector of spacecraft with respect to
celestial body, in the EarthMJ2000Eq system.

® rqq: Position vector from celestial body, to the sun.

4.2.9 BVectorAngle and BVectorMag

To avoid code reduplication, the magnitude and angle of
the B vector, ||B| and @5 respectively, are celculated from
the outputs of the B-Plane coordinates algorithm. The
equations for ||Bl and 85 are

1Bl = /B3 + B3, (4.100)
fp =tan"! g (4.101)
T

which is implemented using aton2{8g, Br)

4.2.10 C3Energy

Given: a, and p

Find: Cs

G = —E (4.102)
a

Comment: « is calculated from the satellite cartesian
state as shown in Section 4.1.2, and p is associsted with
the specified central body.

4.2.11 DEC

Description: DEC is the declination of a spacecraft, as
shown in Fig. 4.2 using the symbol §.

Dependency: Coordinate System.
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Given: r, v and F
Find: §
Begin by converting r and v to F if necessary. Tﬁen,

r= x| (4.103)

IR

8 = sin~'(=) (4.104)

~

4.2.12 DECV

Description: DECY is the declination of velocity of a space-
craft.
Dependency: Coordinate System.
Given: r, vand F
Find: §,
Begin by converting r and v to F if necessary. Then,

o _1,Vz
8y = sin™H{ =)

(4.105)

4.2.13 ECC

Description: ECC is the eccentricity of an orbit and must
be greater than or equal to zero. The eceentricity contains
information on the shape of an orbit. If ECC is zero then
the orbit is circular. If ECC is greater than zero, but less
than one, the orbit is elliptic. If ECC equals one, the
orbit is parabolic. Finally, if ECC is greater than one,
the orbit is hyperbolic. The algorithm used in GMAT to
calenlate SMA is adopted from Vallado.!

Dependency: Central Body.

Given: r, v, and p (Central Body)

Find: e
7= || {4.1086)
v = ||vi| {4.107)
{(v? — ;—L)r —(x-vv
&= L (4.108)
p,
e= el (4.109)
4.2.14 FPA

Description: FPA is the orbit vertical Flight Path Angle
as as shown in Fig. 4.2 using the symbol .

Dependency: Coordinate Systerm.

Given: r, v, and coordinate system F.
Find: ¢

Begin by converting r and v to F if necessary. Then,

b= cos™! [ fﬁl’-) (4.110)

4.2.15 EA

Given: v, e

Find: &

Ife>(1-1e71) then & = 0, return.

Otherwise,
/3 2 ainl
. V1 e4sin{y ~
sin(f) = —\-)— (4.111)
1+ ecosv
. e+ Ccosy ~
cos{b) = —— (4.112)
1 4+ ecosy
¥ = atan2(sin ¥, cos &) (4.113)

4.2.16 Energy

Description: Energy is the orbit energy.
Dependency: Central Body.

Given: r, v, and central body.

Find: £

Begin by converting r and v to a coordinate system
with the origin equal to the central body defined by the
user, and the MJ2000Eq axis system. Then,

r=r (4.114)
v=v (4.115)
_ P g .
£= 7 (4.116)

4.2.17 HMAG

Description: HMAG is the magnitude of the orbit angular
momentum.

Dependency: Central Body.

Given: r, v, and central body.

Find: A
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Begin by converting r and v to a coordinate system
with the origin equal to the central body defined by the
user, and the MJ2000Eq axis system. Then,

h=rxv {4.117)
h= |/} (4:118)
4.2.18 HX,HY. and HZ
Description: HX,HY, and HZ are the components of the

orbit angular momentum vector.
Dependency: Coordinate Syster.
Given: r, v, and coordinate system F.
Find: Ay, hy, and h,

Begin by converting r and v to F if necessary. Then,

h=rxv=_[h hy h, T (4.119)
4.2.19 HA
Description: HA is the orbit Hyperbolic Anomaly and is

only defined for hyperbolic orbits.
orbits, HA returms a value of zero.

For non-hyperbolic

Dependency: Central Body. Given: v, e

Find: H

Ife < (1+1le”* ) then H =0, return.

Otherwise,
sinh(H) = “Tf:{ifi (4.120)
cosh(H) = fﬁ% (4.121)
_q,8nh H
H = tanh 1(@?) (4.122)

4.2.20 INC

Description: IRC is the inclination of an orbit in the cho-
sen coordinate systerm.

Dependency: Coordinate Systern.

Given:: r, v, and coordinate system mathcolF.

Find: «

Begin by converting r and v t¢ mathcal F if necessary.
Then,

h=rxv (4.123)
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h=h (4.124)

i = cos—1(My (4.125)

4.2.21

Latitude

Description: Latitude is the geodetic latitude of a space-
craft. The geodedic latitude is defined as the the angle
$ge, as shown in Fig. (), where the sub-satellite point
is defined by the interscection of a line drawn from the
spacecraft and perpendicular to a plane tangent to the
surface of the body. GMAT assumes the body is an ellip-
soid. The equatorial radius, and properties of the ellipscid
depend upon the particular body chosen by the user. The
algorithm in GMAT is taken from Vallado.!

h

Figure 4.5: Geocentric and Geodetic Latitude
Dependency: Central Body.
Given: r in F
Find: ¢gc

Definitions:

e Fi is the coordinate system in which GMAT origi-
nally knows ¢

o Fr is body fixed system of the central body selected
by the aser.

e [ is the bodies flattening coeflicient
e R is the bodies mean eqﬁatorial radius

& gz is the geodedic latitude of the spacecraft in the
body fixed frame.
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if 71 # Fp convert r from Fy to Fr. Then,
Toy = V x2 4+ y2 (4.126)

Calculate the geocentric latitude to use as an initial guess
to find the geodetic latitude

$ga = atan2(z, 7oy );

#=2f - P

(4.127)
(4.128)

Set 6 = 1.0 to initialize the loop, then,

While (5> 1077 )

¢ = Goa (4.129)
RePsin? ¢4
¢bga = atan2 <~ e :—M-—7 Tzu) (4.130)
£ /1 o2& GS - )
V1 —e*sindgq
§ = lpga—¢] (4.131)
EndWhile

After convergence, dgq is converted to degrees, and
converted to fall between —90° and 4+90° degrees.

4.2.22 Longitude

Description: Longitude is the longitude of an object, in
the body fixed frame of the central body chosen by the
user.

Dependency: Central Body.
Aven: r, central body.
Find: ¢

Begin by converting r to the body fixed system of the

central body defined by the user. Then,

¢ = tany ' (y, T); (4.132)

The calculation is completed by converting to degrees and
setting the value to such that —180 < ¢ <« 180.

4.2.23 LST

Description: LST is the local sidereal time of an object,
with respect to the selected central body. The local side-
real) time is the sum of the longitude in the bodies fixed
frame, and the mean sidereal time. This is illustrated in
Fig. 4.6, where Fr is the body’s equatorial inertial sys-
temn (as described in Sec. 3.4.1), Fp is the body’s fixed
system (as described in Sec. 3.4.9). A is the longitude
of the object, in this case a spacecraft, and 8,57 is the
mean sidereal time of the prime meridian.

Dependency: Central Body.

Given: 1, ¢; (epoch of spacecraft in internal time system),
and central body

Find: 6 LST

Definitions:

o F; equatorial inertial system (as described in Sec.
3.4.1} of selected central body.

e Fr is the central body’s fixed system (as described
in Sec. 3.4.9)

e )\ is the longitude of the object in Fp

o 9357 1 the mean sidereal time of the central body’s
prirae meridian.

e t; (epoch of spacecraft in internal time system)

Figure 4.68: Local Sidereal Time Geometry

We begin by ealeulating A using the algorithm de-
scribed in Sec. 4.2.22. The mean sidereal time @91
is calculated differently for Earth than for other central
bodies. If the centrsl body is Earth, then we use the
following equations to calculate 847 97.

First, convert ¢;, which is the spacecraft epoch in the
interal time system: (A1l Modified Julian Date), to 1y11,
which is the number elapsed Julian centuries from the
J2000 epoch.

Lup) — 215441 s
S 445 (4.133)
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Barsr =67310.54841°+
(876600" () + 8640184.812866) 1 jyr1-+

0.0931041 %7, — 6.2 x 107%1 51,
(4.134)

4.2.24 MA

Given: v, e
Find: M

( 1-1e!!) then calculate ¥ using algorithm in
Sec. 4.2.15. Then M is calculated using

M=F—csink (4.135}
Note: & must be expressed in radians in the above equa-
tion, and results in M in radians.

Ife > (1+ te ') then calculate H using algorithm in
Sec. 4.2.19. Then M is calculated using

M =esithH — H (4.136)
Note: H must be expressed in radians in the above equa-
tion, sud results in M in radians. GMAT outputs MA in
degrees.

If neither of the above conditions are satisfied, M = 0,
and output “Warning: Orbit is near parabolic in mean
anomaly calenlation. Setting MA = (7.

4.2.25 MHA
4.2.26 MM

Given: a, €, and
Find: »
The orbit is considered either circular or elliptic ( both

orbit types use the same eguation to calculate n) if e <
1 —1e 11 In this case the mean motion, n, is calculated

using .
[2

[ a3

(4.137)

The orbit is considered hyperbolic if e > 1+ le7 !l In
this case the mean motion, n, is calenlated using

/ Jus
= \I —a?

If neither of the above two conditions are met, the mean
motion ig calculated using

(4.138)

n = /R (4.139)
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Comment: o and e are calculated from the satellite carte-

sian state as shown in Section 4.1.2, and p is associated
with. the specified central body.

4,2.27 OrbitPeriod

Given: «, and p
Find: 7'

If a < 0, then 1" = 0, return.

Otherwise,
[a?
4= 2| {4.140)
Ve
Comment: o is calculated from the satellite cartesian

state as shown in Section 4.1.2, and p is assoclated with
the specified central body.

4.2.28 PercentShadow

The PercentShadow parameter calculates the percentage
of the apparent solar disk that is in view from the per-
spective of a spacecraft. The algorithm used in GMAT
was adapted from Montenbruck? pgs. 80-83.

Figure 4.7: Shadow Geometry

e Ay = Radius of the Sun

e Rp = Radius of occulting body

o 1%, = Apparent radius of the Sun
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e 1y == Apparent radius of occulting body
e r; = Vector from central body to Sun
e rp = Vector from central body to ccculting body

e r = Vector from central body to s/c

We begin by calculating the vector from the occulting
body to the spacecraft, s, using
S=r—rg (4141)
and the vector from the occulting body to the sun, s,
using

59 za I’® _— I'B (4142‘)

{(Note that when the occulting body is the same as the
central body, s =r, and s =rg)

Next we calculate the apparent radius of the Sun and
occulting body using

R, = sin™! —R“— (4.143)
© llre — i ’
. R

We can calculate the apparent separation of the two bod-
ies, L' using

1V = cos™ 1t (‘sT (ro ~ ﬂ)

- 4.145}
S— (4.145

/s

If 1 > B[, + Rp, then the spacecraft is not in the
body’s shadow and
p=0: (4.146)
If D' < R — R, then the spacecraft is in full shadow
and
= 100; (4.147}
If neither of the above conditions are met, the space-
craft is in partial shadow.

If |R—Rlgi < D' < B+ R, then we can calculate the
percentage of shadow by caleulating the area of overlap,
A, of the two apparent disks as shown in Fig. 4.8

A= R2cost (—Cl—
seos '\

(4.148)
where
D%+ R — R
B 4.149)
15| 1) ( 9)
and

_ 2 _ 2
Cy = \/ ALLO Ccy

Figure 4.8: Qceultation Geometry in Caleulation of Per-
centShadow

The percent shadow can be calculated using

p =100 (4.151)

WH’GZ
If the condition {#, — Rp| < 1Y < R, + R}z is not
satisfied, then the eclipse is annular and we use

R2
p=1 DO}'{%

4.2.29 RA

Description: RA is the right ascension of a spacecraft, as
shown in Fig. 4.2 using the symbol A,

Dependency: Coordinate System.

Giver: r, v and F

Find: A

Begin by converting r and v to F if necessary. Then,

A = tan;  (y, z) (4.153)

4.2.30 RAV
Description: RAV is the right ascension of velocity of a
spacecraft, as shown in Fig. 4.2 using the symbol X,.
Dependency: Coordinate System.
Given: r, v and F
Find: A,

RBegin by converting r and v to F if necessary. Then,

A’U o=z tﬂn?: 1 (1}:’/? ’(lz) (4.154\,‘
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4.2.31 RAAN

Description: RAAN is the right ascension of the ascending
node as shown in Fig. 4.1 using the symbol (1.
Dependency: Coordinate System.

Given: r, v, and coordinate system F.

Find: e

Begin by converting r and v to F if necessary. Then,

h=rxv (4.155)
h = ||hj (4.156)
n={00 1{"xh (4.157)
7 == cos” L ( }—Lf) (4.159}
AN h K '
if (1 > 1071%), then
0 = cos~! (22) (4.160}
T/
Fix quadrant for Q: if ny, < 0, then 0 =27 - Q
if (i < 1071%), then
1=10 (4.161)

4.2.32 RadApo

Given: @, and e
Find: r,

if 1 — e < 10712 then r, = 0. Note, this means that for
parabolica, and hyperbolic orbits, GMAT outputs a value
of zero for RadApo. Otherwise,

re = a(l +¢) (4.162)

Comiment: a and e are calculated from the satellite carte-
sian state as shown in Section 4.1.2.

4.2.33 RadPer

Given: a, and e

Find: r,

Tp == a(l - 6) (4.163‘)

Comment: a and e are calculated from the satellite carte-
sian state as shown in Section 4.1.2.
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4.2.34 RMAG
Description: RMAG is the magnitude of the spacecraft’s
position vector.
Dependency: Central Body.
Aven: r and central body.
Find: r

Begin by converting r to a coordinate system with the
origin equal to the central body defined by the user, and
the MJ2000Eq axis system. Then,

7= |irf {4.164)

4.2.35 SemilatusRectum

Description: SemilatusRectumis the orbit seroilatus rec-
tum, which is the magnitude of the position vector, when
at true anomaly of 90°.

Dependency: Central Body.
Given: r, v, and p {central body).
Fiand: p

Begin by converting r and v to & coordinate system
with the origin equal to the central body defined by the
user, and the MJ2000Eq axis system. Then,

h=rxv (4.165)
h = || hi] (4.166)
h.Z'
p = — {4.167)
"
4.2.36 SMA
Description: SMA is the semimajor axis of an orbit. The

SMA contains information on the size and type of an
orbit. If the SMA is positive, the orbit is elliptic. If
the SMA is negative the orbit is hyperbolic. The SMA
is undefined for parabolic orbits. The algorithm used in
GMAT to calculate SMA is adopted from Vallado.!

Dependency: Central Body.
Given: r, v, and g (Central Body)

Find: a

r= fir]] (4.168)
v =||v] (4.169)
2 :
Lok (4.170)

2 r A
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if |1 —¢| > 1073, then
7
2€
otherwise, report error and returmn. Error: “Warning: Or-
bit is near parabolic and SMA is undefined”.

(4.171)

4.2.37 TA

Description: TA is the orbit true anomaly as shown in
Fig. 4.1 using the symbol v.

Dependency: Central Body.

Given: r, v, and coordinate system F.

Find: v

Begin by converting r and v to F if necessary. Then,

h = ||hj (4.173)
n=[00 1%xh (4.174)
n = |nj {4.175)
r = |t {4.176)
b= |v| (4.177)

(v? — I—L)r ~(r-v)v
o r (4.178)

°
e = lie| (4.179)
. — hz

1= oos (n) (4.180)

There are three special cases, and they are treated differ-
ently.

Special Case 1: Elliptic Orbit

if (¢ > 10711), then

/€T
V=008 {—
N ET

Fix quadrant for v: if r- v < 0, then v = 271 —-

(4.181)

Special Case 2: Circular, Inclined Orbii

it (e < 107'YY and (¢ > 10~1), then

v =cos” ! (B—E) (4.182)
nr
Fix guadrant for v: if v, <0, then v =27 — v
Special Case 3: Circular, Equatorial Orbit
if (e < 10711} and (i < 10711), then
1 [Tz o
=cos [ — 4.183)
vV = c08 ( " ) ( )

Fix quadrant for v: if v, <0, then v = 27 — v

4.2.38 TAIModJulian

Description: TATModJulian is the epoch in the TAI time
system, expressed in the modified Julian date format. See
Sec. 2.1.1 and 2.2.1 for more details.

Dependency: None.
Given: Al (epoch in the internal, Al time system).
Find: TAI

To convert from Al to TAT we use the following equa-
tion

TAI = Al — 0.034381 7sec (4.184)}

4.2.39 TTModJulian

Description: TTModJulian is the epoch in the TT time
system, expressed in the modified Julian date format. See
Sec. 2.1.3 and 2.2.1 for more details.

Dependency: None.
Given: Al (epoch in the internal, Al time system).
Fiad: 171

To convert from Al to TT we use the following equa-
tion
1 ![1 1 —

Al — 0.0343817sec + 32.184sec (4.185)

4.2.40 TTGregorian

Deseription: TTGregorian is the epoch in the TT time
system, expressed in the Gregorian date format. See Sec.
2.1.3 and 2.2.2 for more details.

Dependency: None.
Given: Al {epoch in the internal, Al time system).
Find: 17

To coovert frora Al to TT we use Eq. (4.185). Then,
knowing the epoch in the T'T time system in the modified
Julian date format, we use the algorithm in See. 2.2.1 to
obtain the Gregorian date.

4.2.41 Umbra and Penumbra

The Umbra and Penumbra parameters are used to de-
termine if a spacecraft is in the shadow of & celestial
body. The algorithm used in GMAT is adapted from
Montenbruck” pgs. 80-81. For both functions, if the value
is less than 1, then the body s in shadow, if the function
is greater than 1, then the body is not in shadow.
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Umnbra {Total Eclipse)

Penumbra

Penumbra (Aunular Eclipse)

@
3

Figure 4.9: Geometry of Umbra and Penwnbra Regions
O >’

For definitions of see Sec. 4.2.28.

$Ts
¢= 230 (4.186}
Lo}
d=~/s? — 2 (4.187)
Ro+ R
sina, = —> + e (4.188)
3a
dina, = S0~ fe (4.189)
£Io]

The radii of the umbra and penumbra cones, r, and r,,
at distance £, are respectively

Rp
e e [ST))
rp = thn oy (Z—{— i ap> (4.190)
Ty = tan ag (e -}311-> (4.191)
. sinay
Finally, if £> 0
dp =d—r, (4.192)
dy = d — iry] (4.193)

IfZ>0d, <0 andr, <0, then the object is in the total
umbral eclipse region.

If¢>0d, <0andr, > 0, then the object is in the
annular umbral eclipse region.

If £ < 0, then the object is on the day side of the occuliing
body and is not in shadow and

dy = 1d 1] (4.194)

4.2.42 UTCModJulian

Description: UTCModJulianis the epoch in the UTC time
system, expressed in the modified Julian date format. See
Sec. 2.1.2 and 2.2.1 for mwore details.

Dependency: None.
Given: Al (epoch in the internal, Al time system).
Find: UTC

To convert from Al to UTC we use the following equa-
tion

UTC = Al — 0.0343817sec — AAT (4.196)

The default is to read AAT from the file named tai-
utc.det. AAT is the accumulated leap seconds since Jan.
1961.

4.2.43 VelApoapsis

Given: a, e, and pe
Find: v,
fe>(1-1e??) then v, = 0.

Otherwige,

S

I '1—e>
Vg = 4] —
Va 1+4e,

Comment: a and e are calculated from the satellite carte-
sian state as shown in Section 4.1.2, and p is associated
with the specified central body.

(4.197)
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4.2.44 VelPeriapsis

Given: a, e, and
Find: v,

p———

[ (1 + e\ .
vp = v;<1€) (4.198}

Comment: ¢ and e are calculated from the satellite carte-
sian state as shown in Section 4.1.2, and p is associated
with the specified central body.

4.2.45 VMAG

Description: VMAG is the magnitude of the spacecraft’s ve-
locity vector, when the velocity is expressed in the chosen
coordinate system.

Dependency: Coordinate System.
Given: v and coordinate system F.
Find: v

Begin by converting v to coordinate system JF if nec-
essary. Then,

(4.199)

2+ 1/5 + 2

4.3 Other Calculations

4.3.1 MA to TA

Description: This algorithm shows how to caleulate v
given M and e and is taken from Vallado.!

Given: M and e.
Find: »

The algorithm is different for elliptic and hyperbolic
orbits. Let’s first look at what happens for elliptic orbits.

Elliptic Orbit Case
If e <=1 then use the following algorithm:

Determine initial guess for the Eccentric anomaly
H{-r<M<O0)orM>n
E=M-e¢
Else
E=M+e
End

Iterate to determine the eccentric anomaly:

M~ FE, +esink,

i—ecoskly,

Tterate On: Ky = Fn +

Until: {Enyy — Fn| < 1e™8

Finally we convert the eccentric anomaly to the true anomaly
using the algorithm given in sec. 4.3.2

Hyperbolic Orbit Case
If ¢ > 1 then use the following algorithm:

We begin by choosing the initial guess for the hyper-
bolic anomaly. The initial guess depends on the value of
the mean anomaly and the eccentricity:

Ife<1.6

H(-m<M<0}orM>xn

H=M-=-—e¢
Else
H=M+e
End
Else
We<36&|Mi>n)
H =M —sign(M)e
Else
H o=
End )
End

Tterate to determine the Hyperbolic Anomaly:

M+ H, —esinh H,
ecoshH, —1

Tierate On: Hy 1 = Hy +

Until: i}lrn.}.l _ ]‘]nl < 18"'8

Convert the hyperolic anomaly to the true anomaly using
the algorithm given in sec. 4.3.3

4.3.2 EA to TA

Description: 'This algorithm shows how to calculate v
given K and e and is taken from Vallado.?

Given: K and e.

Find: »

V1 — eZsin(b)

(4.200)
1—-ecosk 4.200;

siny =

cos K —e
COS Y = - (4.201)

1—ecos K

v = atan2(sin v, cos v) (4.202)
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4.3.3 HA to TA This coordinates system is illustrated in Fig. 4.11.
The locations of the libration points in the rotating ccor-
Description: This algorithm shows how to calculate p dinate system can be found by calculating the values of

given H and e and is taken from Vallado.' 7 that solve the following equations:
Given: H and e. '/ir) —B-u A+ (8- 24") 7 - wy (4.206)
oty — gt =0 (ForLa)
Find: v
5 5 (2 _ 2N A4 i (F Y EY A ka2
BEB- 1) N +E -2y - pty
Ve — 1a ’ i . : , 4.207)
Siny = — Yo lsmh(H) (4.203) -~ 2u g — p* =0 (For L2) ( g
1—ecoshH :
cosy = ‘——fOSh{i " Z{ (4.204) P+ )%+ (L 25— (- ) (4.208)
- cooh <20 )= (L) =0 (For13)
v = atan2(sin v, cos v) (4.205) .
where 2 (4.209)
# my -+ g o

4.4 Libration Points Equations (4.206)-(4.208) do not have exact analytic

solutions.Szebehely® notes that they are most easily solved
We begin by assuming that the planets roove in circu- using an iterative method with the following as the injtial
lar orbits about the sun, and the mass of a spacecraft is guesses:
negligible compared to the mass of the planets. For il- S ]'/3
lustrative purposes, lets consider the Earth and its orbit M =72 = (m> (4.210}
about the Sun. Tn this case, the libration points are lo- . /
cations in space where a spacecraft will stay fixed with 73 =1 (4.211)
respect to the Earth and Sun. Figure 4.10 shows a siruple
illustration. We see the Sun, the Earth’s position with GMAT uses the Newton-Raphson method to solve for
respect to the Sun, and the Libration points £; and L, the roots of the equations by iterating on
at two different epochs. Notice that at ¢;, the points Ly

)y . .. Fy(5)) e
and Lo are on the Earth-Sun line. At a later time, {5, V(I +1) = y(i) — F—\,’Y-‘—ii)- (4.212;
although the Earth has moved with respect to the sun, (7().
L and L still lie on the Earth-Sun line. until the the difference {v{(: + 1) — v{4)! < 107%. The

. . . . N derivative £” (v} for each libration point is shown below.
The preceding example gives a brief qualitative de- .

scription of two of thg Earth-Sun libration points. In Fy) =5y =4 (3 — ")y +3(3—2u") 42
general, there are five libration points for a given three
body system. To determine the locations of the libration
points, it is convenient to work in a rotating coordinate
system rather than the inertial system shownin Fig. 4.10.  27(y) = 5v5 + 4 (3 — p*)vs + 3 (3 — 2u%) 42

4.213)
—2u*y; + 2 {For L1) g

) . (4 9274\

The system we use is constructed as follows: — 2ty — 2 (For L2(‘)4.2¢4,
o Define the primary as the heavier of the two bodies, 47 {(v) = {'yyg +4 (24 1% fy:? +3(1+ 2" ’Yg 4915)
the secondary as the lighter. —2(1 = )y ~2(1—p*) (For L3} L9

o Define the coordinate system x-axis as the axis point-
ing from the primary to the secondary. We now need to redimensionslize the results found
in the rotating system, and perform the necessary trans-
» Define the y-axis to be orthogonal to the x-axis in  formations to obtain the results in the MJ2000 syster.
the plane of the secondary’s motion about the pri- Let’s assnme that rs |, vy, and a, are the position, veloc-
mary, pointing in the direction the secondary moves ity, and acceleration vectors respectively of the secondary
about the primary. body, with respect to the primary body, expressed in the
FK5 system. Then, the position of the 4% libration point
» Define the z-axis orthogonal to the x and y axes t¢  can be expressed in the rotating system with the origin
form s right-handed system. centered on the primary body as

; P " > i T T N o
e Place the origin at center-of-mass of the system. rre=rgimg oy 0 (4.216)
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/
T~
2 Earth | Ly, Lg at t5
Tarth , L1, Ly at 1
Figure 4.10: Geometry of Libration Points
. - . . . and
Table 4.7: Location of Libration Points in RLP Frame, i 4 3
with the Origin st the Primary Body 7 ' 3’;‘ it N
- — — RY" = T2 Yz 22 (44220;
Point  z-Position y-Position ;. % ;
L1 1 - Y1 0 3 Y3 {4
1.2 14y 0 where
1.3 —Y3 0 - rs p
: X = — 4.221)
L4 1/2 V3/2 T ( ’
L5 1/2 -~/3/2
(4.222)
where ‘ o (4.223)
Ts = |ixs]] (4.217)
. b e . . and
The velocity of the ¢ libration point can be expressed . v, P, .
in the rotating system with the origin centered on the X == Ly = T —; (rs - vs) (4.224)
primary body as ° ¢
Vs T 1 G e X B 2 (re x as - %) (4.225)
) ) f 1T z f - Ls i/ A ]
v ""3';‘2 i wi O (4.218) firs X vl feex vl VT :

Now we have the redimensionalized position and velocity
vectors of the libration point in the rotating coordinate
system defined by the motion of the secondary body with
respect to the primary body. To determine the position
and velocity vectors in the FK5 system, with the origin
located at the primary body, we need to determine the
rotation meatrix and its derivative as follows:

o)
W
>y

R = (4.219)

B

[\
@
L

N
W

Yy=2XX+Z2XX (4.226)
GMAT currently assumes that the terms ry X ag are zero.

We finally arrive at the position of the Libration Point
in the FK& systera with the origin at the primary by per-
forming the calculations:

r = Rliy? (4.227)

v =R"ri + R"v*
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& X

' 0N\
Prifnary Secondary

X
L4

Figure 4.11: Location of Libration Points
4.5 Barycenter

The barycenter of a system of point masses, 1, is also
called the center of mass. If we have a system of n bodies,
and we know the position of the ¢*" body with respect to
5 common reference system, then we can calculate the
barycenter of the system using

R B (4.229)

Similarly, we can calculate the velocity of the barycenter
using the following equation

n
E MV
=1 -
vy = {4.230)
)
Ty
—

q=

>



Chapter 5

Dynamics Modelling

One of the fundamental capabilities of GMAT is to
model the motion of spacecraft in many different flight

2 ny )
regimes. The flight regimes, such as low Earth, or Li- dr SR A Ve +GS my Ths _Thj
. . : . di2 3 7 L r3 3
bration Points, are determined by which forces and per- ki ks kj
turbations dominate the dynamics. In this chapter we - 7
present how GMAT models the dynamics of spacecraft in N T o T T, dr (5.3)
motion. We discuss how GMAT calculates many different P ° 7 v dt
types of forces including mmlitiple non-spherical gravity iy
perturbations, third-body effects, and atmospheric drag 1 o CaA. | PsrCrAo,
among others. We being by looking at the general form T e ms Vrel m, Fso
of the equations of motion.
Description Term
Central Body Point Mass -Z-ljr
r
. . . Central Body Direct Nonspheri- Vg2,
5.1 Equations of Motion cal Y
. . . T : . - Lks
5. i.1 Orblt State qulatlolls Direct Third B(_)dy Point Mass G Z myg ';3.:“'
Femm1 ke ¢
=
Let’s begin by defining the position and velocity of a -
spacecraft with respect to the central body of integration Indirect Third Body Point Mass G ka _@
as rand v. From Newton’s Second Law we know that P Tkj
=
d2r h) =N Thie - i h v . %‘oﬂ { o
m =i - Z k (5.1 I'hird Body Direct Nonspherical b (Vé2,)
i

which T‘;ays t}.I?Lt th(, mass,w tm}es the acceleration,. is eiiual Third Body Indirect Nonspheri- _47‘:b . ( v d’ij )
to the sum of the forces. Solving for the acceleration gives
us the second order differential equation

cal

s d
Spacecraft Thrust ms X
d2r ¥ m dt
! - o)
B 52 -
&t mw Atmospheric Drag -5 P2, Gt
-~ 8
CGMAT has the capability t sdel many different type L PspCrAc
Al has capabiity o moce many erent Lypes Solar Radiation Pressure SR-ROG S

of accelerations experienced hy spacecraft in orbit. If we ms. @
include all of the possible forces GMAT can model in the
summation on the left hand side of Eq. (5.2}, then we
would have Tn general, Eq. (5.3) does not have an analytic solution

-1

Tt
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so GMAT uses numerical integration to find approximate,
although very accurate, solutions. GMAT uses first order
nurerical integrators, so we must take the three second
order differential equations in Eq. (5.3) and convert them
to six first order equations. So, we define a new variable
x such that

T ™7 . . N -
x=0" V)] =@z y z & gy 3 (5.4)
then taking the derivative we arrive at
L T N vy -
x=[" "=z gy 2 & § (5.5)

5.1.2 State Transition Matrix Equations
B(L,t,) = A®(, L) (5.6

where N
A= (5.7)

subject to the initial conditions
D{to, o) = Ioxe (5.8)

If we define x as

then,

v v

- 0% or ov
A = - == ".11 A
dx 8a  Oa (5.11)

or v

For convenience, lets use the following notation

A= % (5.12)
B = Z: (5.13)
C= z: (5.14)
D= 2_3 (5.15)
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5.1.3 Multiple Spacecraft Propgation and
Coupled Propagation of the Equa-
tions of Motion

5.2 Force Modelling

5.2.1 Non-Spherical Gravity

AMAT integrates all spacecraft equations of motion s-
ing the Earth’s Mean J2000 axis system. However, the
user can choose central bodies other than the Earth as
the origin of the coordinate system of integration. Grav-
itational forces are conservative and only a function of
position. To calculate the gravitational force due to a
non-spherical body, we need to determine the position of
the spacecraft in the body fixed frame Fp. However, the
equations of motion are expressed in terrns of the position
of the spacecraft in the inertial frame.

We know from dynamics that the acceleration in an
inertial frame can be calculated using

Aeply = v/

o~
or
Y
(=2}

e

where U is the gravitational potential. The potential for
a nonspherical body comes from the solution to Laplace’s
equation:

VAU = (5.17)
The solution to this equation is most easily expressed in
spherical, body-fixed coordinates because it allows for a
convenient separation of variables.

In spherical coordinates the gradient of the gravita-
tional potential is
oU 19U 1 U

T h-r ll.A
rcosd O

~~
(14
-d
S0

~—

We see that there are two singularities in Eq. (5.18). The
first is when r = 0, which is a nonphysical case and we
will not discuss it further. The second singularity occurs
when ¢ = £00°. Pines® developed a uniform expression
of the gravitational potential that avoids the singularity
at the poles:

> A (w)[Cmeos(m) cos™ ¢

oo /’ n "
+ R
vt [1 s k—fﬂ
r n=1 rJ m=0
+ Samstn{mA) cos™ d)]}
{(5.19)
Examining this form of the potential it is easy that there
is not a singularity at the poles when taking the gradient
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in spherical coordinates. Pines rewrites Eq. (5.19) as

k13

I R\
0=L1430(22)" 3 A Conrn(s)

T .
n=1 m=0 (

[&1]
b
=}
N

where Cpr, and S,,,, are the gravitational coeflicients, s,
t, snd u are given by

§ == ;1:‘,/-7" £z yI/T7 U = z/r = sin ¢
and 7, (5,1) and i,, (s, %) are caloulated using the recursive
relationships

7"():1, T =8, i():[),

T = 8Tm—1 — tim-1, im = Stm—

The coefficients A, (u) are called “derived” Legendre
functions and are given by

d771
Apm{u) = dum( o (u) (5.21)
where we know from Rodrigues’? formula that
1 d™ o . -
Fao(w) = Pu(u) = o (u” = 1)" (5.22)
and g
P \’Iﬂ _ (1 . uz)m/Z_du_m )n(u) (5_23)

For numerical reasons it is useful to normalize some
of the terms in the potential function, U. By normal-
izing the spherical coefficients and the derived Legendre
polynomials we can iruprove the stability of recursive al-
gorithms used to calculate the Legendre polynomials and
improved numerical problems. We use the nondimension-
alization approach and described by Lundberg.® Lund-
berg chooses the normalization factor so that the normal-
ized spherical harmonics C,y, and S,,,, will have a mean
square value of one on the unit sphere. The normalized
Legendre functions, F,,,, are defined so that the product
of the spherical harmonic coefficients and the correspond-
ing Legendre functions remain constant, or

. p 3 Q q
~anC':zm - I_'n/mcnm -P'n‘m‘ I T -[)71’!71:’71’!.7!,

(5.24)
GMAT uses the normalization factor IV, given by

N nm —

(n—m)I(2n+ D17
(n+ m)!

The non-dimensional spherical harmonic coefficients and
Legendre functions are

y S,
= z “y NI > nan
an = i’\lrlm})'rl.vn Chm = N N
L{¥pm +¥nm
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The derived Legendre polynomials are normalized using

Anm = N'nmAnm

where A, are the normalized Legendre polynoraials.
Lundberg'® showed that there are several recursive al-
gorithms to compute Ay, but that only two are stable.
GMAT uses the following algorithm to recursively calcu-
late the derived Legendre polynomicals

P '(2n+ (?‘nﬁ—lﬂ)" /)/i
nm =W (n - m) (TL T m) -Lm
[@n+D{n—m=1)(n+m=-1)] WA
i (2n=-3n+m)n-—m) | T2
(5.28)
The recursive algorithm is started using
A1 = V3coso (5.29)
< [2n+1 - s
A = coson/ TAI (5.30)

The above equations are normalized using Eq. (5.27) and
used in

The acceleration due to nouvspherical gravity can be
written as
U s9U taU
a, = ——— ==

¥ or T s A )
. {5.31}
) ( 19U 10U 10U

"\rds rot T

To simplify the partial derivatives in Eq. (5.31), Pines
defines some intermediste varisbies as follows

po = p/r
pPL = ppo (5.32)
Pn = pPpn-1 forn>1

Using Lundberg’s nondimensionalization approach, we can
write

[)nm (5: t) = CpmTm (‘ ) Snmzm Sy 4"\)

E-nm(g L) = @nm”'m-—-l Sy )+ Snm"mh 1’\5-, t)
b'mn (5 t) = Snmrvr—l (S t) - C mim—] (S> t)
Jn.’m. (37 t) = (/'n,rr 7"m——2\* t) + STL~727IWL—-2(5- ‘l')
Hmn(s, t) = ,,Lme )\5 t) — Cmmtrrh Z\D-f)

(5.33)

The partial derivatives in Eq. (5.31) can be written as

oU 50U t3U wdU
& rds rdt rou .
. n B _ (\534\,
- Z il Z Cm+]..m+1A77,+],m+1]-)'n,m
n=0 ® =0
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fe o]

19U

- Z Pt V Apm (1)ME,

r s n=(0) R@ m=9_

18U P

- dt Z Z An’m\‘l’)nlﬁnun

m==

10U — {_c_‘ Pn+1 =z

——— N rd =
-7-' Js R 24 c"'"m'{'l'An‘m-i-l<u)Dn':n.
) n=0 @ =0
where
1v)1/2
Cnom41 = {(71 - m/(n +m+1 \J /
(n+m+2)n+m+1)

Crntimal = .

n+i,m-+ (Z’H -+ 3)\/27'1, -+ 2)

To calculate the nonzero portion of the sensitivity ma-

trix, we begin by calcluting the following 9 terms:

oo %,
42 . — = .
ayy = /};{; E m(m e 1)44”",,(]'7”77‘ (538)
’n.:- ® T3
_ p'.'. }2 e i r \
app; = m{n VApm Hpm (5.39)
n=(} m= 0
v' Prt2 y‘ i i A0
213 = ) 7z 'nzcn,mal—lAn,m+lbnm (,0-40}
n=0 = ® m=0
Pn lr 2
a1q = V ~~~~~~ § MCnt1,m+1Ant 1 mt1 BEHed 1)
'n:() m=0
oo
F’n+2 } : .
agzy = MCn.an-t- /j‘n mp 1an (542)
n=0 m=0
o0 p n
N n+2 x i
a4 = "'i;,:i,"" § 771'Cn+1,1n+].A77,+1,m+'l 1%5143)
n=i) D m=0
o0 I{) T
N Pz X i 3
asz3y = Py ) 2 -’;n,vn+2An,m+?.1)nm (544)
n={} ® m=0
oc n,
n+2
ag4 = E E Cn4-1,m+ ZA'n, +1,m |—2]—)'w 45 \/‘
1=0 m=0
pn,i 2 5.46
Q4s = E § Cﬂ+u,7"+244n+2 m—‘—zj-)'m (3 b)
n=_ @ r==({)
where
/2
Cntlan+2 = Cpglom4l {(n m\(n +m+3) ]
1/2
Cnom+2 = Cnomil [(\‘I'L —m 1 ’(’IZ +m 2)] /
21172
(n+m+4{n+m+3)
Cny2mi2 = Cnglmdl
n42.m 72} n-+ \2’IL+ ‘))(2ﬂ+4)
Finally,
. Ja,
c, =% 5.47)
9 or ( /

where C, is
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a symmetric matrix with components given

by
ci1 = a1+ 820144 + 0/4//7“ + 2814 (:548\,'
Ciz = Cp1 = Q13+ sta44 + saoq + 't(l1_4 (549)
c13 €31 = i3 + suagg + sagy + uayy  (5.50)
. 42 ¥ -
Cag = —aqg +1Tag + ag/r + 2tasy {9 51)
Coy = Cga = agy + {uayy + uagy + tags (552)
c33 = agy+utaq +ogfr+2xu*xoz,  (5.53)
Note that
oU s dU tolU  woU p
0«4 B - P (\5.54\}
o rds r ot rou :

and is given in Eq.

5.2.2

(5.34).

n-Body Point Mass Gravity

The gravitational perturbation due to n point masses is
well know. However, we will derive the governing differ-
ential equation here, as well as the componenents of the
sensitivity matrix. Let’s begin by defining some notation

referring to Fig.5.1. Assume the jt

h body is the central

bhody of the integration.

Central Body

Figure 5.1: N-Body Ilustration

T iy the position of the spacecraft with respect a
hypothesized inertial frame.

¥; is the position of the central body with respect
a hypothesized inertial frame.

-~ . e iy . - .
fy, is the position of the £** gravitational body with
respect a hypothesized inertisl frame.
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e r is the position of the spacecraft with respect to
the central body of integration (** body).

e 1, is the position of the k** gravitational body with
respect to the ceniral body.

We need the governing differential equation that de-
scribes the motion of the spacecraft with respect to the
central body. However, we know that we must apply New-
ton’s 2nd Law in an inertial frame. So, we begin by defin-
ing the relative position of the spacecraft with respect to
the central body. From inspection of Fig.5.1 we see that

f;+r =1, (5.55)

By reordering and taking the second derivative with re-
O
spect to time we obtain
=1, —r; (5.56)

We can apply Newton’s 2nd Law to the spacecraft and
obtain
Mgy =

- (rp — 1) (5.57)

where (rj; —r) is a vector from the spacecraft to the £**
body, m, is the mass of the sprmcccyrift and my is the
mass of the k' body. We ¢an write ¥, as simply

{p. \

3 itk —T) (5:58)

We can apply Newton’s 2nd Law to the j** body and
obtain

e Y‘ M
firell®
k‘rLJ

where the first term is the influence of the spacecraft on

the central body, and the second term is the influence of

the & point mass gravitational bodies. We can write r7
as simply
r+G (5.60)
37 J
g ||
1”71]

Substituting Eq. (5.58) and (5.60) into (5.56) we get

= m Gm " m
= T‘ _ ko 5 Tk — 1) = ﬁ-”f'-r - G E ------ ’q Tk
=1 lirw — ff r — Ilesll
ki
(5.61)
Finally, collecting terms vields
4 = Ty —T r
ammzr:——/—ir—kGka K -k
NI lre —xll® el
1 kstg ;

(5.62)
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We can break down the acceleration in the equation above
into three physical categories. The first term is the ac-
celeration on the spacecraft due to a point mass central
body. The second type of terms are called direct terms.
They account for the force of the k** hody on the space-
craft. The third type of terms are called indirect. They
account for the force of the & body on the central body.

Let’s look at the contributions to the sensitivity ma-
trix due to point mass perturbations. We notice that ag,,
is not a function of velocity. So,

Ap-m = me = O3x3

{5.63)
We also know that

PN
By = Izxa (5.64}
This leaves Cy as the only non-trivial term for point
mass gravitational effects. Let’s look first at the deriva-
tives of the point mass terra. We can use the vector iden-

tity in Eq. (12.4) to arrive at

J f py 1 ret
et A P alnion (5.65)
Br -3 r) =73 I + 34 3 (5.65}

Similarly, applying Eq. (12.4) to the direct terms we

see that

(5.66)

Finally, the derivative of the indirect terms are zero and
we have
T
Hj 2, IF
— =13+ 3y —
37 #j 5

—_—
1

- (rp =) (rp — )7
Z I'H- 33 | R
llrk i (lex =) §°

rc-fi

“

Cpm =

kit
g

2

(5.67)

Jombining similar terms we can express the result as
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5.2.3 Atmospheric Drag

1 ., C4A
2 ~ 3
ag = 5P Urel Vrel (5.69)
d &
where
Vel =V —Wg XT (5.70)

where wg is the Earth’s angolar velocity vector in the
FK5 system.

GMAT does not currently support calcolating the STM
using drag. The components of the sensitivity matrix A
contain derivatives of the atmospheric density with re-
spect to position. These derivatives are non trivial for
most density models and are not currently included in
GMAT.

5.2.4 Solar Radiation Pressure

CrA .
a, = —Pgg 3 (6.71)
Mg
where § is a unitized vector pointing frorn the spacecraft
to the sun
g — £ 707
S=r;—T (5.72}

where 1, is the Sun’s position vector and r is the space-
crafts position vector.

A, =Dy = 0545 (6.73)
B< = ngg (5.74)
Crd ( T
C, = PopBh (15 - 3§§-,---> (5.75)
ms \ § 32 )
where
s =|is| (5.76)
5.2.5 Spacecraft Thrust

5.3 Environment Modelling

5.3.1 Celestial Body Ephemeris
5.3.2 Analytic Ephemeris Model

o For a new body, the user must input the central
body by choosing from the 9 Planets or the sun.

o The user must provide the epoch.

e The user must provide the keplerian elements, in
the central body centered, MJ2000Eq axis system.
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¢ The user can provide a p value for use in the solution
of the equations of motion.

The body should store the users original input for the
state and epoch, and the state and epoch caleulated at
the last request for state information. Then, when the
next request is made for state information, the epoch and
state from the last request are used as the input state for
next calculation.

5.3.3 Atmospheric Density
28K, +0.03¢57 = Ay +100 (1 - 008 (577

5.3.4 Jacchia Roberts
MBSISE-90

A, E. Hedin, Extension of the MSIS Thermospheric Model
into the Middle snd Lower Atmosphere, J. Geophys. Res.
96, 1159, 1991.

Discuss observed vs. adjusted for F10.7 values, also
URSI Series D

For testing http://nssde.gsfe.nasa.gov/space/model /models/msis

http://www.agu.org/journals/ja/ja0212/2002JA009430/
P/ > > 7S I

i

go to auxillary material on the left side wmenn and open
the tables-datasets.doc

Other useful models http://nssdc.gsfe.nasa.gov/space/model/

Exponential Atmosphere

Solar Radiation Pressure



Chapter 6

Attitude

The attitude of a spacecraft can be defined qualita-
tively as how the spacecraft is oriented in inertial space,
and how that orientation changes in time. GMAT has
the ability to model the orientation and rate of rotation
of a spacecraft using several different mathematical mod-
els. Currenily, GMAT assurnes that & spacecraft is a rigid
body.

There are many ways to quantitatively describe the
orientation and rate of rotation of a spacecraft, just like
there are many ways we can quantitatively describe an
orbit state. Let’s define any set of numbers that can
uniquely define the spacecraft attitude as an attitude pa-
rameterization. GMAT allows the users to use several
commuon attitude parameterizations including quaternions,
Euler angles, the Direction Cosine Matrix (DCM), Euler
angle rates, and the angular velocity vector. Given an
initial attitude state, GMAT can propagate the attitude
using one of several kinematic attitude propagation mod-
els.

In this chapter, we discuss the attitude parameteriza-
tions supported in GMAT, and how to convert between
the different types. We discuss the internal state param-
eterization that GMAT uses. Next we investigate the
types of attitude modes in GMAT and discuss in detail
how GMAT propagates the spacecraft attitude in all of
the Kinematic attitude modes. We conclude the chapter
with a discussion of how GMAT converts between differ-
ent attitude parameterizations.

6.1 Attitude Propagation

Given a set of initial conditions that define the attitude,
GMAT can propagate the attitude using several methods.
Chrrently, GMAT only supporis kinematic attitude prop-
agation. In Kinematic mode, the attitude is defined by
describing the desired orientation with respect to other
objects such as spacecraft or celestial bodies. With this
information, GMAT can ealculate the required attitude
to satisfy the desired geometrical configuration. This sec-
tion presents the different Kinematic attitude modes, and
how GMAT calculates the attitude state in each mode.

oy
w

Let’s begin by looking at the internal attitude state rep-
resentation and how the user can define initial conditions.

6.1.1 Internal State Representation and
Attitude Initial Conditions

Certain attitude parameierizations are more useful for
attitude propagation, while other attitude parameteriza-~
tions are more intnitive for providing attitude initial con-
ditions or ocutput. GMAT uses different internal param-
eterizations of the attitude orientation depending upon
the attitude mode. The type of parameterization is cho-
sen to make the attitude propagation algorithms natural
and convenient. For the kinematic roodes, GMAT uses
the DCM that represents the rotation from the inertial
system to the body axes as the attitude crientation pa-
rameterization. In the future, when 6 degree of freedom
attitude modelling is implemented, GMAT will use the
quaternion that represents the rotation from the inertial
system to the body axes. GMAT uses the angular velocity
of the body with respect to the inertial frame, expressed
in the body frame, {w;p}p, as the rate portion of the
state vector,

For convenience, the user can choose a coordinate sys-
tem in which to define the initial attitude state. Let’s
call this system F;. The user can define the initial at-
titude orientation with respect to F; using Euler angles,
the DCM, or quaternions. The user can define the body
rate with respect to F; by defining the angular velocity
in F, {wrp}i, or by defining the Euler angle rates. Note
that not all attitude modes require these three pieces of
information. The specific inputs for each attitude mode
are discussed below, along with details about how atti-
tude propagation is performed in each mode.

6.1.2 Kinematic Attitude Propagation

The Kinematic attitude mode allows a user to define a
geometrical configuration based on the relative position
of & spacecraft with respect to other spacecraft or celes-
tial bodies, and with respect to different coordinate sys-
tems. In Kinematic mode, GMAT does not integrate the

50
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attitude equations of motion, but rather calculates the
attitude based cn the gecmetrical definition provided by
the user. There are several Kinematic modes to choose
from. The different modes allow the user to conveniently
define the spacecraft attitude depending on the type of
attitude profile needed for a specific mission. To begin,
let’s look at how GMAT calculates the atiitude state in
the Coordinate System Fixed attitude mode {CSFixed).

Coordinate System Fixed Mode

In the CSFixed attitude mode, the user supplies two pieces
of information. They first specify a cocrdinate system in
which to fix the sttitude, F;. F; can be any of the de-
fault coordinate systems or any user defined coordinate
system. Secondly, the user specifies how the body axis
system, Fp is oriented with respect to F; by defining
Rp; or an equivalent parameterization. With this infor-
mation, GMAT calculates the rotation from the inertial
to the body axes and the angular velocity of the body
with respect to the inertial frame, expressed in the body
frame, {wrp}s.

GMAT calculates the rotation matrix from F; to Fag,
R zi, from the initial conditions provided by the user. For
CSFixed mode, Rp; is constant and is stored for use in
the equations below. Knowing R.g;, we can calculate the
rotation matrix from the inertial frame to the body frame,
R g;, using the following equation
Rpr = RpiRir (6.1
Ry is the rotation matrix from Fr to F; and GMAT
knows how to calculate this matrix for all allowable F;.
For details on the calculation of this matrix for all coor-
dinate systems in GMAT see Ch. 3.

To calculate {wrp}p, we start from Eulers’ equation:

Rglz—{wx[B}BR,B] (62)
where
0 —~w3 ws
{wx IB}B == w3 0 —Lly (63\,’
—wy Wy 0

and {wrp}te is the rotation of Fp with respect to Fr,
expressed in Fp. Solving Eq. 6.2 for {w}z}g we obtain
. T T
{u)X]B}B = "'RBIRB[ (64\;
Taking the derivative of Eq. (6.1} with respect to time
yields
Rp;=RpRy (6.5)

because by definition, for the CSFixed mode, Rg; = 0.
Substituting Eq. (6.5) into Eq. (6.4) we obtain

{wX]B}-B = —R‘B,,'R.URAEI (66)
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where Rg; is known from user input, and Rg; is .known
from Eq. (6.1) . GMAT knows how to calculate R;; for
all allowable F; and details are contained in Ch. 3.

In summary, in CSFixed mode, Eq.(6.1) is used to
caleulate Rg;r, and Eq. (6.6) is used to calenlate {wis}s.
I another attitude parameterization is required, GMAT
uses the algorithms in Sec. 6.2 to transform from Rpy
and {w;rp}p to the required parameterization. Now let’s
look at the spinning spacecraft mode.

Spinning Spacecraft Mode

In spinnning spacecraft mode, GMAT propagates the at-
titude by assuming the spin axis direction is fixed in in-
ertial space. The spacecraft attitude at some time, ¢, is
determined from the attitnde initial conditions, the angu-
lar velocity vector, and the elapsed time from the initial
spacecraft epoch. Let’s take a closer look at the caleula-
tioms.

In the spinning spacecraft mode, the user provides
three pieces of information. They first choose a coordi-
nate systern, F;, in which to define the initial conditions.
Secondly, they define the initial orientation with respect
to F; by providing R g; or an equivalent parameterzation
that is then converted to the DCM. The user also pro-
vides the angular velocity of the body axes with respect
to the inertial axes expressed in F;, {wrp}..

To calculate Rp; (¢} where ¢ is an arbitrary epoch, we
begin by calcolating Rg,; where Rg,; = Rpr(t,). We
caleculate Ry ; using

RBGI = RJB,'R,,']@C,) (67)

where Rp; comes from user provided data, and R, {¢,)
is calculated by GMAT and is dependent upon 7;. See
Ch. 3 for details on how GMAT calcnlates R,y for all
allowable coordinate systems in GMAT.

Before calculating R (¢) we must determine the spin
axis in the body frame, {wrr}r. The user provides {wys }i.
In spinning mode we assume the spin axis direction is con-
stant in inertial space and in the body frame so {w; g} 5 (£)
= {wrg}pit,) = {wrs}ts. We can find the spin axis in
the body frame using R g; as follows

{wrs}p = Rpi{wrphi (6.8)
Once calculated, GMAT saves Rp, 1 and {wyp}g for use
in calculating the attitude orientation and rate at other
epochs.

GMAT calculates Rpy(f) using the Euler axis/angle
rotation algorithm in Sec. 6.2. The Euler axis is simply
the unitized angular velocity vector or,

_ {wIB}B

Wrg

a 6.9)
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where

wrp = [{wis}al| (6.10)
The Euler angle ¢ is calculated using

$(t) = wip(t — i) (6.11}

where ¢t is the current epoch, and ¢, is the spacecraft’s
initial epoch. Let’s define the rotation matrix that results
from the Euler axis/angle rotation using a and ¢{t), as
Rgg,(t). We can calculate Rp;(t) using

Ri:(t) = Rag, (ORp,; (6.12)

To summarize, in spinning mode the user provides
Rp; and {wrp}l:. GMAT assumes that that the spin
axis direction is constant, and uses the Euler axis/angle
method to propagate the attitude to find Rp;.

Now let’s look at how GMAT performs conversions
between the different attitude parameterizations.

6.2 Attitude Parameterizations
and Conversions

This section details how GMAT converts between differ-
ent attitude parameterizations. For each conversion type,
any singularities that yaay occur are addressed. The ori-
entation parameterizstions in GMAT include the DCM,
Euler Angles, quaternions, and Euler axis/angle. The
body rate parameterizations include Euler angle rates and
angular velocity. We begin with the algorithm to trans-
form from the quaternions to the DCM.

6.2.1 Conversion: Quaternions to DCM

Given: q, g4
Find: R

Name: ToCosineMatriz

a={(q ¢ g7 (6.13)
0 —q¢3 42 .
9 =14¢3 0 —¢ (6.14)
—q2 g1 0
1
R e Sy 6.15)
qf +95+ 93 +4i (6:15)
R=c [(qf —q Iz + 2qq” — 2q4qx] (6.16)
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6.2.2 Conversion: DCM to Quaternions
Given: R
Find: ¢, g4
Define following vector
v={Ry1 Ry Ha trace(R)] (6.17)

Define 4,, as the index of the maximum component of v

i, =1
2v;,, + 1 — trace(R)
"_ FRig + R ron
= Bys + Rgy (618)
Boz — Bap
if 4 =2
Ror + Riq
" 2v;  + 1 — trace(R) s
= m ’ H Q\,
d Ry + Rae (6.19)
B3y — Rz
fi,, =3
R3y + Ry3
"o Rap + fp3 PPN
= 2v;, + 1 — trace(R) (6.20;
Ry — Ry
i Gy = 4 |
Ry — Rap
v | Hz1— Ris PN
q’ = Rip — B (6.21}
1+ trace(R),
We normalize " using
, qll
— 6.22)
T (6:22)
Finally,
a=[qa ¢ @] (6.23)
and
qa =gy (6.24)
6.2.3 Conversion: DCM to Euler
Axis/Angle
Given: R
Find: a, ¢
Ry Ry R
R={ Ry Ry Ho (6.25)
Ra1 Hsz Has,

1
&= cos? /— {trace{R) — ‘)
' \ 2 \ \ ) //



66
1 Boz — Rsp _
a = P R;:n - R13 (6.27)
2sin ¢ Rip — Ry
If || sin g < 1074, then we assume
a=[10 0] (6.28)
Note that if || sin @[} < 107" then cos ¢ &~ 1 and we arrive

at 2 DCM of Is.

6.2.4 Conversion:
DCM

Euler Axis/Angle to

Aven: a, ¢

Find: R
0 -3 az
a¥ =1 as 0 —a (6.29)
—an ay 0
R = cos ¢I4 + (1 — cos #laal — sin gpa™ (6.30)

6.2.5 Conversion: Euler Angles to DCM

Given: Sequence order (i.e. 123, 121, ... 313), 01, 02, 63
Find: R

We'll give an example for a 321 rotation, and then
present results for the remaining 11 Euler angle sequences.
First, let’s define R3(81), Rz(62), and R;{6s).

cosfy sin€; 0
R3(61) = | —sin®; cosfy 0 (6.31)
0 0 1
cosfy 0 —sins
Ra(62) = 0 1 0 (6.32)
sinfly 0 cosfy
1 0 0
Ri(3)== {0 cosfs sinfs {(6.33)
0 —sinfy cosb;,
Now we can write
Rz = Ry (03)Ro(02)R3(8) =
1 0 0 C2 0 —8g 53] 81 0
=10 c3 83 0 1 0 -8 0
0 —83 C3/ .82 0 Cp t] 0 1
(6.34)

where ¢; == cos i, s1 = sinf; etc. We can rewrite Rag;

( CCy [ 251 — Sy

Rapi = | —e381 + 538201 czop + 838281 s30

\ 8381+ c3sacy —S30p + casasy  Czea
(6.35)
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The approach is similar for the remaining 11 Euler
angle sequences. Rather than derive the DCM matrices
for the remaining 11 sequences, we present them in Table
6.1.

6.2.6 Conversion: DCM to Euler Angles

Given: Sequence order { 1.e. 123,121, ... 313), R
Find: 01, 92, 93

We'll give an examnple for a 321 rotation, and then
)
present results for the remaining 11 Euler angle sequences.
Examining, Eq. {6.35), we see that
k) \ 7

Rz] Cos 92 gin 91

= (6.36)
Rii cosB@zcosdy * :
From this we can see that
R s
91 = tan~* =2 (6.37}
11

Further inspection of Eq. (6.35) shows us that

Oy = sin™* Ry3 (6.38}

At first glance, we may choose to calculate #3 using 5 =
tan~! (Ha3/ Rag). However, in the case that 6 == 90°, this
would result in the indeterminate case, 03 = tan ™ (#3 /Ras)
= tan~1{0/0}. An improved method, found in the ADEAS
mathematical specifications document, is to determine &
using

" Ra; siny — Hagcos 6y ‘)

By = tan ™" ( (6.39)

—Hy18in61 + Hypcost

Substituting values from Eq. {6.35) into Eq. {6.39), and
using abbreviated notation, we see that

e f e S oy L -
] (b].'\5381 + caspey) — c1(—s3er + cgs281)
O3 = tan

\ s1{essy —szszact) + ci{caey + s35281)
(6.40}
Now, if # == 90°, and we substitute ¢y == 0 and sy = 1
into the above equation, we see we get a determinate form.
Resulis for all twelve Euler Sequences are shown in Table
6.3.

Note: All tan™! use » quadrant check ( equaivalent to
atan2 ) to make sure the the correct quadrant is chosen.

6.2.7 Conversion: Angular Velocity to
Euler Angles Rates

Given: Sequence (le. 123, 121, ... 313), 92, O3 w
Find: é]_, éz, (93

61

Oy | =871(6y, 05)w

) (6.41)
\93
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S-1{,,03) is dependent upon the Euler sequence. Table
6.2 contains the different expressions for $71(6,,03) for
each of the 12 unique Euler sequences.

Note: Each of the forms of 871 have a possible singu-
larity due to the appearance of either sin#; or cos & in
the denominaior. If GMAT encouuters & singularity, an
error message is thrown, and the zero vector is returned.

6.2.8 Conversion: Euler Angles Rates to
Angular Velocity

(Aven: Sequence ( ie. 123, 121, ... 313), 62, 03, 61, 05,
05

Find: w .
0y
w = 8(63,03) | 0, (6.42)
B
S(#2, #5) is dependent upon the Euler sequence. Table 6.2
contains the different expressions for S71(f3,63) for each
of the 12 unique Euler sequences.

6.2.9 Conversion: Quaternions to Euler
Angles

Given: q, g4, Euler Sequence
Find: 6, 02, and A3

There is not a direct transformation to convert from
the quaternions to the Euler Angles. GMAT first converts
from the quaternion to the DOM using the algorithm in
Sec. 6.2.1. The DCM is then used to calculate the Eun-
ler Angles for the given Euler angle sequence using the
algorithm in Sec. 6.2.6.

6.2.10 Conversion: Euler Angles to Quater-

nions

Given: 8, 8y, and 83, Euler Sequence
Find: q, ¢4

There is not 2 direct trapsformation to convert from
Fuler Angles to quaternions. GMAT first converts from
the Euler Angles to the DCM using the algorithm in Sec.
6.2.5. The DCM is then used to calculate the quaternions
using the algorithan in Sec. 6.2.2.

6.3 Appendix 1

N
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Table 6.1: Rotation Matrices for 12 Unique Enler Angle Rotation Sequences

Cc3Cy Cc58251 + S3¢; —C389C1 + $183
R3(@3)R2(92)R1(01) = | —ssco  —s3sas1+c3c1 szsact + 351
S —C98q ol

C3Cy  C382C) + 183 C3SpS1 — 830y
R2<03)R3 (Hz)R; (l)]) == —-82 CoCq €281
83C2  8382C1 — €381 835281 + caCq

Col1 8y —C581
R1(03)R3(02)R2(0;) = | —casgep + 8351 cacy 35281 + Sacy
$382c1 -+ €381 —83C2  -—83328: -+ ¢3C1
c3c1 + sas2s:1 s3C2 —cgsy + 838201
R3(03)R1(02)R0(6:) = | —ssc1 +casasy csez $381 + £asecy
C281 —82 201
C3C1 — 538281 €351 + S382¢1  —S3Co
3 Vs
R2(93)R1(02)Rs(61) = —c281 ¢zt 82

§3C1 + 33251 8351 — C383Cy c3C2

[2514] C281 82
—'(qfsl + S3820¢% c3C1 + 835281 83C2
$381 + €382C1 —83Cy + €35281 C3Ca

8281 —83C;
R1(93)Ry (02 R (61)

S';Sz CgCy, — 830328, 381 + 8309
€382 —S83C; — €3C281 —S8351 + C300¢;

S9Cqp 8981
——cas) cgaCy — S35 CcaCp81 + 83y
8382  —~83C2Cy €357 —s53Cp81 +C3cy

R1(6:)R3(02)R,(61) =

Ro(gg)Rl 92 2(91) =

8281

| a
[\V)
&
1]
o
o

1 +C3Cy81  —C382

C3C2Cy — 8351 C3S52  —CalyS; — 830
R2(03)Rs(02)Rp(0;) =

—3&2C] (51 8281
sgcac1 +c381 Sasy  —83cesy + 30

€3C1 — S3C28) 381 + 83cp0y S359
—83C]1 — €3C281 8381 + €301 38

R3 (03)R1 (02)R3 ({)]) B

8281 —82C1 (9]

€3C2C] — 8381 CyCe81 + s3c1 —C389
—83C2C1 — €381  —S3C28; +Cacy 8382

R\;(gg\Rf) 92)R3(c9])

82C1 8281 &2

((‘3(,1 83C081 3382 —C381 — $3C2C1
C
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Table 6.2: Kinematics of Euler Angle Rotation Sequences

Euler Sequence S{0,,03) S—1(fs, 05)
"c3c2 3 0 c3/c2 —s3/c2 D
wwAbuvw& h%wgww A%Hv —s3¢2 ¢3 0 53 3 0
s2 0 1 —82¢3/c2 s3s2/c2 1
c3c2 ~s3 0 c3/c2 0 s3/c2)
ﬂwm%»\,ww A%va\» ”%Q —52 0 1 —83 0 3
$3¢2 3 0 s2¢3/c2 1 8352/c2,
52 0 1 0 ¢3/c2 —s3/c2
HWAAQMvMWw A%va&n%_v c3c2 s3 0 0 3 c3
—s3¢2 ¢3 0 1 —s2¢3/c2 s3s2/c2
§3¢2 ¢3 O s3/c2  3/c2 0
“—W\wmmuvwﬁ m%dvhﬂ%m%; 32 —s3 0 ¢3 —s3 0
-s2 0 1 $352/c2 s2c3/c2 1
—$3c2 3 0 —s3/c2 0 c3/c2
wanwva«QNvHﬂwm%: 52 0 1 c3 0 s3
32 s3 0 $3s2/c2 1 —32¢3/c2
—-s2 0 1 0 s3/c2  c3/c2
“—WH A%vaNA%wvmﬂ Q}v s83c2 c3 0 0 c3 —s3
c3¢2 —s3 0 1 83s2/c2 s2¢3/c2
c2 0 1 0 s3/s2 c3/s2
R, A%@J\w&m%uvmwﬁ 1) 8352 3 O 0 c3 -s3
c3s2 —s3 0 1 —53c2/s2 —c3c2/
2 0 1 0 —c3/52  s3/s2
me%m\,Hﬂwﬂ%mvwf A%Hv —3s2 3 0 0 s3 3
s3s2 ¢3 0 1 ¢3¢2/s2 —s3c2/s2
8352 3 0 83/s2 0 —c3/s2
Hﬂwﬂbwvwﬂa A%wvﬂﬂNAQHV 2 0 1 c3 0 83
—c3s2 s3 O —s3¢2/52 1 ¢3c2/s2
¢3s2 —s3 0 e3/s2 0 s3/s2
Hﬂm A%w v Hw..w AQNV_ H.ﬂm m%u v c2 4] 1 33 0 c3
8352 ¢3 0 —c3c2/82 1 —s3c2/s2
8352 3 O " s3/s2 c3/s2 0
Rs(65)Rq1(62)R3(61) c3s2 —s3 0 c3 —33 0
<2 0 1 ~s3c2/s2  —c3c2/s2 1
—c3s2 53 0 —c3/52 s3/s2 D
wwA%nwvaA%mvmwAm; ,n“w.ww n..w D mw c3 O
c2 0 1 c3c2/s2 —s3c2/s2 1
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Table 6.3:
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Computation of Euler Angles from DCM

Buler Sequence

Euler Angle

Jomputations

R3(03)Ra(02)R: (61)

R2(03)Rs(02)R1(61)

R1(03)Rs(02)R2(01)

R3{02)R1(62)R2{61)

R (93 Ri (92 Rs (/01)

R1(02)R2(f2)R3{6:)

R;(03)Ro(02)R1(6))

R1{03)R5(02)R1:(01)

R2(03)R1(02)R2(61)

R (03)Rs(02)R2(0)

R3(05)R1(02)R3(6:)

Rs(93)Ro(f2)Rs(6;)

f; = tan™

f1 = tan”

O1 = tan™

f1 = tan~
1 = tan™

f1 = tan™
Oy = tan™

0 = tan™
#1 = tan™
fq == tan

01 = tan™

Gy = tan~

! (__ RSE,/RSS)

Y Ros/ Roz)

Y(—Riz/Ru1)

Y(Ra1/Rs3)

Y(—Ra1/Ra2)

1(!{12/}?—11)

Y Rya/(—Ris))

Y Rig/(Faz))

Y Ra1/(Ras))

N Raz/(—Ra1))

Y R31/(—Rsz))

Y Raa/(J31))

'(Ra1)

fo = sin~

B2 == sin "' (= Ra1)

B2 = sin"'(Ri2)
Bo = sin~H(—
B2 == sin™*(Rasg)
o == sin~
2 = cos™H{Ry1)
By = cos™H{Ryy)
0o = cos™H{Rza)
0y = cos™H{Ran)
02 = cos™1{Rg3)

o = cos™1{Ra3)

Rsa)

H—Rys)

8y = tan ™! <

0y = tan™*

Oy = tan™?!
f3 = tan™?!

Oy = tan "1

g = tan~!

O3 = tan~1
fg = tan !
g = tan~1

3 = tan ™1

Rizsin®y + Rz cosfy \)
Ryasiny + Rypcosth y

R; 2“1101 - 1{13 605(91 )
Hnu SIIIG + R.‘; cos 91

Ry sin®) + Ry 00391)
Ray sin @y + Rga cosby

1{2; sin 01 - 1‘3/21 COos 01 )
Rygsinf; + Ry; coséy

R4y sin 01 + 31 cos By
Rypsinfy + B3 cosby )

1{3 sin 0] - 1{32 Cos 01

H}] SH] 1+ R)g cag 91

R ;‘~1D9 - 1132 COSOJ

Rossinéy + Ryg cos by

—Ry>sin8; + Raz cosfy

Rygsinéy + Raz cos 0y

R; 4 sin 9 + R]] cos 91

Rii1sind; — Rizcosh;

Raisinfy + Ryzcosd;

— Ry siné; — Ry cos 0

(2
g
(i
(
(
€
G
(%

g = tan ™! (

1zsinfy + Ry cosd

Riisinf; + Ripcos )

)
)
)
)
)
)

Ryisinf; + Roscos by




Chapter 7

Numerical Integrators

7.1 Runge-Kutta Integrators

The Runge-Kutta integration scheme is a single step method

used to solve differential equations for n coupled variables
of the form

0/['

= f(t,)

{(The superscript in this discussion refers to the vari-
ables; hence f! is the " variable, and r¢) refers to all
n variables.) The method takes an integration step, h,
by breaking the interval into several stages (usually of
smaller size) and calenlating estimates of the integration
result at each stage. The later stages use the resulis of
the earlier stages. The cumulative effect of the integra-
tion is an approximate total step 8¢, accurate to & given
order in the series expansion of the differential equation,
for the state variables r;{t + 61) given the state r;(2).

The time increment for a given stage is given as a
multiple ¢; of the total time step desired; thus for the
it stage the interval used for the calculation is a;6t; the
estimate of the integrated state at this stage is given by

-1

Stf(t + a:dt, v (8) + Z

J=1

/\’},Snl (n,)

where b;; contains a set of coefficients specific to the
Runge-Kutta instance being calculated. Given the results
of the stage calculations, the total integration step can
be calculated using another set of coefficients, ¢; and the
formula

stoges

r™ (¢ + 68) = r™ (8) + S‘ cik™

The error control for these propagators is iraplemented
by comparing the results of two different orders of inte-
gration. The difference between the two steps provides an
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estimate of the accuracy of the step; a second set of coef-
ficients corresponding to this second integration scheme
can be used to obtain a solution

stages

) (t + (St) — ,r.(n)(t) + Z c;k;‘(n)

i=1
With care, the stage estimates k; and k7 can be se-

lected so that they are the sarne; in that case, the estimate
of the error in the integration A can be written

A

(The difference between the coefficients ¢; — ¢} is the
array of error estimate coefficients (ee) in this code.)

Once the estimated error has been calculated, the size
of the integration step can be adapted to a size more ap-
propriate to the desired accuracy of the iutegration. If
the step results in a solution that is not accurate enough,
the step needs to be recalculated with a smaller step size.
Labeling the desired accuracy o« and the obtained accu-
racy € (calculated, for instance, as the largest element
of the array A), the new step used by the Runge-Kuttsa
integrator is

a1/ (=1

Stnew = o6t ( =)

where m is the order of truncation of the series ex-
pansion of the differential equations being solved. The
factor ¢ is a safety factor incorporated into the calcula-
tion to avoid unnecessary iteration over sttempted steps.
Comumon practice is to set this factor to 0.9; that is ihe
default value used in this implementation.

Similarly, if the step taken does not result in the de-
sired accuracy, you may want to increase the step size
parameter for the next integration step. The new esti-
mate for the desired stepsize is given by
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o 1/(m)

Stnews = 5t { =)

\ €

Sometimes you do not want to increase the stepsize
in this manner; for example, you may want to keep the
maximurm step taken at some fixed value. This irnplemen-
tation provides a mechanism for specifying a maximum
allowed step.

Somistimes it is convenient to request steps of a spec-
ified size, regardless of the stepsize control algorithm or
the calculation of the "best step” described above. This
irnplementation accomplishes that task by taking multi-
ple error controlled steps is necessary to step across the
requested interval.
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set of first order differential equations. The algorithm is

found athttp://chemical .caeds.eng.uml.edu/onlinec/white/m:

or in Bate, Mueller and White, pp. 415-417.

The predictor step extrapolates the next state ;45 of
the variables using the the derivative information (f) at
the current state and three previous states of the vari-
ables, by applying the equation

P T et
riy =l o 55— S + W= 95 )

The corrector uses derivative information evaluated
for this state, along with the derivative information at
the original state and two preceding states, to tune this

Both of these features are imnplemented using the booleanstate, giving the final, corrected state:

flags described in the base class for the integrators. See
the documentation for the Integrator (p.??) class for
more information about these flags.

7.1.1 Constructor & Destructor Documen-

tation
RungeKutta:RungeKutta (int si, int order)

Provides the greatest relative error in the state vector.

This method takes the state vector and calculates the
error in each component. The error is then divided by
the change in the component. The function returns the
largest of the resulting relative errors.

Override this method if you want a different error es-
timate for the stepsize control. For example, we are using

Ayt + 5t)
error; = T
T4 (\t -+ Ot) T (t)

Another popular approach is to divide the estimated
error 4; by the norm of the corresponding 3-vector; for
instance, divide the error in x by the magnitude of the
displacernent in position for the step.

7.2 Prince-Dormand Integrators

7.3 Adams Bashforth Moulton

Implementation of the Adams-Bashford-Moulton Predictor-

Corrector.

This code implements a fourth-order Adams-Bashford
predictor / Adams-Moulton corrector pair to integrate a.

. . [ oes ) . . ; i
T =11+ o= 19f + 190 =5+ 1fa-2]

El=

Bate, Mueller and White give the estimated accuracy
of this solution to be

*5 i
it T i ‘

Method used to fire the step refinement (the corrector
phase).

7.4 Bulirsch-Stoer

7.5 Stopping Condition Algorithm

7.6 Integrator Coefficients
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Table 7.1: Prince-Dormand 45 Coefficients

@4 | t’),i;,
0 | 0
2 2
s 3 0
1 1 1
3 | 12 3 0
S| & _2 50 0
9 24 08 81
N ) _1a 61 9 0
3 330 22 66 110
_19 9 1 _ar 22 ,
1 I 28 4 7 7 7 0
19 3 243 33 7 -
1 | 200 0 5 400 40 30 0
_ 19 3 _ 243 33 7
S 200 0 5 400 10 &0 0
e,‘ﬁ_&i 0 3338 248 , 7857 33 _ 957 7 _ 108 1
J 1 206 " 5000 5 7 300 400 T 10060 40 - 1060 80 ~ 2000 50

Table 7.2: Prince-Dormand 56 Coefficients {Warning: There is an error in the original source for these and we have
\ >
not found the correct coefficients yet!!)

a; I b,,']‘
6] 0
1
i | 0
2 20
i 5y 0
4 | _ 270 1053 0
7 343 1373 .
3| _ 54 50949 4998 0
5 5500 55 71500 17875 '
4| -z 72 2808 _ 24206 338 0
5 57125 55 23375 37125 95
1] 35 899983 5225 3926 0

11 200772 1836 1056

424325 376225

1 [ 205632 454272 0 0
. 61 0 98415 16807 1375 1375 1
% 864 321776 146016 7344 5408 10
e | 61 321 0 98415 19633 16807 1752738 1378 _ 395 1375 735 L
| 864 " 16800 331776 ~ 71825 146016 " 012600 7344 T 3673 5408 ~ 04 10
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Table 7.3: Runge-Kutta-Fehlberg 56 Coefficients

aq;l bij
I
0 | 0
Flob o
s % ® 0
¢l - 2 o4 F 0
1 % ¥ % -5 = 0
0| -k 0 i B L 0
¢4 1408 0 éé?g 797 ~§§ 0 ?% &
e | s -5 O 0 0 5% %




Chapter 8
Mathematics in

8.1 Basic Operators

8.2 Math Functions

8.2.1 max

[maxX] = max(X)

X is an nxom array. maxX is & 1xm row vector contain-
ing the maximum value in each column of X.

8.2.2 min

[minX] = min(X}

X is an nxm array. minX is a 1xm array containing the
minumuam value contained in each row of X.

8.2.3 abs

[absX] = abs(X)
X is an nxm array. absX is a nxm array where each

component is the absolute value of the corresponding
component of X.

8.2.4 mean

[meanX] = mean(X)

X is an nxm array. meanX is 8 Ixm row vector con-
taining the mean of each column of X.

8.2.5 dot

[dotp] = dot(vecl,vec2)

The dot function calculates the dot (scalar) product
of two vectors. vecl and vec2 must both be vectors with

GMAT Scripting

the same length. dotp is the scalar product.

8.2.6 cross

[crossp]l = cross(vecl,vec2)

The cross function calculates the cross product of
two vectors. vecl and vec2 must both be vectors with
the same length. crossp is the cross product.

8.2.7 norm

[normv] = norm(vec)

The norm function calculates the 2-norm of a vector.
vec nmust both be a veetor. normv is the root-sum-square
of the components of vec.

8.2.8 det

[detX] = norm{X)

The det function calculates the determinant of a ma-
trix. X is an nxn array. detX is the determinant of X.

8.2.9 inv

[invX] = inv(X)

The inv function returns the inverse of a matrix. X
must, be a square matrix.
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8.2.10

8.2.11

8.2.12

8.2.13

8.2.14

8.2.15

8.2.18

8.2.19

8.2.20

8.2.21

CHAPTER 8. MATHEMATICS IN GMAT SCRIPTING
eig
sin, cos, tan
asin, acos, atan, atan2
sinh, cosh, tanh
asinh, acosh, atanh
transpose
DegToRad
RadToDeg
log
logl0
exp

sqrt



Chapter 9
Solvers

9.1 Differential Correction

9.2 Broyden’s Method

9.3 Newton’s Method

9.4 Matlab fmincon

The user first creates a solver and names it. An example
is

Create fminconUptimizer SP{fmincon

The user creates an optimization sequence by issuing
an optimize command, followed by the name of the opti-
nizer to use

Optimize SQPfmincon
EndOptimize

9.5 The Vary Command

The user defines the independent variables by the vary
command,

Table 9.1: Awailable Commands in an fmincon Loop

Value Comumnand

X Vary

Upper Bound on X; Vary

Lower Bound on X; Vary
Nondirneusionalization Vary

Factor 1

Nondimensionalization Vary

Factor 2

Nonlinear constraint NoanLinearConstraint
function

Linear constraint func-
tion
Cost Funetion

LinearConstraint

OptimizerName.Cost
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Chapter 10
Event Functions

Event functions in GMAT allow a user to determine
when different types of events occur such as station con-
tacts, eclipse events, or spacecraft-to-spacecraft line of
sight. In general, these events are dependent upon the
orbit state and other time dependent parameters, and
therefore can only be determined during or after orbit
propagation. The implementation of Event Functions re-
quires GMAT to find the roots of a pararsetric function of
time. The roots of the parametric equation are the event
times.

In this chapter, we'll look at how GMAT calculates
the roots of Event Functions. For the implementation
in GMAT, this includes two subproblems. The first is
determining if a root has occurred during a propagation
step. The second, is determining the numerical vslue of
the root. There is a trade between robustness and perfor-
mance, so we’ll look at several options provided in GMAT
that allow the user to select between a more robust yet
slower approach, or a fast but less robust approach. Let’s
begin my looking at the mathematical definition of an
event function in GMAT.

10.1 Event Function Mathemati-

cal Definition

An Event Function in GMAT has three outputs. The
general form of an Event Function is

1
i

~—

[£,d,p | = F(t,x(£), O) (10.
where £ is the current time, x(¢) is a vector of time de-
pendent pararoeters such as spacecraft states, and C is a
vector of constants. f is vector of function values at ¢, d
is a vector describing the or sign change we wish to track
that occurs at the root, and p is a vector that tells GMAT
whether a root is possible or not. Let’s talk about some
of the output variables in more detail.

For efficiency and convenience, the user can calculate
several different function values, f, inside of a single event
function, F. This is useful when several functions require
similar yet expensive caleulations. GMAT allows the user

79

to pass back a vector of function values in the output
parameter £, where the components of f are simiply the
values of the different functions f, or

f=1[ filt,x(¢), C), falt, x(t), C)..fult, (), C) |

(10.2}
The output parameter d allows the user to define which
type of roots for GMAT to calculate. For example, in
some cases we might only be interested in roots that oc-
cur when the function changes from a negative value to a
positive value. In other situations we may only be inter-
ested in roots that occur when the function passes from
positive to negative. Finally, we may be interested in both
types of roots. d is & vector that has the same mumber of
elements as f, and the first element of d corresponds to
the first element of f and so on. Table 10.1 summarizes
the allowable choices for components of d and the action
GMAT will take depending upon the selection.

Table 10.1: Allowable Values for d in Event Function

Output
Value Action
d=1 Find roots when the function is moving in
the positive direction.
d=-1 Find roots when the function is moving in
the negative direction.
d=2 Find both types of roots

The last output variable i the Event Function output,
P, is a flag that allows the user to tell GMAT whether or
not a root is possible. If a cornponent of p is zero, then
GMAT will not attempt to try to find a root of the corre-
sponding function in f. This flag is included to improve
the efficiency of the algorithm. It is often possible to per-
form a few simple calculations to determine if a root is
possible or not. For example, let’s assume an event func-
tion ig written to track Earth shadow crossings and that
the function is positive when a spacecraft is not in Earth’s
shadow, and negative when it is in Earth shadow. It is a
relatively simple calculation to determine if a spacecraft
is on the day-side of Earth by taking the dot product of
the Sun vector and the spacecraft’s position vector. If the
qantity is positive, there is no need to contimie calculat-
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ing the actual function value.

Now that we’ve looked at the definitions of the inputs
and outputs of an Event Function, let’s look at some dif-
ferent approaches to finding the roots of an event func-
tion.

10.2 Issuesin Locating Zero Cross-

ings

Before discussing the practical issues in finding roots of
Event Functious, let’s take a look at a hypothetical func-
tiont to ilhustrate somue of the issues that must be ad-
dressed. Figure 10.1 shows a sample event function. The
smooth line represents the locus of points of the function
itself, and the large “X” marks represent the function
values 2t the integration time steps. The smaller tick
marks indicate the function values at the internal inte-
grator stages, which may be available if we use a dense
output mamerical integrator.

In generel, we don’t have continuous time expressions
for the inputs to event functions. We only know the in-
puts to Event Functions at discrete points in time, so we
only know the Event Function values at discrete points
in time. Since these discrete times come from the nu-
merical integration of a differential equation, we can only
calculate Event Function values at the integration time
steps, or at the internal stages if the information is avail-
able. This fact can cause a significant problem because an
Event Function may vary rapidly and the discrete times
at which we know the Event Function may not give an
accurate picture of the function.

Let’s consider a few ways in which we can determine
if & root has occurred, given a set of times and Event
Function values. The most obvious method is to sim-
ply look for sign changes in the function vahuwes. If the
function changes sign, then we know we have bracketed
a root. This approach will incorrectly conclude that a
zero crossing did not occur, if there is an even number
of zero crossings between two function values. Anpother
approach is to fit a polynomial through the data, and see
if the polynomial has any real roots. While this approach
may be more accurate than looking for sign changes in
some cases, it still does not guarantee a zero crossing is
missed. A third approach might be to force the integra-
tor to select step sizes based on the rate of change of
the Event Funetion. We will not investigate this method
further here though.

In short, there is no way to guarantee that a root
crossing is missed. However, by having an understanding
of the Fvent Function, having control over the maximurs
integration step size, and having access to the internal
integrator stages when using a dense output mtegrator,
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we can do & acceptably good job determining when zero-

crossings occur. Once a zero-crossing is identified, there
are well known ways to calculate the actual root value.

F =P, x(t),C) (10.3}
We want to find all ¢ such that

F(t,x(t), C) = 0 (10.4)

10.3 Root Finding Options in GMAT

In implersenting a root finding approach, we need to bal-
ance accuracy and the need to find every root, with speed
and performance. One way to do this is to allow the user
to select between different approaches depending upon
the accuracy needed for & particular application. The user
has several controls to tell GMAT how to determine if a
zero crossing has occurred, and how to calculate the mu-
merical value of a root if one has been detected. Let’s look
at the choices implemented in GMAT, and discuss some
options that can be included if a more robust method is
required.

The first group of controls available to the user are
related to how or if GMAT tries to determine if a root
has occurred. The user can provide a flag in the output
of an Event Function that tells GMAT whether it is pos-
sible that a root has occurred during the last integration
step. This flag is notated as p and is discussed in section
10.1. If an element of p is zero, then GMAT will not use
more sophisticated and therefore more computationally
intensive methods to determine if 8 zero crossing for the
particular component of the event function has occurred.
p can be either zero or one, and can change value during
propagation. If p changes from zero to one, GMAT be-
gins using a root checking method specified by the user
to determine if & zero crossing has occurred, and begins
storing function data in case it is needed to interpolate a
root location.

The second control that determines if a zero crossing
has occurred is called RootCheckMethod in the GMAT
script language. There are several RootCheckMethod
options available and the user can currently select be-
ween FunctionSignChange and PolynomialFit. If the
user selects FunctionSignChange, then GMAT looks for
sign changes in the function output to determine if a zero
crossing has occurred. If the user selects PolynomialFit,
then GMAT fits a polynomial to the Event Function data,
and checks to see if the polynomial has any real roots.
If the polynomial has real roots, then a zero crossing
has occurred. The type of polynomial GMAT uses in

RootCheckMethodis the same as it uses in RootFindingMethod

and is discussed in more detail below.



104. ALGORITHM FOR EVENT FUNCTIONS

A

Figure 10.1: Sample Event Function Output

If a zero crossing is detected, there are many ways
to determine the numerical value of the root. The user
can select between the different methods by uvsing the
RootSolvingMethod option. The two methods currently
implemented in GMAT are called GuadraticPolynomial
and CubicSpline in the GMAT secript language. As the
name suggests, if the user selects QuadraticPolynomial,
then GMAT uses the last three function values to cre-
ate a quadratic polynomial. Then, the quadratic equa-
tion is used to determine the root locations. Similarly, if
the user selects CubicSpline, GMAT constructs a cubic
spline and then uses interpolation to find the root value.

Allowing the options above requires that care is taken
in designing an algorithm to track evenis. Tn the next
section we discuss some of the issues that must be ad-
dressed in the Event Function algorithm, and present a
flow chart that describes the algorithm in detail

Table 10.2:

/ariables in Event Function Algorithm

81

Variable Definition

Ty Number of data points required to use the
requested RootSolvingMethod option

Ne Number of data points required to use the
requested RootCheckMethod option

f A vector of function values provided by
the user defined Event Function

N The length of f, which is the number func-
tion values contained in the output of a
uger defined Event Function.

d A vector of flags (length N} that defines

P
10.4 Algorithm for Event Functions

Startup

which type of roots to track. (negative to
positive, positive to negative, or both)

A vector of flags (length N) that tells
whether or not a zero crossing is possi-
ble. A component of p is one if a root is
possible, otherwise it is zero.

A vector of flags of lenght ~. The compo-
nents of Startup correspond to the com-
ponents of f. A component of Startup is
one, if there is less than max{n,,n.) data
points saved for use in root finding. Oth-
erwise, a component of Startup is zero.
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Figure 10.2: Initializations for the Event Location Algorithm
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10.5 Appendix 1:

gorithms

10.6 Quadratic Polynomial

We sre given three data points defined by a vector of
independent variables

x={x 29 25 |7 (10.5)
and a vector of corresponding dependent, variables
y=[y: y2 43 ]T (10.6}

we wish to find a quadratic polynomial that fits the data
such that
y=Ac>+ Bz +C {(10.7}

‘We begin by forming the system of linear equations
g g V ¥

Ll‘% z; 1 ' A 4 Yi
¥ my 1 B | =1 (10.8}
5 zg 1 C Y3
‘We can solve for the coefficients using
P I 1
Y3 T3 ;
A=1% - (10.9)
Ty X i
w3 @y 1
Ig 3 i
’L‘i‘ Y1 1
;vﬁ Yy 1
B = - (16.10}
xy oz 1
.1'5: T 1
a;% s 1
C =y3 — Ax? — Burs (10.11}

10.7 Cubic Spline (Not-a-Knot)
We are given five data points defined by a vector of inde-
pendent variables
X = | 2y xg 33 14 28 |7 (10.12)
and a vector of corresponding dependent variables
y=1vv2ysvaus|” (10.13})

we wish to find the four cubic polynomials, 1 = 1,2, 3,4,
such that

pi = ai(z — 1) + bz — 1) + il — x;) + d; (10.14)
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Root Finding Al- where the values for x; are known from the inputs.

To calculate the coefficients a,, b;, ¢;, and d; we start
by calculating the eight quantities

A, = BHZH (10.16)

1

Next we solve the following system of linear equations

AS=B (10.17)
where the components of A are given by

Aqq 2ha + hy {10.18)

.'412 2/’1,1 + ;Lg (1019)

Ay = 0 (10.20)

Ay = 0 (10.21)

Agp = ha+2hy (1022)

Agz = 2hz+hy (10.23)
h3

Agl h;{ T /l:), (1(). 4}

hn. hz N h"lh'4

32 = +———+2(ha+ h3) A—% .25}

Aszo (/”/1 i hz) + 2(ho + hg) + (hs ¥ hy 10.25}
h2

Agg = S 10.26)

33 ha + o (10.26}

the components of B are

By 6(Az —Ay) {(10.27)
321 = 6(A4 - A:g) (10.28}
By = 6(Az—Aj) (10.29)

and 8 =[ 51 83 55 ]['. We can solve for the components
of S using Cramer’s Rule as follows

By Ap A
By Az Ass
B:-;l 4‘%2 A33
S, = 0.30)
. N (10.30)
Ay By Agg
Ay By Ay
Azy By Asg
S — : 31
) - (10.31)
o _ B3~ 43151 — AsSs (
Sy = 31 3191 3273 (10.32)
Asz

Now we can calculate Sy and S using

RSy 4+ hi Sy

Sy =
2 by + hy

(10.33)

haSs + h3Ss_

S =
4 h,3 + h/4

(10.34)



10.7. CUBIC SPLINE (NOT-A-KNOT)

Finally, the coefficients for the i** cubic polynomial
are given by

AS’,j_;_? s S'i A
s e 10.35)
i Gh,,', ( 3 /
b, = % (10.36)
Yir1 — % 2hiSi+ hiSipn
- Y 10.37)
C, 3 f ( t;
di = v {(10.38)

85
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Chapter 11

Spacecraft Model

11.1 Orbit
11.2  Attitude
11.3 Ballistics and Mass

11.4 Actuators

11.4.1 Thrust and Impulse Models

GMAT uses polynomial expressions for the thrust and
specific impulse imparted to the spacecraft by thrusters
attached to the spacecraft. Both thrust and specific im-
prdse are expressed as functions of pressure and temper-
ature. The pressure and ternperature are values obtained
from fuel tanks containing the fuel. Al measurements
in GMAT are expressed in metric units. The thrust, in
Newtons, applied by a spacecraft engine is given by

Fp(PT) = {C) + CaP + C3P? + CpP% + Co PO + Ca PC°} +C10C2F
( e

Pressures are expressed in kilopascals, and tempera-
tures in degrees centigrade. The coeflicients C1 - C14
are gset by the user. FHach coefficient is expressed in units
coraraiserate with the final expression in Newtons; for ex-
ample, C1 is expressed in Newtons, C2 in Newtons per
kilopascal, and so forth.

Specific Impulse, measured in m/s {or, equivalently,
Newton Seconds/kilogram) is expressed using a similar
eqguation:

\

Ly (B1) = {Ki + Kol + K P + KPS0+ Ko7+ Ko P50 + Ko K i (

-

TN 1+C134+C P

> 14+ K+ K P
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Table 11.1 shows the default values for these coefli-
cients.

11.5 Sensors

11.6 Tanks
Mass is depleted from the fuel tanks using equation

dm . [""T

dt T g9

(11.1)

where the thrust and specific impulse are given by 77 and
11.4.1.

This mass depletion is integrated along with the other
parameters during propagation.

The tauk rodel in GMAT manages the fuel mass and
the input variables for the thrust and specific impulse
polynomials. The tank can be run in either a blow-down
or pressure regulated mode. In pressure regulated mode,
the pressure in the polynomial is held at a fixed value. In
blow-down mode, the pressure decreases as fuel is used,
following the ideal gas law:

PV =nRT (11.2)

In GMAT’s blow-dowo model, the ternperature T and
the number of pressurant molecules n in the tank are held
constant, so the right side of this equation is constant.
The gas volume available in the tank grows as fuel is con-
sumed, and the pressure decreases accordingly. The gas
volume Vg in the tank is computed from the total tank
volume, Vr, the mass of the fuel, Mg, and the density of
the fuel, p:

. - M
Vo =V — _;5 (11.3)

Table 2 shown the default values for the tank param-
eters.

CHAPTER 11.
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‘ Table 11.2: Default Fuel Tank Parameters

Parameter [ Default Value | Units
FuelMass 756 kg
Pressure 1500 kPa

Temperature 20 C
RefTemperature 20 C
Volume 0.75 m>
FuelDensity 1260 kg/m>
PressureRegulated true




11.6. TANKS

Table 11.1: Default Thrust and Specific Impulse Coefficients

{ Thrust Coefficient | Default | Units | Impulse Coefficient | Default | Units
[ 500 N K 2150 m/s
Ca 0 N/kPa Ky 0 m/ (s - kPa)
Cs 0 N/kPa? Ky 0 m/(s - kPa’)
Cy 0 N/kPaCs K, 0 m/(s - kPa™?)
Cs 0 none K 0 none
Cq 0 N/kPaC7 Kg 0 m/(s - kPa"")
Cy 0 none Ky 0 none
Cs 0 N/kPaCs Ky 0 m/(s - kPa"™®)
Cy 0 none Ky 0 none
010 0 N K 10 0 m /S
Ci1 1 none K1 1 none
Cia 0 1/kPa Ko 0 1/kPa
Ci3 0 none K3 0 none
(_;'14 0 1,/kPa 1(14 0 l/kpﬂ.
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Chapter 12

MathSpecAppendices

12.1 Vector Identities

8aTla da

— = 2a’ -

Oz 19}
da 9 , m )1/1 a* da
Era PR v
a1 _9 (aTa) 172 _ aT%
oz dz a® Oz
a /a Y. 1 da aaT da
Oz (a‘*/ a® dz a® 0z

(12.1)
(12.2)
(12.3)

(12.4)
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o y-axis: Completes the right-handed set.

o z-axis: Normal to the equatorial plave.

The Equator systern in GMAT is a true equator of date
axis system. The equatorial coordinate system is defined
only for celestial bodies. For a particular body, the equa-
torial system is defined by the bodies equatorial plane
and its intersection with the ecliptic plane, at the current
epoch. The Earth and Moon have highly accurate mod-
els for their equatorial systems and and are treated at the
end of this sectiou. For the remaining bodies in the solar
system, the equatorial coordinate system is calculated in
GMAT using date published by the International Astro-
nomical Union {TAU).* The IAU publishes data that gives
the spin axis direction and prime meridian location of all
the planets and major moons as a function of time. For
the Earth, GMAT uses FK5 reduction for the Equator
system. For the Moon, GMAT can use either the TAU
data, or Euler angles provided in the JPL DE405 files.

Let’s look more closely at the data provided by the
TAU. Figure 3.5 contains an illustration of the three vari-
ables, ¢, §,, and W, that are used to define a body’s spin
axis and prime meridian location w/r/t MJ2000Eq. «,
and ¢, are used to define a body’s spin axis direction. W
is the body’s sidereal time. The equations for o, J,, and
W for the nine planets and the Earth’s moon are found
in Tables 3.1 and 3.2. From inspection of Fig. 3.5 we see
that

_ nTranc Tran° _ &
Ry,... =R3(90° 4+ a0, )R; (90° - §,) (3.52)
a, and J, vary slowly with time, so we can assume the

derivative of R, for the Equator system is the zero ma-
trix.

. 0.0 0.0 0.0
Ry,:= {00 00 00 (3.53)
0.0 0.0 0.0,

If the user chooses to use the DE405 files to determine
the Moon’s orientation, then GMAT gets a set of Euler
angles and rates from the DE405 files. We then use the
following equations to determine R, ; and RJ%,;.

R-’zm’i R?n (01)TR] (92)T (3.54)

R = Re(0)TRI(0;)+RI(@)RT(6:)(3.55)
where

) 0.0 _0.0 00

R;(92) = 1 0.0 —{)2 sinfa 03 cos6; (3.56)

0.0 —bcos0; —0O;sinfy,

and

] ~f’{"1 sin# 91_ cosfy 0.0

Ra(01) = | —61c086; —6;sinf; 0.0 (3.57}

0.0 00 0.0/

'3.4.3

CHAPTER 3. COORDINATE SYSTEMS

Finally, for the Earth, the Equator axis system a true
of date equator system and is calculated using the algo-
rithm described in Sec. 3.4.5.

3.4.2 MJ2000 Ecliptic (MJ2000Ec)

The MJ2000 Ecliptic axis system is defined as follows:

e z-axis: Along the line formed by the intersection
of the Earth’s rnean equator and the mean ecliptic
plane, at the J2000 epoch. The axis points in the
direction of the first point of Aries.

e y-axis: Completes the right-handed set.

e 2-axis: Normal to the Earth’s mean equatorial plane
at the J2000 Epoch.

The matrix to rotate from MJ2000 Ecliptic (MJ2000Ec)
to MJ2000 Equatorial (MJ2000Eq) is a rotation about the
z-axis through the obliquity of the ecliptic at the J2000
epoch which is 23.439291°:

1.0 0.0
0.0 0.91748206
0.0 0.397777186

0.0
—0.397777156
0.9174820621

R = (3.58)

GMAT uses miore significant digits than included here.
The rotation matrix is constant by definition so its time
derivative is identically the zero matrix.

{00 00 00
R= {00 0.0 00 (3.59)
0.0 0.0 0.0

True of Epoch Equator (TOEEq)

The True of Epoch Equator axis system is defined as fol-
lows:

o z-axis: Along the true equinox at the chosen epoch.
The axis points in the direction of the first point of
Aries.

e y-axis: Completes the right-handed set.
s 2-axis: Normal to the Earth’s true equatorial plane

at the chosen Epoch.

The TOEEq axis system is an intermediate system in
FK5 reduction. Ry; snd Ry; for the TOEEq system are
calculated using the following equations

Ry = NT(t,)PT(2,) (3.60)

where ¢, is the epoch defined in the coordinate system de-
scription provided by the user in the epoch field. Hence,



