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Carbon is the basic building block of life, and the carbon cycle represents the cycle of all living organisms. Through the process of photosynthesis, plants on land or algae living in lakes and oceans take up carbon dioxide and convert this into living organic products (such as carbohydrates, proteins, fats, etc.). Through the process of respiration, organisms break down these organic compounds for energy, metabolizing them into various forms of chemical energy and regenerating the carbon dioxide. The level of carbon dioxide in the atmosphere plays an important role in earth’s climate through the “greenhouse effect”. Therefore, understanding the carbon cycle provides insight about life on earth as well as its role in climate change. The carbon component of interest here is dissolved organic carbon (DOC), which comprises >97% of the organic carbon in the ocean. The dissolved organic carbon in the coastal ocean originates from many sources, including land plant debris and pollution transported by rivers and material excreted from algae and other living organisms in the ocean. Our objective in this study was to quantify DOC from space through the portion of DOC that can be seen by satellite sensors – colored dissolved organic matter (CDOM). The substance that leaches from tea bags is an example of CDOM. Satellite instruments used to study ocean biology do not measure ocean constituents directly, but rather measure light leaving the ocean at multiple wavelengths (blue, green, red, etc.), which can be used to derive the concentration of ocean constituents, including chlorophyll and CDOM. In fact, the presence of high levels of CDOM in coastal waters reduces the accuracy of satellite chlorophyll measurements.

We conducted multiple expeditions within the coastal ocean region along the U.S. Mid-Atlantic to collect measurements of DOC, CDOM, and light leaving the ocean to develop relationships to compute CDOM and DOC from NASA’s MODIS and SeaWiFS satellite sensors. We also evaluated the accuracy of the satellite measurements through comparisons with independent measurements collected at sea. Our results demonstrate that the accuracies of satellite-derived measurements are within 9% for DOC and 20% for CDOM for our coastal ocean study region. These results compare very well with the 33% accuracy for satellite estimates of ocean chlorophyll globally. This study represents the first successful and verified satellite measurements of dissolved organic carbon and colored dissolved organic matter in the coastal ocean. These new satellite products can be applied to study coastal ocean processes such as the export of DOC from land to the ocean, the summer accumulation of DOC from algae and other organisms, and the summer bleaching of CDOM by sunlight. We can apply these satellite observations to investigate interannual and decadal-scale variability in surface ocean CDOM and DOC within coastal waters and monitor impacts of climate change and human activities on coastal ecosystems.
Abstract

In coastal ocean waters, distributions of dissolved organic carbon (DOC) and chromophoric dissolved organic matter (CDOM) vary seasonally and interannually due to multiple source inputs and removal processes. We conducted several oceanographic cruises within the continental margin of the U.S. Middle Atlantic Bight (MAB) to collect field measurements in order to develop algorithms to retrieve CDOM and DOC from NASA's MODIS-Aqua and SeaWiFS satellite sensors. In order to develop empirical algorithms for CDOM and DOC, we correlated the CDOM absorption coefficient (a_CDOM) with in situ radiometry (remote sensing reflectance, Rrs, band ratios) and then correlated DOC to Rrs band ratios through the CDOM to DOC relationships. Our validation analyses demonstrate successful retrieval of DOC and CDOM from coastal ocean waters using the MODIS-Aqua and SeaWiFS satellite sensors with mean absolute percent differences from field measurements of <9% for DOC, 20% for a_CDOM(355), 16% for a_CDOM(443), and 12% for the CDOM spectral slope. To our knowledge, the algorithms presented here represent the first validated algorithms for satellite retrieval of a_CDOM, DOC, and CDOM spectral slope in the coastal ocean. The satellite-derived DOC and a_CDOM products demonstrate the seasonal net ecosystem production of DOC and photooxidation of CDOM from spring to fall. With accurate satellite retrievals of CDOM and DOC, we will be able to apply satellite observations to investigate interannual and decadal-scale variability in surface CDOM and DOC within continental margins and monitor impacts of climate change and anthropogenic activities on coastal ecosystems.

1. Introduction

The potentially large fluxes of carbon, production, and carbon sequestration in the coastal ocean accentuate the significance of the coastal ocean to the global carbon cycle. Globally, rivers export an estimated but variable 0.43 Pg organic carbon yr^-1 (Pg = 10¹⁵ g; Schlünz and Schneider 2000; Ludwig et al. 1996) and 0.4 Pg inorganic carbon yr^-1 to the ocean (McKee 2003 and references therein). Dissolved organic carbon (DOC) alone comprises over 80-90% of the organic carbon found in the coastal ocean (e.g., Bates and Hansell 1999) and constitutes one of the largest pools of organic carbon in the biosphere (Hedges 2002). The coastal ocean accounts for 21% of the ocean's primary production (Jahnke 2007). The net ecosystem production (NEP) of DOC, which can be generally defined as the sum of phytoplankton extracellular release, lysis of phytoplankton, and zooplankton sloppy feeding and egestion minus microbial uptake, contributes approximately 20% of total primary production in the ocean (Hansell and Carlson 1998; Álvarez-Salgado et al. 2001).

Estuaries and the coastal ocean experience a high degree of variability in the composition and concentration of chromophoric dissolved organic matter (CDOM) and particulate matter as a consequence of the variability in the discharge of terrigenous dissolved organic matter, sediments, and detritus into coastal waters by rivers and estuaries and phytoplankton blooms (Bricaud et al. 1981; Carder et al. 1989; Aiken et al. 1992). This complicates the bio-optical properties of the coastal ocean due to the strong absorptive character of terrigenous CDOM, detritus, and phytoplankton and impedes accurate satellite-based measurements of other ocean color constituents such as chlorophyll a. In coastal waters, CDOM can dominate the inherent
light absorption at ultraviolet and blue wavelengths (20-70% at 440 nm; Del Vecchio and Subramaniam 2004) and confound the retrieval of chlorophyll a from ocean color satellite observations (Bricaud et al. 1981; Nelson and Guarda 1995; Degrandpre et al. 1996). However, the capability to quantify CDOM can lead to improvements in satellite retrievals of chlorophyll a and biogeochemical processes in the coastal ocean. Algorithms developed for the GeoEye/NASA Sea-viewing Wide Field-of-view Sensor (SeaWiFS) (Hoge et al. 2001; Maritorena et al. 2002) and the NASA Moderate Resolution Imaging Spectroradiometer (MODIS) (Carder et al. 1999) estimate the absorption coefficient of CDOM and detritus as a single parameter ($a_{CDOM}$), because CDOM and detritus have similar spectral responses in the visible spectrum.

Several algorithms have been developed to retrieve $a_{CDOM}$ from remote sensing of the ocean (Siegel et al. 2002; 2005; Carder et al. 1999), and in the MAB specifically (Hoge et al. 2001; Magnuson et al. 2004). These methods use semi-analytical models to simultaneously derive multiple parameters including $a_{CDOM}$, chlorophyll a, and the particulate backscatter coefficient. Other methods are empirical, relating the CDOM absorption coefficient ($a_{CDOM}$) to remote sensing reflectance (Rrs) band ratios of various ocean color bands. D’Sa and Miller (2003) found strong relationships between $a_{CDOM}$(412 nm) and several Rrs band ratios (Rrs; 412 nm/510 nm, 443 nm/510 nm and 510 nm/555 nm) in the Mississippi River plume. At the CalCOFI site in southern California, Kahr and Mitchell (2001) applied the SeaWiFS Rrs(443/510) band ratio to retrieve $a_{CDOM}$(300). Johannessen et al. (2003) linked ultraviolet (UV) attenuation coefficients ($K_d$) at 323 nm, 338 nm, and 380 nm to the Rrs(412/555) band ratio ($R^2 > 0.9$), and also found a strong relationship between $K_d$ and $a_{CDOM}$ for each of the UV bands for the coastal ocean adjacent to the Chesapeake and Delaware Bays. By deriving $K_d$ from SeaWiFS normalized water-leaving radiances, Johannessen et al. (2003) retrieved $a_{CDOM}$ to within 6-50% of in situ measurements.

One global approach to estimate DOC from $a_{CDOM}$ utilizes a temperature-based algorithm (Siegel et al. 2002). Although this approach has potential for the pelagic ocean, temperature is not likely to be a good indicator of CDOM or DOC in the coastal ocean. Instead, a CDOM-based algorithm that incorporates remote sensing estimates of salinity would seem appropriate, since both DOC and CDOM can co-vary with salinity in coastal waters (e.g., Mantoura and Woodward 1983; Del Vecchio and Blough 2004). At present, however, satellite-based measurements of salinity do not exist and data from planned missions such as the joint NASA-Space Agency of Argentina Aquarius mission will be too coarse (~100 km pixels) to be useful in the coastal ocean. The most practical approach to estimate DOC in coastal waters from satellite sensors requires $a_{CDOM}$- or $a_{CDM}$-based algorithms. Consequently, we are applying an empirical least-squares approach to estimate DOC from $a_{CDOM}$ by applying relationships derived from field measurements collected within the U.S. Middle Atlantic Bight (MAB). The objectives of this activity were to develop and validate satellite algorithms for retrieval of CDOM and DOC within the MAB.
2. Methods

2.1 Study Area

The focus of this study is on the continental margin of the MAB extending from the Delaware Bay mouth to the region south of the Chesapeake Bay mouth (Fig. 1). The general circulation pattern of the MAB is an along-shore southward flow of shelf water from George’s Bank (northeast of the MAB) to Cape Hatteras, North Carolina. During winter and early spring northerly winds and the along-shore current force estuarine plumes, including Chesapeake Bay (Rennie et al. 1999; Verity et al. 2002) and Delaware Bay (Sanders and Garvine 2001) to flow southward along the coast. As winds reverse later in spring the southerly along-shore flow weakens, and the Chesapeake Bay plume broadens and flows offshore, primarily to the south and east. This permits the surface heat flux to strengthen the water column stratification (Verity et al. 2002). At this point, saline waters from the South Atlantic Bight and the Gulf Stream also flow into the southern MAB. A significant portion of shelf water from the MAB is advected offshore from the region between Cape Hatteras and Chesapeake Bay (Churchill and Berger 1998; Verity et al. 2002), which suggests that this region is an important site for carbon export to the open ocean. The drainage basin of Chesapeake Bay discharges more freshwater than any other river along the U.S. Atlantic coast, contributing about half the freshwater that flows into the MAB (Schubel and Pritchard 1986). Freshwater flowing into Delaware Bay contributes ~15-20% of the freshwater discharge into the MAB (Lebo and Sharp 1993).

2.2 Field sampling

Multiple research cruises were conducted in the southern MAB (Fig. 1) from March 2005 to November 2006 (30 March to 1 April, 27 May, 26-30 July, and 3 November 2005; 9-12 May, 2-6 July, 6 September, and 28 November 2005; 9-12 May, 2-6 July, 6 September, and 28 November 2005) to collect biogeochemical (phytoplankton pigments and DOC) and apparent (AOP; water-leaving radiances) and inherent optical properties (CDOM absorption). We also participated on Old Dominion University’s hydrography cruises within the lower Chesapeake Bay between July 2004 and September 2005 (5 July, 1 September, 15 October, and 15 November 2004, 10 January, 26 May, 21 June, 19 August, and 23 September 2005; Fig. 1a). Seawater samples were collected with Niskin-type bottles at multiple depths per station. The entire contents of the Niskin bottles were dispensed into carboys, which were shaken prior to sampling to ensure homogeneous samples.

2.3. Sample Collection, Storage, and Analysis

Seawater samples for analysis of DOC and CDOM absorption are filtered under a gentle vacuum (<5 in Hg) through pre-combusted (6 hours at 450°C) Whatman GF/F glass fiber filters and collected directly into pre-cleaned and pre-combusted sample glass bottles and vials. Duplicate samples for DOC analysis are collected and stored frozen. DOC is measured in triplicate (3 of 7 injections to maintain a standard deviation <2%) by high temperature combustion oxidation using a Shimadzu TOC-V instrument (Benner and Strom 1993; Sharp et al. 2002). The deep seawater consensus reference material (CRM; Hansell Laboratory, Rosenstiel School of Marine and Atmospheric Science, University of Miami) is used daily, typically 2 to 3 sets of injections, to verify the accuracy of DOC measurements and maintain an analytical error to within ±5%. The deep seawater CRM measurements for batch 4 2004 (44.1±1.7 μmol L⁻¹ C; n=50) and batch 5 2005 (45.7±1.5 μmol L⁻¹ C; n=33) analyzed were within reported consensus values (44-45 μmol L⁻¹ C and 45-46 μmol L⁻¹ C, respectively).
Standard curves of the manufacturer-recommended carbon standard (potassium hydrogen phthalate) ranging in concentration from 42 to 333 μmol L⁻¹ C are conducted prior to analysis each time the catalyst is replaced. Furthermore, standards are interspersed between every 9 samples for each sample batch to verify the consistency of the standard curve throughout each sample batch analyzed. The instrument carbon blank is determined from the area counts of the numerous Milli-Q ultraviolet oxidized ultra-pure water injections and is subtracted from each sample analyzed. To minimize blockage of the TOC-V flow path from salt accumulation, Milli-Q water blanks are inserted between every 3 seawater samples for each batch of samples. Injection volumes for seawater samples, standards and blanks are typically 120 μL.

Samples for determination of CDOM spectral absorption coefficients are stored under refrigeration. In the laboratory, CDOM samples are warmed to room temperature and filtered through 0.2 μm Whatman Nuclepore polycarbonate filters or Gelman Supor (polyethersulfone) filters prior to analysis. Filtration of CDOM samples through GF/F filters in the field is necessary for coastal ocean waters due to the high particle load that quickly clog Nuclepore and Supor filters. Absorbance spectra of CDOM are measured using a Cary 100 Bio Ultraviolet-Visible scanning spectrophotometer and Suprasil quartz 100 mm pathlength cells with ultraviolet (UV) oxidized Milli-Q water as the blank and reference (Mitchell et al. 2003). Instrument scan settings are as follows: 250-800 nm wavelength scan range, 1 nm data interval, 100 nm min⁻¹ scan rate, and 4 nm slit width. The instrument noise for reference baselines of air-to-air and ultra-pure water spectral scans is within ±0.0005 absorbance units. Spectral absorption coefficients are determined after subtracting the raw absorption measurements with field filtration blanks of UV-oxidized Milli-Q and a null point value (Mitchell et al. 2000; 2003). For the work presented here, the absorption spectra of filtration blanks and null point value are within the level of instrument noise; thus, additional corrections are not necessary. The absorption coefficients are calculated from the following expression: \( a(\lambda) = 2.303 \Delta A(\lambda)/L \), where \( A(\lambda) \) is the absorbance of filtered seawater measured across pathlength \( L \) in meters. Instrument performance tests (wavelength accuracy and reproducibility, photometric noise, and baseline flatness) are conducted each day prior to analysis. Furthermore, National Institute of Standards and Technology (NIST)-traceable calibration standards (Holmium oxide filter for wavelength accuracy and Spectronics standards, Thermo Electron Corporation, to evaluate stray light, wavelength accuracy, and photometric performance) are also used to verify instrument performance. The uncertainty associated with CDOM spectral absorption coefficients at an instrument noise level of 0.012 m⁻¹ is on the order of 0.02-0.046 m⁻¹ (Blough and Del Vecchio 2002). The CDOM spectral slope is determined by fitting a single-exponential non-linear curve \[ a(\lambda) = a(\lambda_o)e^{-(\lambda - \lambda_o)/S} \], where \( a(\lambda) \) and \( a(\lambda_o) \) represent the absorption coefficients at wavelength \( \lambda \) and reference wavelength \( \lambda_o \). CDOM absorption coefficients, \( a_{CDOM}(\lambda) \), and the spectral slope coefficient \( S \), a parameter that quantifies the exponential absorption decrease with increasing wavelength, have been shown to vary with type and source of CDOM (e.g., Blough and Del Vecchio 2002).

Samples for pigment analysis are collected on 25 mm GF/F filters under a gentle vacuum (<5 in Hg). Pigment samples are preserved in liquid nitrogen in the field and stored at -80°C in the laboratory. Pigments are analyzed by reverse-phase high-performance liquid chromatography (HPLC) with a C8 column on the HPLC system equipped with photodiode array detector at the NASA-selected laboratory in support of the NASA MODIS team (currently Horn Point Laboratory, University of Maryland Center for Environmental Science) (Van Heukenlem and
Thomas 2001). With this method, uncertainty for total chlorophyll a is 5-7% and 4-15% for carotenoid pigments (Claustre et al. 2004).

2.4 Apparent Optical Properties

The AOP data used here are part of a larger enterprise to create a Self-Consistent AOP Profiles Archive (SCAPA). This database was created from an extensive set of field campaigns executed by a single field team throughout the world ocean (McClain et al. 2004), but primarily in Case-1 waters. The self-consistency of the data products is achieved from a rigorous adherence to The Ocean Optics Protocols (Mueller 2003), with particular emphasis on a set of quality assurance procedures implemented during the sensor calibration, field acquisition, and data processing steps (only the most recent or the most comprehensive references are given):

a) the radiometric calibration facilities are traceable to the National Institute of Standards and Technology (NIST) and have all been evaluated in international round robins which showed the absolute calibration uncertainties were to within 3% (Hooker et al. 2002a);
b) individual sensor characterizations (e.g., the immersion factor) have been evaluated using standard and new advanced techniques in international round robins and shown to have an uncertainty of less than 1% (Hooker and Zibordi 2005);
c) platform perturbations are avoided by using free-fall instruments that can be deployed far away (usually 30-50m) from the deployment platform (Hooker and Morel 2003);
d) sensor stability is monitored in the field with a portable source (Hooker and Aiken 1998) or by simultaneous deployment of two or more similar instruments, and the intercomparison of the data products is to within the uncertainty in the calibrations (Hooker et al. 2002b);
e) solar irradiance data is collected with a separate sensor mounted on the deployment platform (Hooker and Maritorena 2000), so small illumination variations can be removed from the profile data (the emphasis is on collecting data only during stable atmospheric conditions);
f) two-axis tilt sensors are used to ensure only nadir radiances and planar irradiances (to within 5 degrees of vertical) are used during data processing (Hooker and McClain 2000);
g) in-water data products are derived from a near-surface extrapolation interval (a portion of the water column that starts close to the sea surface and extends downward for several or many meters as long as the water properties appear homogeneous and the log-transformed data decay linearly) and a well-established methodology (Smith and Baker 1984) that has been evaluated in an international round robin (Hooker et al. 2001) and shown to be capable of agreement at the 1% level;
h) because the in-water red wavelengths decay the most rapidly, separate extrapolation intervals are used for the blue-green and red channels, and the choice in setting the deeper limit of the interval (both must have the same shallower limit) is guided by ensuring the extrapolated in-water determination of downward irradiance matches the solar reference (usually to within 2.5% and almost always to within 5%); and i) all the contemporaneous chlorophyll a data, which are needed for some of the processing options (e.g., the self-shading and bidirectional corrections), come from high performance liquid chromatography analysis (Hooker et al. 2005).

Although the more recent emphasis has been on collecting data in optically more complex (coastal) waters (Russ et al. 2007), the aforementioned quality assurance procedures are a continuing aspect of these field campaigns. The primary objective is to collect AOP data with an absolute uncertainty less than 5%, so the data can be used for calibration or validation exercises with equal efficacy. One of the most useful data products for such inquiries is the remote sensing reflectance (Rrs), which is a primary variable for deriving satellite algorithms. In situ Rrs observations have successfully been used to quantify chlorophyll a concentrations at remote sensing wavelengths--more properly band ratios (O'Reilly et al. 1998; 2000)--and the intent here
is to establish ocean color algorithms to obtain satellite observations of DOC and CDOM using a similar approach. The spectral configurations of AOP profilers are necessarily tied to the remote sensing and scientific research objectives. The former require a well-defined set of wavelengths, whereas the latter permit a wider diversity of choices. The BioPRO instrument (Biospherical Instruments, Inc.; San Diego, CA) band set is a compromise between these two requirements and is composed of the following wavelengths (each 10 nm wide): 320, 340, 380, 395, 412, 443, 465, 490, 510, 532, 555, 560, 625, 665, 670, 683, 710, 780, and 860 nm. Only the AOP data collected on the 2005 research cruises (30 March to 1 April, 27 May, 26-30 July, and 3 November 2005) are applied in the work presented here.

2.5 Algorithm development and validation

In order to develop empirical algorithms for CDOM and DOC, we collected field measurements to correlate $a_{\text{CDOM}}$ (CDOM absorption coefficient) to remote sensing reflectance ($R_{\text{rs}}$) band ratios and then correlated DOC to $R_{\text{rs}}$ band ratios through the $a_{\text{CDOM}}$ to DOC relationships. Because CDOM contributes to light absorption across the visible spectrum, several band ratio solutions are possible to avoid the atmospheric correction problems associated with the 412 nm band in coastal waters (e.g., negative water-leaving radiances). The least-squares approach was applied to our field observations to evaluate multiple curve-fitting solutions to correlate $a_{\text{CDOM}}$ to several $R_{\text{rs}}$ band ratios. The most promising curve-fitting functions, logarithmic and one-phase exponential decay, and $R_{\text{rs}}$ band ratios are presented here. The in situ $R_{\text{rs}}$ value for 551 nm was determined from a linear interpolation of the field measurements of $R_{\text{rs}}$ at 532, 555, and 560 nm. The DOC and $a_{\text{CDOM}}$ values were transformed as the inverse of DOC and natural log of $a_{\text{CDOM}}$ (355) to meet normality assumptions for model II linear regression analysis. The CDOM spectral slope can also be derived from empirical $a_{\text{CDOM}}$ algorithms. Relationships between $a_{\text{CDOM}}$ and the $R_{\text{rs}}$ band ratios are derived for multiple $a_{\text{CDOM}}$ wavelengths (e.g., from 300 to 469 nm) to estimate $a_{\text{CDOM}}$ with MODIS and SeaWiFS data at each of those wavelengths. The single exponential non-linear curve fit described previously is applied to the discrete $a_{\text{CDOM}}$ values to estimate $S$.

The validation protocols described by Bailey and Werdell (2006) were applied with the exceptions that the 3x3 ~1 km pixel arrays (sensor native resolution) centered on the field station locations were analyzed, rather than 5x5 pixel arrays due to the greater spatial heterogeneity in coastal waters, and the time window between the satellite overpass and field sampling was extended from 3 hours to 8 and 32 hours to provide sufficient validation data points. The percent coefficients of variation within the 3x3 pixel arrays were on average 4.6-6.2% for the relevant SeaWiFS and MODIS $R_{\text{rs}}$ bands (412, 443, 488, 490, 551, and 555 nm), except for the SeaWiFS 412 nm band (14%). SeaWiFS and MODIS-Aqua ocean color observations were processed using SeaDAS versions 4.9.4 and 5.0.5 (ms112 version 5.4.2) and IDL 6.1 or 6.3 from level 1A and/or 1B to level 2 data applying atmospheric corrections and masks for pixels within any of the followings flags (land, cloud or ice, high top-of-atmosphere radiance, low normalized water-leaving radiance at 555 or 551 nm, stray light, sun glint, or atmospheric correction failure) as detailed in Bailey and Werdell (2006). Pixels with water-leaving radiance values <0.2 mW cm$^{-2}$ μm$^{-1}$ sr$^{-1}$ for the 412 nm band were excluded to minimize the impacts of atmospheric correction that may cause negative or reduced water-leaving radiances (Siegel et al. 2002). Validation results presented here exclude all stations where in situ radiometry measurements were applied to derive the satellite sensor algorithms to ensure that the validation dataset is independent from
the dataset used to derive the CDOM algorithms, except where otherwise noted. Multiple band-ratio algorithms were evaluated with the most promising algorithms yielding similar results. The satellite images presented here were derived from the exponential one-phase decay relationship between $a_{\text{CDOM}}$ and $R_{\text{rs}}(488 \text{ nm}/551 \text{ nm})$ for MODIS-Aqua and $R_{\text{rs}}(490 \text{ nm}/555 \text{ nm})$ for SeaWiFS.

The evaluation of algorithm performance was based on statistical parameters comparing the satellite-derived measurements of $a_{\text{CDOM}}$, DOC, and CDOM spectral slope with the field measurements, which are referred to here as validation match-ups. The statistical parameters applied include the relative percent difference (results not shown), mean and standard deviation of the absolute percent difference (APD), root mean square error (RMSE), and the $R^2$ and slope values from linear regression analyses of the validation match-ups for each satellite sensor (Bailey and Werdell 2006; Garcia et al. 2006). In the following equations, $C_{\text{alg}}$ and $C_{\text{in situ}}$ represent the parameters of interest (DOC or $a_{\text{CDOM}}$) for the satellite algorithm and field observations, respectively, and $N$ refers to the sample size.

\[
\text{Mean APD (\%)} = \left[ \frac{\sum |C_{\text{alg}} - C_{\text{in situ}}|}{C_{\text{in situ}}} \right] \times \frac{1}{N} \times 100
\]

\[
\text{RMSE} = \text{square-root}\left\{ \frac{1}{N} \sum (C_{\text{alg}} - C_{\text{in situ}})^2 \right\}
\]

Validation match-ups were conducted for measurements collected within ±8 hours of a satellite overpass and within ±32 hours of a satellite overpass in order to obtain sufficient sample size for analysis. Redundant data (multiple observations from a single satellite sensor for an individual validation station) were excluded based on meeting the validation criteria for atmospheric corrections and masking due to flags (Bailey and Werdell 2006) and minimum time difference between satellite overpass and field sample collection. Excluding stations where in situ radiometry measurements were applied to derive the satellite sensor algorithms reduces sample size significantly ($N=8$ and 20 for MODIS-Aqua ±8 hour and ±32 hour validation period, respectively, rather than $N=14$ and 27) and limits this validation dataset to the May 2006 sampling. Therefore, results for the expanded validation dataset that include stations where in situ radiometry measurements were used for algorithm development are also presented to extend the MODIS-Aqua validation into summer and fall and augment the Chesapeake Bay plume dataset, which extends the upper range of DOC and $a_{\text{CDOM}}$. Sample size is substantially greater for SeaWiFS validation match-ups primarily due to masking of MODIS-Aqua pixels caused by flags associated with sun glint and stray light.

3. Results and Discussion

3.1 CDOM to DOC relationships

In coastal ocean waters, distributions of DOC and CDOM vary seasonally and interannually due to multiple source inputs including in situ primary production, contributions from adjacent ocean waters, and terrigenous, anthropogenic, and estuarine-derived organic matter entering the coastal ocean from rivers and bays, and removal processes such as advection, microbial remineralization and photooxidation. CDOM represents only a portion of the total DOC pool, and the non-chromophoric content of DOC varies seasonally and regionally due to diverse inputs and losses. Our results show strong but seasonally variable relationships between
a_{CDOM} and DOC for the southern MAB (Fig. 2; $R^2$>0.85). Moreover, the seasonal relationships are consistent from year-to-year during our study period (2005-2006). For the shelf region, the a_{CDOM}-DOC slopes for the two seasonal relationships are similar (Figs. 2a-2b), whereas the y-intercepts for the summer relationships are much greater than the fall-winter-spring relationships (Figs. 2a-2b). Furthermore, subsets of these data from the Chesapeake Bay mouth and nearby inner-shelf demonstrate equivalent seasonal relationships (Figs. 2c-2d) to the greater MAB region. In contrast, the summer a_{CDOM} to DOC relationships for the Delaware Bay mouth and nearby plume station differ from the MAB relationship (data not shown). This may be due to dissimilarities in source inputs, particularly anthropogenic contributions to Delaware Bay DOM from highly absorbing petroleum hydrocarbons (Mannino and Harvey 1999) and black carbon (Mannino and Harvey 2004). Our results show that at least two seasonal algorithms (fall-winter-spring and summer) are required to retrieve DOC from MODIS and SeaWiFS in the MAB due to seasonal variability in the a_{CDOM} to DOC relationship caused by the accumulation of primarily non-chromophoric DOC from net ecosystem production (NEP) and the concomitant loss of CDOM through sunlight-induced photooxidation between late spring to early fall.

Previous studies in coastal waters also show generally strong correlations between a_{CDOM} and DOC. In the southern Baltic Sea, Ferrari et al. (1996) observed a strong relationship between DOC and a_{CDOM}(355) for April and September cruises ($R$=0.9 and 0.7, respectively), and a poor correlation for an August cruise. Del Castillo et al. (1999) examined DOC and CDOM absorption within the Orinoco River plume in the Caribbean Sea and found a statistically significant correlation ($R$=0.88) between DOC and a_{CDOM}(300). Results along a transect from the Delaware Bay mouth to the Sargasso Sea showed a strong correlation between fluorescence and a_{CDOM}(355) and also between fluorescence and DOC concentration (Vodacek et al. 1995; 1997). Rochelle-Newall and Fisher (2002) found a statistically significant relationship between a_{CDOM}(355) and DOC ($P<0.01$, $R^2=0.59$) within Chesapeake Bay. For the MAB, the relationship between DOC and a_{CDOM}(355) in the surface mixed layer was significant ($R^2$=0.5 to 0.75) but seasonally variable from summer to autumn (Del Vecchio and Blough 2004), which is consistent with the results presented here. However, the equations relating DOC and a_{CDOM}(355) in Del Vecchio and Blough (2004; e.g., July 1998: $DOC = 55.6 \ a_{CDOM}(355) + 98.3$) are substantially different from our results (Fig. 2). These disparities are likely due to differences in end-member sampling, since the DOC samples from Del Vecchio and Blough (2004) extended from Delaware Bay to Gulf Stream and Sargasso Sea waters, whereas our study emphasized the region between the Chesapeake Bay mouth and the shelf break.

3.2 CDOM and DOC algorithm development and validation

Several non-linear and linear curve-fitting routines model the field observations of a_{CDOM} and Rrs band ratios rather well. The most promising algorithms presented here include the exponential one-phase decay models (Rrs band ratio = $span \cdot e^{-\alpha_{CDOM}(355)} + $ plateau) and the linear regression models applied to log-transformed data (Fig. 3). Alternative algorithms can also be derived for a_{CDOM} at other wavelengths.

SeaWiFS- and MODIS-Aqua-derived estimates of a_{CDOM} and DOC were compared with field observations to determine which algorithms performed best (Figs. 4-5). The absolute percent difference (APD) and root mean square error (RMSE) for SeaWiFS (Fig. 4) and MODIS-Aqua (Fig. 5) a_{CDOM} and DOC products demonstrate similarly good results for most of the algorithms.
Nevertheless, the algorithms based on the Rs(412/555) band ratio performed poorly in the SeaWiFS validation compared to the other band ratios. The exponential one-phase decay algorithms with the Rs(488/551) and Rs(490/555) band ratios were selected based on the results shown and relative consistency in band ratios for the satellite sensors. The mean APD between the satellite sensor and field measurements are approximately 20±20% for aCDOM(355) (mean±1 standard deviation), 16±16% for aCDOM(443) and <8±5% for DOC (Figs. 4-5). Furthermore, expanding the validation dataset to include stations where in situ radiometry measurements were used for algorithm development yields equivalent mean APD values for aCDOM(355) and aCDOM(443), but higher values for DOC (7.3±7.5% and 10.5±7.3% for MODIS-Aqua ±8 hour and ±32 hour overpass periods and 8.5±7.5% and 7.1±6.2% for SeaWiFS ±8 hour and ±32 hour overpass periods). The equations and coefficients for the validated aCDOM and DOC algorithms are described in Tables 1 and 2, respectively.

The validation match-ups of satellite-derived aCDOM(355), aCDOM(412) and aCDOM(443) for these algorithms with the field observations demonstrate a close correspondence to the one-to-one relationship for both SeaWiFS and MODIS-Aqua (Fig. 6). For aCDOM(355) and aCDOM(412), the SeaWiFS match-ups (R²=0.89 to 0.93; slope=0.73 to 0.83;) are stronger than for MODIS-Aqua (R²=0.87 to 0.95; slope=0.63 to 0.65) and vice versa for aCDOM(443) (Fig. 6). If the validation match-up dataset is expanded to include stations where in situ radiometry measurements were used for algorithm development then the match-up results improve for SeaWiFS (aCDOM(355): slope=0.93 to 0.97) but deteriorate for MODIS (aCDOM(355): slope=0.52 to 0.545) (Fig. 7). The slope values from the one-to-one validation linear regression analyses may not represent the most informative measure of algorithm performance given the small size of the validation dataset and the relatively narrow range of aCDOM values (about one order of magnitude). The expanded dataset includes more stations within the Chesapeake Bay plume region (primarily from 27 May and 3 November 2005) that may accentuate discrepancies in time and space between water masses observed by the satellite sensor and sample collection from the ship as well as differences in Rs between the in situ radiometry (490 nm and 555 nm) and the MODIS sensor (488 nm and interpolated 551 nm) because of the more optically complex waters (higher chlorophyll a, suspended particles, and CDOM). Nevertheless, the mean absolute percent differences (APD) for aCDOM(355), aCDOM(412) and aCDOM(443) are essentially equivalent for the independent validation and expanded datasets for both sensors. Furthermore, the vertical heterogeneity in river and estuary outflow regions complicates the comparison of the satellite-derived product and the field measurement selected to represent that particular pixel in the validation match-up. Surface mixed layers were typically one to several meters in depth within the plume regions of Chesapeake Bay and Delaware Bay, and Niskin-type sampling bottles homogenized 0.5 to 1 m layer of the water column. The approach applied here entailed using measurements from the top 2 depths of the water column sampled, typically 0.5 to 2 m and 2.5 to 5 m, and weighting the top depth two times the weight of the second depth. The measurements for the top 2 depths were equivalent for most of the stations sampled. The validation match-ups demonstrate excellent retrieval of CDOM with mean APD values for aCDOM(355) ranging from 14.8±11.7% for SeaWiFS to 21±19.7% for MODIS (Figs. 4-5). For aCDOM(443), the APD range from 12.7±10.3% for SeaWiFS to 16.1±14.6% for MODIS (Figs. 4-5). These values are quite good in comparison to typical satellite retrievals of chlorophyll a globally (33.1% median percent difference; Bailey and Werdell 2006) and retrievals of aCDOM(443) (25%; Magnuson et al. 2004) and aCDOM(350) (6-50%; Johannessen et al. 2003) for our study region.
The DOC validation match-ups also show excellent agreement between satellite and field observations ($R^2=0.75$ to 0.96; Fig. 8). Given the narrow range of DOC concentrations (72 to 162 µM DOC) and limited sample size, the slope from the one-to-one linear regression analyses (0.49 to 0.83; Fig. 8) is not a useful parameter to evaluate algorithm performance. The APD for DOC match-ups demonstrate exceptional equivalence between satellite sensor and field measurements with mean APD values ranging from 3.6±2.2% to 7.6±5.3% for MODIS ±8 hour and ±32 hour satellite overpass period, respectively, and 6.5±5.2% for SeaWiFS (Figs. 4-5). The RMSE values range from 8.2 to 8.6 µM DOC for SeaWiFS and 3.2 to 7.8 µM DOC for MODIS-Aqua. Higher mean APD (10.5±7.3% for MODIS-Aqua and 8.5±7.5% for SeaWiFS) and RMSE values (Fig. 8C) were computed for the expanded dataset, which includes additional stations from summer and fall cruises and from the Chesapeake Bay plume region. This study represents the first validated algorithms for retrieval of surface ocean DOC from SeaWiFS and MODIS satellite sensors. The approach described by Siegel et al. (2002) to determine surface DOC using sea-surface temperatures was successful for entire ocean basins, but is not appropriate for coastal ocean waters just as CDOM- or CDM-based algorithms are not appropriate for the open ocean because of the poor and sometimes negative correlation between $a_{CDOM}$ and DOC in the open ocean.

Exponential one-phase decay $R_{ss}$ band ratio models were computed for multiple $a_{CDOM}$ wavelengths to develop an algorithm to retrieve the CDOM spectral slope ($S$). The mean APD for $a_{CDOM}(\lambda)$ used to derive $S$ range from 14±13% to 25±27% (Figs. 9a-9b). The validation results suggest that the CDOM spectral slope can be retrieved from MODIS-Aqua and SeaWiFS to within 12.4±1.7% and 8.7±5.1%, respectively (Figs. 9c-9d). The one-to-one match-ups for $S$ suggest that the MODIS-Aqua product is biased slightly on the high side compared to field observations (Figs. 9e-9f). The relatively narrow range of $S$ observed in the MAB requires particularly accurate satellite retrievals (<10±5%) to apply this product in tracking sources of terrigenous or marine CDOM and quantifying photooxidation of CDOM and DOC. The validation results suggest that the CDOM spectral slope algorithms can be useful for these applications.

3.3 Seasonal variability of $a_{CDOM}(355)$ and DOC

The satellite-derived products reveal strong seasonal variability in CDOM for the continental margin of the MAB. The gradient of high to low $a_{CDOM}$ from the coast to the open ocean is consistent with our field measurements and previous work (Fig. 10; Nelson and Guarda 1995; DeGrandpre et al. 1996; Del Vecchio and Blough 2004). Higher levels of $a_{CDOM}$ along the coast coincide with periods of elevated freshwater outflow from the Chesapeake Bay, Susquehanna River, and Delaware River, particularly during winter-spring (Figs. 10-11; March to May 2005; November to December 2005 and February 2006). Substantial decreases in $a_{CDOM}(355)$ occur from spring to summer, particularly on the mid-shelf, outer-shelf, and continental slope, primarily due to sunlight-induced photooxidation (Vodacek et al. 1997; Fig. 10). During autumn, storm events vertically mix the water column and introduce CDOM-enriched bottom waters to the surface (Fig. 10D). Seasonal vertical stratification isolates DOM at depth from sunlight, which can degrade CDOM, resulting in DOM with greater chromophoric content at depth than at the surface (Vodacek et al. 1997; Nelson and Siegel 2002). Degraded terrestrial vegetation transported by rivers and estuaries appears to be the principal source of CDOM to the
continental margin (Del Vecchio and Blough 2004). Biological processes such as grazing and microbial activity may also contribute $a_{CDOM}$ to the continental margin (Nelson et al. 2002; Steinberg et al. 2004). Hernes and Benner (2003) found a strong correlation between dissolved lignin phenols (compounds derived from vascular plants) and $a_{CDOM}(350)$ within the Mississippi River plume. Such studies demonstrate that $a_{CDOM}$ may be useful as a tracer of terrigenous DOM in the coastal ocean. However, Chen et al. (2002) observed significant inputs of fluorescent CDOM to the MAB from shelf-slope exchange and from upwelling of slope water in Georges Bank and concluded that rivers/estuaries contribute no more than 10% of CDOM fluorescence. Satellite data analysis of surface ocean CDOM and sea-surface temperatures within the MAB may resolve these contrasting results.

The DOC distributions derived from satellite data analysis also reveal significant seasonal variability for the continental margin of the MAB (Fig. 12). As observed for CDOM, DOC concentrations are generally higher along the coast, especially within the outflow regions of Chesapeake Bay and Delaware Bay, during and following periods of high freshwater discharge (April 2005, February 2006, June 2006 and November 2006; Figs. 11-12) and decrease offshore. Much higher DOC concentrations are observed during the summer compared to early spring due to net ecosystem production (NEP) that promotes the accumulation of semi-labile DOC (Fig. 12). The seasonal accumulation of significant quantities of semi-labile DOC typically begins near the end of phytoplankton blooms when nutrients become limiting which promote the excess production of organic carbon by phytoplankton (Williams 1995; Avril 2002; Cauwet et al. 2002; Nieto-Cid et al. 2004). DOC concentrations from several discrete MODIS-Aqua images were averaged across the study region (36-39°N, 74-77°W; as shown in Fig. 11) based on bathymetry (Fig. 13) using the 1km SRTM3 Plus bathymetry data from Becker and Sandwell (2004) for comparison with field measurements. The satellite-derived DOC values for 2005 and 2006 (Figs. 13a-13b) are equivalent to our field measurements (Fig. 13c). Noteworthy differences (∼13 μmol C L⁻¹) include the outer shelf and continental slope regions in 2006 (Fig. 13), which can be attributed at least in part to our limited field sampling within those bathymetry regions. The seasonal increases in DOC concentration estimated from the discrete MODIS-Aqua images and field measurements are similar for 2005 and 2006 and range from 22-34 μmol C L⁻¹ on the inner shelf (10-20 m), 18-22 μmol C L⁻¹ on the mid-shelf (20-60 m), 6-20 μmol C L⁻¹ on the outer shelf (60-80 m), and 2-14 μmol C L⁻¹ on the continental slope (80-500 m) (Fig. 13). The field measurements reveal a higher seasonal DOC increase on the mid-shelf of 31 and 24 μmol C L⁻¹ for 2005 and 2006, respectively, than observed from the MODIS images. The seasonal DOC increase that we computed is consistent with previous field measurements collected by Vlahos et al. (2002) between March and August 1996 within the southern MAB (35 and 21 μmol C L⁻¹ within the mid-shelf and continental slope region, respectively). From late autumn through early spring, the water column on the continental shelf is vertically well-mixed to 100 m, thus satellite retrievals of surface ocean products are representative of the entire water column. Field measurements of DOC and $a_{CDOM}$ from March 2005 and May 2006 confirm this. Applying MODIS-Aqua and SeaWiFS observations of surface ocean DOC and the high-resolution bathymetry data (Becker and Sandwell 2004) yielded an estimate of the DOC reservoir of $1.1 \times 10^{12}$ g C for the southern MAB (10-100 m bathymetry; 36° to 39°N; 77° to 74°W) during the winters of 2005 and 2006. Given accurate mixed-layer depths, the DOC reservoir and NEP of DOC can be estimated within the surface mixed-layer from satellite observations during stratified conditions.
4. Conclusions

Our validation analyses demonstrate successful retrieval of DOC and CDOM from coastal ocean waters using the MODIS-Aqua and SeaWiFS satellite sensors with mean APD from field measurements of <9% for DOC, 20% for $a_{\text{CDOM}}(355)$, 16% for $a_{\text{CDOM}}(443)$, and 12% for the CDOM spectral slope. The results demonstrate slightly better retrievals of $a_{\text{CDOM}}$ products with SeaWiFS than MODIS-Aqua, but equivalent retrievals for DOC and S. To our knowledge, this study contributes the first validated algorithms for satellite retrieval of coastal ocean surface DOC, $a_{\text{CDOM}}$, and CDOM spectral slope. The seasonal processes that influence CDOM distributions in the MAB include freshwater discharge (especially in winter and early spring), photooxidation in summer, and wind-induced vertical mixing of the water column in autumn. DOC distributions are driven primarily by freshwater discharge, net ecosystem production, and the ocean circulation pattern along the shelf and continental slope. Our $a_{\text{CDOM}}$ satellite algorithms can be applied beyond this study region if the appropriate field datasets are available to extend the range of the exponential decay model (Fig. 3A) and to validate the $a_{\text{CDOM}}$ satellite products. The variability in the $a_{\text{CDOM}}$ to DOC relationship limits the application of the specific DOC algorithms presented here to the continental shelf and slope area of the MAB. Nevertheless, the approach presented here is valid for other coastal ocean regions where DOC is strongly correlated to $a_{\text{CDOM}}$. The potential applications for satellite-derived CDOM and DOC products are substantial. Satellite analysis of $a_{\text{CDOM}}$ can be used to quantify photooxidation rates (CDOM and DOC loss and inorganic carbon production), track the inputs of terrigenous organic matter from rivers or estuaries into the coastal ocean and beyond, and trace water masses with different CDOM signatures. Satellite-derived DOC can be applied to carbon cycle studies to quantify the fluxes of DOC entering the coastal ocean and exported from the continental margin to the open ocean, estimate DOC produced through NEP, and assess the standing stock of DOC. With accurate satellite retrievals of $a_{\text{CDOM}}$ and DOC, we will be able to apply satellite observations to investigate interannual and decadal-scale variability in surface CDOM and DOC within continental margins and evaluate how climate change and anthropogenic activities impact coastal ecosystems.
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Figure Captions

Figure 1. Map of the study area within the U.S. Middle Atlantic Bight (MAB). Station locations sampled on (a) 30 March to 1 April 2005, (b) 26-30 July 2005, (c) 9-12 May 2006, and (d) 2-6 July 2006. One-day cruises were conducted in the Chesapeake Bay mouth and plume region (see ellipse in panel a; 4-6 stations per cruise) on 27 May and 3 November 2005 and on 6 September and 28 November 2006. Additional samples were collected along a transect across the Chesapeake Bay mouth (open circles in panel a).

Figure 2. Seasonal relationships of dissolved organic carbon (DOC) and (a) $a_{CDOM}(355)$ (chromophoric dissolved organic matter absorption coefficient at 355 nm) or (b) $a_{CDOM}(412)$ within the MAB and between DOC and (c) $a_{CDOM}(355)$ or (d) $a_{CDOM}(412)$ in the Chesapeake Bay mouth and plume region for the 2004-2006 research cruises. Data shown for Fall/Winter/Spring include measurements from all depths sampled, but only the top 2 depths for the Chesapeake Bay mouth transect (depicted in Fig. 1a). Summer data only include the top 2 depths sampled (surface mixed layer) and exclude the Delaware Bay mouth and plume stations.

Figure 3. CDOM algorithms derived from field observations of $a_{CDOM}(355)$ and remote sensing reflectance (Rrs) band ratios include the (a) one-phase exponential decay models and (b) logarithmic models for multiple Rrs band ratios applicable to SeaWiFS and MODIS satellite sensors. The lines in each panel represent the predicted data from the non-linear and linear regression model curve-fitting routines.

Figure 4. Validation results comparing SeaWiFS observations with field measurements for multiple algorithms within 8 hours and 32 hours of the satellite overpass. Figures show the mean absolute percent difference (APD) with 1 standard deviation for (a) $a_{CDOM}(355)$, (b) $a_{CDOM}(443)$, and (c) DOC and the root mean square error (RMSE) for (d) $a_{CDOM}(355)$, (e) $a_{CDOM}(443)$, and (f) DOC (see text for equations of APD and RMSE). Exp$_{Rrs}(412/555)$: exponential one-phase decay algorithm for the Rrs(412 nm/555 nm) band ratio, Log$_{Rrs}(490/555)$: logarithmic algorithm for the Rrs(490 nm/555 nm) band ratio.

Figure 5. Validation results comparing MODIS-Aqua observations with field measurements for multiple algorithms within 8 hours and 32 hours of the satellite overpass. Figures show the mean APD of (a) $a_{CDOM}(355)$, (b) $a_{CDOM}(443)$, and (c) DOC and the RMSE for (d) $a_{CDOM}(355)$, (e) $a_{CDOM}(443)$, and (f) DOC. See Fig. 4 for further details.

Figure 6. Validation match-ups comparing MODIS-Aqua- and SeaWiFS-derived products with field measurements for (a) $a_{CDOM}(355)$, (b) $a_{CDOM}(412)$, and (c) $a_{CDOM}(443)$ within 8 hours of satellite overpass and for (d) $a_{CDOM}(355)$, (e) $a_{CDOM}(412)$, and (f) $a_{CDOM}(443)$, within 32 hours of a satellite overpass. The diagonal solid line within each panel represents the one-to-one line. These statistics within the figure represent the results from the linear regression analysis of the match-up data points. The RMSE is computed as described in the text (equation 2). The statistics above the one-to-one line refer to the MODIS-Aqua analysis, and values below the one-to-one line refer to the SeaWiFS analysis.
Figure 7. Match-ups of the expanded validation dataset comparing MODIS-Aqua- and SeaWiFS-derived products with field measurements for (a) $a_{CDOM}(355)$ and (b) $a_{CDOM}(443)$ within 32 hours of a satellite overpass. The expanded validation dataset includes stations where in situ radiometry measurements were used for algorithm development. Statistics above the one-to-one line refer to MODIS-Aqua analysis, and values below the one-to-one line refer to the SeaWiFS analysis. See Fig. 6 caption for additional details.

Figure 8. Validation match-ups comparing MODIS-Aqua- and SeaWiFS-derived products with field measurements (a) DOC within 8 hours of satellite overpass, (b) DOC within 32 hours of satellite overpass, and (c) DOC within 32 hours of satellite overpass for the expanded dataset. See Fig. 7 for additional details.

Figure 9. Validation comparisons of multiple $a_{CDOM}$ wavelengths for (a) MODIS-Aqua and (b) SeaWiFS and the CDOM spectral slope (S) (c) mean APD, (d) mean APD for expanded validation dataset, (e) one-to-one match-ups, and (f) one-to-one match-ups for the expanded validation dataset.

Figure 10. MODIS-Aqua derived satellite images of $a_{CDOM}(355)$ (m$^{-1}$) for (a) 18 March 2005, (b) 27 May 2005, (c) 5 August 2005, (d) 3 November 2005, (e) 24 December 2005, (f) 15 February 2006, (g) 12 May 2006, and (h) 30 June 2006.

Figure 11. Daily streamflow discharge from the Susquehanna River (Conowingo Dam, head of Chesapeake Bay) and Delaware River (Trenton, NJ) and monthly freshwater outflow from the Chesapeake Bay mouth. The Susquehanna River contributes >50% of the freshwater discharge into Chesapeake Bay. Data sources: http://waterdata.usgs.gov/nwis/; written communication from Gary Fisher, U.S. Geological Survey July 17, 2007.

Figure 12. SeaWiFS derived satellite images of DOC (μmol C L$^{-1}$) for (a) 5 April 2005, (b) 27 May 2005, (c) 5 August 2005, (d) 3 November 2005, (e) 16 February 2006, (f) 12 May 2006, (g) 30 June 2006, and (h) 26 November, 2006.

Figure 13. Seasonal and interannual comparisons of DOC for discrete MODIS images from (a) 2005 and (b) 2006 and (c) field measurements.
Table 1. Validated satellite $a_{\text{CDOM}}$ algorithms derived from field observations of $a_{\text{CDOM}(\lambda)}$ and remote sensing reflectance (Rrs) band ratios. The form of the algorithm is the nonlinear one-phase exponential decay regression model: $\text{Rrs} \text{ ratio} = a e^{-c a_{\text{CDOM}(355)}} + b$. The non-linear function was solved for $a_{\text{CDOM}}$ yielding the following equation: $a_{\text{CDOM}(\lambda)} = \ln((\text{Rrs} \text{ ratio} - a)/b)/(c)$. The Rrs(490 nm/551 nm) band ratio algorithms were applied to derive $a_{\text{CDOM}}$ from MODIS-Aqua, and no adjustments were made to field-derived Rrs at 490 nm to match the 488 nm MODIS-Aqua band.

<table>
<thead>
<tr>
<th>Product</th>
<th>Rrs Band Ratio</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>N</th>
<th>RMSE$^a$ (Rrs ratio)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{\text{CDOM}(355)}$</td>
<td>490/555</td>
<td>0.4847</td>
<td>3.055</td>
<td>3.642</td>
<td>34</td>
<td>0.1496</td>
<td>0.908</td>
</tr>
<tr>
<td></td>
<td>490/551</td>
<td>0.4934</td>
<td>2.731</td>
<td>3.512</td>
<td>34</td>
<td>0.1377</td>
<td>0.907</td>
</tr>
<tr>
<td>$a_{\text{CDOM}(412)}$</td>
<td>490/555</td>
<td>0.4443</td>
<td>2.599</td>
<td>8.327</td>
<td>34</td>
<td>0.1354</td>
<td>0.925</td>
</tr>
<tr>
<td></td>
<td>490/551</td>
<td>0.4553</td>
<td>2.345</td>
<td>8.045</td>
<td>34</td>
<td>0.1244</td>
<td>0.924</td>
</tr>
<tr>
<td>$a_{\text{CDOM}(443)}$</td>
<td>490/555</td>
<td>0.4247</td>
<td>2.453</td>
<td>13.586</td>
<td>34</td>
<td>0.1482</td>
<td>0.910</td>
</tr>
<tr>
<td></td>
<td>490/551</td>
<td>0.4363</td>
<td>2.221</td>
<td>13.126</td>
<td>34</td>
<td>0.1355</td>
<td>0.910</td>
</tr>
</tbody>
</table>

$^a$ RMSE – Root Mean Square Error represents the standard deviation of the residuals for the Rrs band ratios from the non-linear regression analysis.

Table 2. DOC algorithms derived from model II linear regression analysis of DOC and $a_{\text{CDOM}(355)}$ field measurements. The Chesapeake Bay mouth and plume equations represent a subset of the MAB dataset. Data were transformed to meet normality assumptions of linear regression analysis. The equation takes the following form: $\text{DOC} = 1/(\ln(a_{\text{CDOM}(355)})\times(-m) + b)$. The $a_{\text{CDOM}(355)}$ algorithms shown in Table 2 can be entered into this equation to obtain DOC directly from satellite Rrs products.

<table>
<thead>
<tr>
<th>Season</th>
<th>Region</th>
<th>m</th>
<th>b</th>
<th>N</th>
<th>RMSE$^a$</th>
<th>$R^2$</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fall-Winter-Spring</td>
<td>MAB</td>
<td>0.0047465</td>
<td>0.0075058</td>
<td>277</td>
<td>0.000618</td>
<td>0.954</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>Chesapeake Bay mouth and plume</td>
<td>0.0046740</td>
<td>0.0073888</td>
<td>148</td>
<td>0.000517</td>
<td>0.938</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Summer</td>
<td>MAB</td>
<td>0.0030323</td>
<td>0.0061522</td>
<td>160</td>
<td>0.000684</td>
<td>0.874</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>Chesapeake Bay mouth and plume</td>
<td>0.0034165</td>
<td>0.0060366</td>
<td>87</td>
<td>0.000519</td>
<td>0.813</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

$^a$ RMSE – Root Mean Square Error refers to DOC in transformed units (1/DOC).
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