ABSTRACT

Method system, and product from application of the method, for design of a subsonic airfoil shape, beginning with an arbitrary initial airfoil shape and incorporating one or more constraints on the airfoil geometric parameters and flow characteristics. The resulting design is robust against variations in airfoil dimensions and local airfoil shape introduced in the airfoil manufacturing process. A perturbation procedure provides a class of airfoil shapes, beginning with an initial airfoil shape.
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Initialize connection weights of neural layer of the NN/SVM shown in Figure 2 (random weights)

Compute outputs of the hidden layer; representing coordinate directions in feature space

If necessary, provide user-specified feature space coordinates and corresponding inner products and/or kernel functions

Compute necessary inner products (kernel function) for the SVM component

Compute the Lagrange multipliers for the SVM component

The connection weights of the neural layer and the Lagrange multipliers of the SVM together define the NN/SVM. Compute the training error of the NN/SVM

Is training error less than specified threshold?

If no, perturb at least one connection weight of neural layer.

If yes, NN/SVM has been trained.
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FIG. 7
Provide set of parameters \( p = (p_1, \ldots, p_m) \) that adequately describe airfoil cross-sectional shape

Provide initial parameter values, \( p = p_0 \)

Provide optimal data points \( P(r_k; \text{opt}) \) for selected locations \( r_k = (x_k, y_k, z_k) \) on airfoil perimeter

Construct \( M \)-simplex \( MS(p_0) \) centered at \( p = p_0 \) in parameter space, with vector \( \Delta p(m) \) from center \( p = p_0 \) to simplex vertex number \( m \)

Perform CFD or other calculations to obtain \( P(r_k; p) \) for extended parameter value set, \( p = p_0 \) and \( \{ p = p_0 + \Delta p(m) \} \), \( (m = 1, \ldots, M+1) \) for each location \( r_k \)

To step 86

FIG. 8A
Determine minimum value of OBJ(p; p0; 1) and corresponding parameter vector, p = p(min), within a selected sphere |p - p0| < d for a selected diameter d (> 1).

Calculate objective function OBJ(p; p0; 2) for the extended parameter value set and use the parameter value set, p = p(min), that minimizes OBJ(p; p0; 1).
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Is \( \text{OBJ}(p_{\text{min}}); p_0) \) at or below a threshold value?

From step 90

To step 85

Provide a new M-simplex MS(p0), centered at \( p_0 = p(\text{min}) \)
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93

Interpret parameter set \( p = p(\text{min}) \) as optimal design
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ROBUST, OPTIMAL SUBSONIC AIRFOIL SHAPES

CROSS REFERENCE TO RELATED APPLICATIONS

This application is a Continuation In Part of prior application Ser. No. 10/043,044, filed Jan. 7, 2002 now U.S. Pat. No. 6,961,719.

ORIGIN OF THE INVENTION

This invention was made, in part, by an employee of the U.S. government. The U.S. government has the right to make, use and/or sell the invention described herein without payment of compensation therefor, including but not limited to payment of royalties.

FIELD OF THE INVENTION

This invention relates to design of optimal shapes of airfoils, such as turbine blades, operating in subsonic flow regimes.

BACKGROUND OF THE INVENTION

An airfoil, such as a propeller blade or a turbine vane or blade (collectively referred to herein as an "airfoil"), may be used in a variety of environments, including different ambient temperatures, gas densities, gas compositions, gas flow rates, pressures and motor rpm. An airfoil shape that is optimized for one environment may have sharply limited application in another environment. For example, vortex shedding at a trailing edge of a rotating airfoil may be tolerable for the nominal design but may become unacceptably high, resulting in airfoil cracking when the manufactured airfoil differs slightly from the specifications. The airfoil design may be constrained by certain physical and/or geometrical considerations that limit the range of airfoil parameters that can be incorporated in the design.

Present designs sometimes lead to extensive airfoil cracking or other failure modes after operation over modest time intervals of the order of a few hours. For example, the vane trailing edge fillet radii for the Space Shuttle Main Engine L.P.O.T.P. (low pressure oxidizer turbopump) have occasionally been observed to develop cracks having a mean crack length of about 0.15 inches. This cracking behavior may arise from strong vortex shedding at the vane trailing edges, compounded by the relatively thin vane trailing edges and/or from the presence of small imperfections in the airfoil trailing edge shape formed in the airfoil manufacturing process.

What is needed is a method for determination of an optimal airfoil shape that provides an approximately optimal shape for a class of environments. This airfoil must be robust enough to operate satisfactorily in these environments and with any reasonable differences from manufacturing specs, and satisfies the constraints imposed on the design. Preferably, the method should be flexible and should be extendible to a larger class of requirements and to changes in the constraints imposed.

SUMMARY OF THE INVENTION

These needs are met by the invention, which provides a method, and a product produced by the method, for determination of a robust, optimal subsonic airfoil shape, beginning with an arbitrary initial airfoil shape and imposing the necessary constraints on the design. In one embodiment, the method implements the following steps or processes: (1) provide a specification of a desired pressure value at each of a sequence of selected locations on a perimeter of a turbine airfoil; (2) provide an initial airfoil shape; (3) provide a statement of at least one constraint that a final airfoil shape must conform to; (4) use computational fluid dynamics ("CFD") to estimate a pressure value at each of the selected perimeter locations for the initial airfoil shape; (5) use computational fluid dynamics (CFD) to determine the pressure distribution for airfoil shapes that are small perturbations to the initial airfoil shape; (6) use an estimation method, such as a neural network, a support vector machine, or a combination thereof, to construct a response surface that models the pressure distribution as a function of the airfoil shape, using the CFD data; (7) use an optimization algorithm to search the response surface for the airfoil shape having a corresponding pressure distribution that is closer to the specified target pressure distribution; and (8) provide at least one of an alphanumeric description and a graphical description of the modified airfoil shape.

The constraint(s) may be drawn from the following group or may be one or more other suitable constraints: vortex shedding from the trailing edge of the airfoil is no greater than a selected threshold value; a difference between any resonant frequency of the airfoil and the vortex shedding frequency is at least equal to a threshold frequency difference; mass of the airfoil is no larger than a threshold mass value; and pressure value at each of a sequence of selected locations along a perimeter of the airfoil differs from a corresponding reference pressure value by no more than a threshold pressure difference value.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 graphically illustrates an improvement in match of a polynomial, where an increased number of training pairs is included in a simple NN analysis.

FIG. 2 is a schematic view of a three-layer feed-forward neural net in the prior art.

FIG. 3 is a schematic view of a two-layer feed-forward NN/SVM (neural network/support vector machine) system according to the invention.

FIG. 4 is a flow chart of an overall procedure for practicing the invention using an NN/SVM system.

FIGS. 5, 6 and 7 graphically illustrate generalization curves obtained for a fifth degree polynomial, a logarithm function and an exponential function, respectively, using a hybrid NN/SVM analysis and 11 training values.

FIGS. 8A/8B/8C are a flow chart for a response surface method used in practicing the invention.

FIG. 9 illustrates an initial airfoil shape (dotted curve) and an optimized airfoil shape (solid curve) for a turbine blade produced by the invention, for a specified class of environments.

FIG. 10 compares the initial and optimized airfoil shape in more detail near the trailing edge of the blade illustrated in FIG. 9.

FIGS. 11A and 11B graphically illustrate surface pressure distribution for the initial and optimized airfoil shapes shown in FIG. 9.

FIG. 12 graphically illustrates unsteady surface pressure loading (maximum pressure minus minimum pressure as the pressures fluctuate in time) for the initial and optimized airfoil shapes.
FIGS. 13 and 14 each graphically illustrate resulting unsteady pressure loading on an airfoil perimeter for the optimized airfoil shape for ten perturbations of the optimal shape.

FIGS. 15 and 16 illustrate airfoil shape for each of the ten perturbations introduced in FIGS. 13 and 14.

FIG. 17 illustrates a perturbation procedure that may be applied to vary the shape of an airfoil.

DESCRIPTION OF BEST MODES OF THE INVENTION

Consider a feed-forward neural network ("NN") 21 having an input layer with nodes 23-m (m=1, . . . , 5), a hidden layer with nodes 25-n (n=1, 2, 3), and an output node 26, as illustrated schematically in FIG. 2. The first input layer node 23-1 has a bias input value 1, in appropriate units. The remaining nodes of the input layer are used to enter selected parameter values as input variables, expressed as a vector p=(p1, . . . , pm), with M≥1. Each node 25-n of the hidden layer is associated with a nonlinear activation function

\[ q_n = \Phi(\sum_{m=1}^{M} C_{mn} \cdot p_m) \]  

of a weighted sum of the parameter values \( p_m \), where \( C_{mn} \) is a connection weight, which can be positive, negative or zero, linking an input node 23-m with a hidden layer node 25-n. The output of the network 21 is assumed for simplicity, initially, to be a single-valued scalar,

\[ r = \sum_{n=1}^{N} D_n \cdot q_n. \]  

FIG. 2 illustrates a conventional three-layer NN, with an input layer, a hidden layer and an output layer that receives and combines the resulting signals produced by the hidden layer.

It is known that NN approximations of the format set forth in Eqs. (1) and (2) are dense in the space of continuous functions when the activation functions \( \Phi_p \) are continuous sigmoidal functions (monotonically increasing functions, with a selected lower limit, such as 0, and a selected upper limit, such as 1). Three commonly used sigmoidal functions are

\[ \Phi(x) = 1/(1 + \exp(-x)), \]  
\[ \Phi(x) = (1 + \tanh(x))/2, \]  
\[ \Phi(x) = (e^{x}-e^{-x})/2x, \]  
\[ \Phi(x) = \{n+2\tan^{-1}(x)/2\pi, \]  
\[ z = \sum_{n=1}^{N} C_{mn} \cdot p_m. \]

Other sigmoidal functions can also be used here. In the context of design optimization, a trained NN represents a response surface, and the NN output is the objective function. In multiple objective optimization, different NNs can be used for different objective functions. A rapid training algorithm that determines the connection weights \( C_{mn} \) and coefficients \( D_n \) is also needed here.

The approach set forth in the preceding does reasonably well in an interpolative mode, that is, in regions where data points (parameter value vectors) are reasonably plentiful. However, this approach rarely does well in an extrapolative mode. In this latter situation, a precipitous drop in estimation accuracy may occur as one moves beyond the convex hull defined by the data point locations. In part, this is because the sigmoidal functions are not the most appropriate basis functions for most data modeling situations. Where the underlying function(s) is a polynomial in the parameter values, a more appropriate set of basis functions is a set of Legendre functions (if the parameter value domain is finite), or a set of Laguerre or Hermite functions (if the parameter value domain is infinite). Where the underlying function(s) is periodic in a parameter value, a Fourier series may be more appropriate to represent the variation of the function with that parameter.

Two well known approaches are available for reducing the disparity between an underlying function and an activation function. A first approach, relies on neural nets and uses appropriate functions of the primary variables as additional input signals for the input nodes. These functions simplify relationships between neural net input and output variables but require a priori knowledge of these relationships, including specification of all the important nonlinear terms in the variables. For example, a function of the (independent) parameter values x and y, such as

\[ h(x,y) = ax^2+by^2+cy^2+dx+ey+f, \]

where a, b, c, d, e and f are constant coefficients, would be better approximated if the terms x, y, x^2, y^2 are all supplied to the input nodes of the network 21. However, in a more general setting with many parameters, this leads to a very large number of input nodes and as-yet-undetermined connection weights \( C_{mn} \).

A second approach, referred to as a support vector machine (SVM), provides a nonlinear transformation from the input space variables \( p_m \) into a feature space that contains the original variables \( p_m \) and the important nonlinear combinations of such terms (e.g., \( p_1^3 \), \( p_1^2 p_2 \), \( p_1 p_2^2 \), \( p_1 p_2 \), \( p_1 p_2 p_3 \), \( p_1 p_2 p_3 p_4 \)) as coordinates. For the example function \( h(p_1, p_2) \) set forth in Eq. (5), the five appropriate feature space coordinates would be \( p_1, p_2, p_1^2, p_1 p_2 \) and \( p_1^2 p_2 \). Very high dimensional feature spaces can be handled efficiently using kernel functions for certain choices of feature space coordinates. The total mapping between the input space of individual variables (first power of each parameter \( p_m \)) and the output space is a hyperplane in feature space. For a model that requires only linear terms and polynomial terms of total degree 2 (as in Eq. (5)), in the input space variables, the model can be constructed efficiently using kernel functions that can be used to define inner products of vectors in feature space. However, use of an SVM requires a priori knowledge of the functional relationships between input and output variables.

The mapping between the input space parameters and the output function is defined using a kernel function and certain Lagrange multipliers. The Lagrange multipliers are obtained by maximizing a function that is quadratic and convex in the multipliers, the advantage being that every local minimum is also a global minimum. By contrast, a neural net often exhibits numerous local minima of the training error(s) that may not be global minima. However, several of these local minima may provide acceptable training errors. The resulting multiplicity of acceptable weight vectors can be used to provide
superior network generalization, using a process known as network hybridization. A hybrid network can be constructed from the individual trained networks, without requiring data re-sampling techniques.

An attractive feature of a neural net, vis-a-vis an SVM, is that the coordinates used in a feature space do not have to be specified (e.g., via kernel functions). However, use of an SVM, in contrast to use of a neural net, allows one to introduce features spaces with a large number of dimensions, without a corresponding increase in the number of coefficients.

A primary contribution of the present invention is to provide a mechanism, within the NN component, for determining at least the coordinate (parameter) combinations needed to adequately define the feature space for an SVM, without requiring detailed knowledge of the relationships between input parameters and the output function.

FIG. 3 is a schematic view of an NN/SVM (neural network/support vector machine) system 31, including an NN component and an SVM component, according to the invention. The system 31 includes input layer nodes 33-i (i=1, 5) and hidden layer nodes 35-j (j=1, 2, 3). FIG. 3 also indicates some of the connections that associate with connections of the input layer terminals and the hidden layer terminals. More than one hidden layer can be provided. The hidden layer output signals are individually received at an SVM 37 for further processing, including computation of a training error. If the computed training error is too large, one or more of the connection weights is changed, and the (changed) connection weights are returned to the NN component input terminals for repetition of the procedure. Optionally, the SVM 37 receives one or more user-specified augmented inner product or kernel prescriptions (discussed in the following), including selected combinations of coordinates to be added, from an augmentation source 38.

FIG. 4 is a flow chart illustrating an overall procedure according to the invention. In step 41, the system provides (initial) values for connection weights Cm for the input layer hidden layer connections. These weights may be randomly chosen. The input signals may be a vector of parameter values p=(p1, ..., pM) (M=5 in FIG. 3) in parameter space. In step 42, output signals from the hidden layer are computed to define the feature space for the SVM. The NN component of the system will provide appropriate combinations of the parameter space coordinates as new coordinates in a feature space. For example, a polynomial kernel containing all monomials and binomials (degrees one and two) in the parameter space coordinates can be added to an inner product generated by the SVM component, without requiring any additional connection weights or Lagrange multiplier coefficients.

The NN/SVM system employs nonlinear optimization methods to obtain acceptable connection weights, but the weights thus found are not necessarily unique. Many different weight vectors may provide acceptably low training errors for a given set of training data. This multiplicity of acceptable weight vectors can be used to advantage. If validation data are available, one can select the connection weight vector and resulting NN/SVM system with the smallest validation error. In aerodynamic design, this requires additional simulations that can be computationally expensive.

In step 43, a Lagrange functional is defined and minimized. The system determines if the training error is no greater than a specified threshold level. If the answer to the query in step 46 is "no", the system changes at least one connection weight, in step 47, preferably in a direction that is likely to reduce the training error, and repeats steps 42-46. If the answer to the query in step 46 is "yes", the system interprets the present set of connection weights and Lagrange multiplier values as an optimal solution of the problem, in step 48.
FIG. 5 graphically illustrates results of applying an NNiSVM analysis according to the invention to a six-parameter model, namely, an approximation to the fifth degree polynomial $y = x(1-x)(x^2)$, Data are provided at each of 11 training locations (indicated by small circles on the curve) in the domain of the variable $x$. After a few iterations of an NNiSVM analysis, the 11 training values, $(x_k,y_k)$, where $x_k = 0, 0.1, 0.2, \ldots, 1$, provide the solid curve as a generalization, using the NNiSVM analysis. The dashed curve (barely visible in FIG. 5) is a plot of the original fifth order polynomial.

FIG. 6 graphically illustrates similar results of an application of the NNiSVM analysis to a logarithmic function, $y = \ln(x+4)$, using 11 training values. The solid curve is the generalization provided by the NNiSVM analysis.

FIG. 7 graphically illustrates similar results of an application of the NNiSVM analysis to an exponential function, $y = 6 \cdot \exp(-0.5x^2)$, using 11 training values. The solid curve is the generalization provided by the NNiSVM analysis, using the 11 training values.

The generalization in each of FIGS. 5, 6 and 7 is vastly superior to corresponding generalizations provided by conventional approaches. In obtaining such a generalization, the same computer code can be used, with no change of parameters or other variables required.

FIGS. 8A, 8B and 8C are a flow chart illustrating the application of a response surface methodology (RSM) used in this invention to obtain an optimal cross-sectional shape of an airfoil, as an example, where specified pressure values at selected locations on the airfoil perimeter are to be matched as closely as possible. In step 81, a set of parameters, expressed here as a vector $p = (p_1, p_2, \ldots, p_M)$, is provided so that adequately describes the airfoil cross-sectional shape (referred to as a “shape” herein), where $M$ is a selected positive integer.

For example, the airfoil shape might be described by (1) first and second radii that approximate the shape of the airfoil at the leading edge and at the trailing edge, (2) four coefficients that describe a tension spline fit of the upper perimeter of the airfoil between the leading and trailing edge shapes, and (3) four coefficients that describe a tension spline fit of the lower perimeter of the airfoil between the leading and trailing edge shapes, a total of ten parameters.

In a more general setting, the number $M$ of parameters may range from 2 to 20 or more.

In step 82, initial values of the parameters, $p = p_0$, are provided from an initial approximation to the desired airfoil shape.

In step 83, optimal data values $P(r_{opt})$ (e.g., airfoil pressure values or airfoil heat transfer values) are provided at selected locations $r_k = (x_k, y_k)$, $k = 1, \ldots, K$, on the airfoil perimeter.

In step 84, an equilateral M-simplex, denoted MS(p0), is constructed, with a centroid or other selected central location at $p = p_0$, in M-dimensional parameter space, with vertices lying on a unit radius sphere. Each of the M+1 vertices of the M-simplex MS(p0) is connected to the centroid, $p = p_0$, by a vector $\Delta p = (m = 1, \ldots, M+1)$ in parameter space. More than the M+1 vertices can be selected and used within the M-simplex. For example, midpoints of each of the M(M+1)/2 simplex edges can be added to the M+1 vertices. Additional locations will provide a more accurate NNiSVM model.

In step 85, a computational fluid dynamics (CFD) or other calculation is performed for an extended parameter value set, consisting of the parameter value vectors $p = p_0 + \Delta p$ and each of the M+1 M-simplex vertices, $p = p_{vert} + \Delta p + \Delta p$, to obtain a calculated pressure distribution $P(x, y, p_{vert})$ at each of the selected parameter locations, $x = x_k, y = y_k$, for each of these parameter value sets. One hybrid NNiSVM is assigned to perform the analysis for all vertices in the M-simplex MS(p0) at each location $r_k$. That is, a total of K NNiSVM systems are used to model the overall pressure dependence on the parameters $p_0$.

The calculated pressure distribution $P(x, y, p_{vert})$ and/or the airfoil can be replaced by any other suitable physical model, in aerodynamics or in any other technical field or discipline. Used together, the trained NNiSVM systems will provide the pressure distribution $P(x, y, p_{vert})$ for general parameter value vectors $p$.

In step 86, a first objective function, such as

$$OBJ(p; p_0; 1) = \sum_{k=1}^{K} w_k [P(r_k; p) - P(r_k; p_{opt})]^2,$$  \hspace{1cm} (6A)

is introduced, where $\{w_k\}$ is a selected set of non-negative weight coefficients.

In step 87, the minimum value of the first objective function $OBJ(p; p_0; 1)$ and a corresponding parameter vector $p = p_{(min)}$ are determined for parameter vectors $p$ within a selected sphere having a selected diameter or dilatation factor $d$, defined by $|p - p_0| \leq d$ (with $d$ typically in a range 1-$d=10$), using a nonlinear optimization method. Other measures of specifying a “trust region” can also be used here.

In step 88, the system calculates a second objective function, which may be the first objective function or (preferably) may be defined as

$$OBJ(p; p_0; 2) = \sum_{k=1}^{K} w_k [P(r_k; p, CFD) - P(r_k; p_{opt})]^2,$$  \hspace{1cm} (6B)

where $P(r_k; p, CFD)$ is a pressure value computed using a CFD simulation, for $p = p_{(min)}$ and $p = p_{(opt)}$. The system then determines if $OBJ(p_{(min)}; p_0; 0) < OBJ(p_{(opt)}; p_0; 2)$ for the intermediate minimum value parameter vector, $p = p_{(min)}$. One can use the first objective function $OBJ(p; p_0; 1)$, defined in Eq. (6A), rather than the objective function $OBJ(p; p_0; 2)$ defined in Eq. (6B), for this comparison, but the resulting inaccuracies may be large.

If the answer to the query in step 88 is “no” for the choice of dilatation factor $d$, the dilatation factor $d$ is reduced to a smaller value $d’ = (1-\frac{d}{d’})$, in step 89, and steps 88 and 89 are repeated until the approximation pressure values $[P(r_k; p)]_{opt}$ for the extrapolated parameter value set provide an improved approximation for the optimal values for the same airfoil perimeter locations, $r = r_k$.

If the answer to the query in step 88 is “yes”, the system moves to step 90, uses the (modified) objective function and uses the intermediate minimum-cost parameter value set, $p = p_{(min)}$, which may lie inside or outside the M-simplex MS(p0) in parameter space. Minimization of the objective function $OBJ(p; p_0)$ may include one or more constraints, which may be enforced using the well known method of penalty functions. The (modified) objective function definition in Eq. (6A) (or in Eq. (6B)) can be replaced by any other positive definite definition of an objective function, for example, by

$$OBJ(p; p_0) = \sum_{k=1}^{K} w_k [P(r_k; p) - P(r_k; p_{opt})]^2,$$  \hspace{1cm} (6C)
where the exponent q is a selected positive number.

The constraints imposed are also modeled using an NN/SVM system with an appropriate objective function incorporating these constraints, for example, as part of a simplex method as described in W.H. Press et al., Numerical Recipes in C, Second Edition, 1992, Cambridge University Press, pp. 430-438.

If the original parameter value set p has an insufficient number of parameters, this will become evident in the preceding calculations, and the (modified) objective function OBJ(p(min);p0) or OBJ(p(min);p0)* will not tend toward acceptably small numbers. In this situation, at least one additional parameter would be added to the parameter value set p and the procedure would be repeated. In effect, an NN/SVM procedure used in an RSM analysis will require addition of (one or more) parameters until the convergence toward a minimum value that is acceptable for an optimized design.

In step 91, the system determines if the (modified) objective function OBJ(p(min);p0)* is no greater than a selected threshold number (e.g., 1 or $10^{-q}$, in appropriate units). If the answer to the query in step 91 is "no", a new M-simplex MS(p0) is formulated, in step 92, with p0=p(min) as the new center, and steps 85-90 are repeated at least once. Each time, a new parameter value set, p=p(min), is determined that approximately minimizes the objective function OBJ(p;p0).

If the answer to the query in step 91 is "yes", the system interprets the resulting parameter set, p=p(min), and the design described by this parameter set as optimal, in step 93. The method set forth in steps 81-93 is referred to herein as a response surface method.

FIG. 9 graphically illustrates an initial turbine airfoil shape (dotted curve) and a corresponding optimized turbine airfoil (solid curve) that is produced according to the invention, where both airfoils have the same scale and are superimposed for ease of comparison. The optimized airfoil shape was determined, beginning with the initial airfoil shape and imposing the following constraints: (1) mass flow rate through a vane row is preserved; (2) flow exit angle from a vane row is preserved; (3) axial chord of a vane remains the same; (4) throat area remains the same; (5) no adverse effects on downstream rotor row; (6) no changes in airfoil manufacturing and assembly procedures; (7) vortex shedding from the airfoil trailing end (T-END) is reduced relative to the much larger vortex shedding associated with the initial airfoil shape; and maximization of trailing end angle $\Phi(TE)$ so that the optimized airfoil is thicker than the initial airfoil.

The constraint(s) imposed can include the preceding constraints and can include one or more of the following: vortex shedding from a trailing edge of the airfoil is no greater than a selected threshold value; a difference between any resonant frequency of the airfoil and vortex shedding frequency is at least equal to a threshold frequency difference; mass of the airfoil is no larger than a threshold mass value; pressure value at each of a sequence of selected locations along a perimeter of the airfoil differs from a corresponding reference pressure value by no more than a threshold pressure difference value; mass flow rate through each blade or vane is unchanged (from the value used for the initial airfoil shape). The optimal shape should be substantially invariant under scale change by a factor of $\psi (q+0)$ and/or under rotation by a selected angle in a plane containing the drawing(s) in FIG. 9.

FIG. 10 graphically compares the trailing edge of the initial airfoil shape and of the optimized airfoil shape in greater detail. Indicating the increased thickness of the optimized airfoil shape at T-END. This increased thickness, adjacent to the trailing end and elsewhere, of the optimized airfoil shape increases the airfoil resonant frequency. The axial chord lengths for the initial airfoil shape and the optimized airfoil shape are approximately 0.4 inches. Note that the trailing edge of the optimal blade shape has a radius of curvature that is larger than the radius of curvature of the initial blade shape, for this example.

FIGS. 11A and 11B graphically illustrate surface pressure distribution for the initial and optimized airfoil shapes, respectively, shown in FIG. 9. The difference between the upper and lower pressure curves at any given location x on the airfoil perimeter represents the local airfoil loading. For the initial airfoil shape, this load increases from nearly zero at the leading edge (x=0.0) to a maximum at about x=0.75 and decreases to small values near the trailing edge. Notice that the loading is inappropriate, because the load is smallest where the airflow is thick (near the leading edge) and is largest where the airflow is thin. The load for the optimal airfoil shape is much improved: the larger loads occur where the airflow is thick, and thus stronger. The improved loading for the optimal airfoil shape also reduces vortex shedding amplitudes.

FIG. 12 graphically illustrates computed pressure amplitude PA (maximum pressure minus corresponding minimum pressure as the pressures fluctuate in time) for the initial and optimized airfoil shapes. At the trailing end T-END of the blade, the optimal airfoil shape PA value is about 25 percent of the (much higher) PA value for the initial airfoil shape. Along the entire airfoil perimeter, the optimized airfoil shape provides a computed PA value that is, with a few exceptions, about 20-50 percent of the PA value for the initial airfoil shape.

In manufacturing a blade according to the optimized airfoil shape, some perturbations in dimensions, relative to the ideal optimized dimensions, are inevitable. These perturbations and their effects have been modeled by (1) assigning a local thickness (at selected locations on the airfoil perimeter) in which the airfoil thickness, in a direction perpendicular to the local slope of the airfoil, varies by an amount f(r)h0, where h0=0.006 inch and f is a random variable uniformly distributed over a range $-1.0 \leq f \leq 1.0$ (varying from one perimeter location r to another); (2) computing the perturbations to the airfoil shape at locations intermediate between the selected locations, using a spline; and (3) recomputing the pressure loading value for the resulting changed airfoil shape. This modeling was performed for ten sets of independently chosen sets of random variables $\{f(r)_i\}_i$, and the resulting ten perturbed pressure amplitude distributions for the optimized airfoil shape are graphically illustrated in FIG. 13 (perturbations 1-5) and FIG. 14 (perturbations 6-10). For comparison purposes, the pressure amplitude values PA for the initial airfoil shape are included in each of FIGS. 13 and 14. FIGS. 13 and 14 demonstrate the robustness of the optimized airfoil shape to modest perturbations in airfoil thickness at each of a sequence of airfoil perimeter locations: the PA values for the perturbed optimized airfoil shapes for these ten perturbations are nearly the same and are again about 20-50 percent of the corresponding PA values for the initial airfoil shape.

FIGS. 15 and 16 graphically illustrate the perturbed optimized airfoil shape in a neighborhood of the trailing end T-END for perturbations 1-5 and 6-10, respectively. The airfoil thickness appears to change by 10-30 percent near T-END for each of these ten perturbations. For a particular design determined using the constraints set forth in the preceding, the following improvements have been confirmed by numerical computation and modeling of the resulting airfoil shape: (1) the optimized airfoil shape is thicker and stronger (mean operating stresses reduced by an estimated 37 percent); (2) vortex shedding amplitude is reduced substantially; (3) vortex shedding frequency is
reduced, lowest airfoil resonant frequency is increased, and
the frequency difference is increased to at least 27 percent of
the vortex shedding frequency; (4) shedding characteristics
are robust and change relatively little in response to random
changes in airfoil dimensions that might be introduced by
manufacturing processes; (5) unsteady pressure loading on
the optimized shape is reduced by 50-80 percent, relative
to the initial airfoil shape; (6) airfoil surface cracking is
(predicted to be) eliminated with the optimized airfoil shape;
(7) the optimized airfoil trailing edge shape has a larger
minimum radius and is easier to manufacture; (8) blade fab-
icration time can be reduced by eliminating certain welding
activities; (9) all constraints are satisfied; (10) no substantial
change(s) in turbine performance; (11) airfoil mean life to
failure is predicted to be increased by an unlimited amount,
based on a standard assumption of 10 percent alternating
stresses; and (12) shedding resonance response is eliminated.
The present design is intended for low speed, incompressible
flow, although several of the preceding features appear to
extend to high speed flow as well.

Table I sets forth airfoil perimeter coordinates, in an xy-
plane, for the optimized airfoil shape at a sequence of 301
locations, where the x-axis and y-axis are positioned as indi-
cated in FIG. 9. Substantially the same optimal shape would
result if fewer than all the 301 locations in Table I are specified
(e.g., 1/m of the 301 points, where m=2, 3, 4, . . .).
The perturbation procedure used to generate the perturbed
shapes shown in FIGS. 9-16 may be applied more generally to
generate a perturbed shape airfoil, as illustrated in FIG. 17. A
sequence \{xₙ, fₙ; Lₙ\}_ₙ₋₁ of N spaced apart locations on the perimeter
of an airfoil is chosen, where N=10 in FIG. 17 for illustration,
and a line segment L(xₙ) of a selected unit length is extended
perpendicular to the airfoil at the location xₙ. The unit length
carries its own sign (±) and is preferably a selected small
positive or negative number equal to 0.10fₙLₙ that is
preferably −0.05≤fₙ<0.05, and L is a chord length (or diameter)
of the airfoil. The shape of the airfoil at the location xₙ is
perturbed (extended or contracted) by the signed length fₙLₙ,
and the perturbed shape between perimeter locations
(xₙ₋₁, xₙ) and (xₙ, xₙ₊₁) (n=1, . . . , N) is determined by a cubic
spline or other appropriate numerical procedure, to
provide a perturbed shape S(perturb) based on the initial
airfoil shape S(initial). The perturbed airfoil shape may be
denoted

S(perturb)=Φ[S(initial); \{xₙ,fₙ;Lₙ\}_ₙ₋₁]

where Φ is a functional that performs the procedure indicated
in this paragraph. \{xₙ,fₙ;Lₙ\}_ₙ₋₁ is the sequence of selected
locations xₙ and corresponding signed line segment lengths
fₙLₙ, and N is the number of perimeter locations used
(2N≤N≤N). One may, for example, begin with the optimal
shape indicated in FIG. 9 and apply this perturbation pro-
cedure to produce a modified optimal shape, or one may apply
this perturbation procedure as part of the NN/SVM process-
ing. One may also rotate the optimal shape in the xy-plane
and/or apply a scale factor of β (β>0) to the optimal shape, as
discussed in connection with FIG. 9.

APPENDIX

Examples of an NN analysis and of an SVM analysis are
presented here. The invention is not limited to a particular NN
analysis or to a particular SVM analysis.

Consider an object, represented by a group of coordinates
x=(x₁, x₂, . . . , xₙ), for which some physical feature or
response of the object is to be optimized. The object may be
a aircraft wing or turbine blade for which an ideal pressure
distribution at specified locations on the object is to be
achieved as closely as possible. The object may be a chemi-
ically reacting system with desired percentages of final
compounds, for which total thermal energy output is minimized.
The object may be represented at spaced apart locations or at
spaced apart times by a group of independent coordinates,
and an objective or cost function is presented, representing
the response to be optimized. One or more constraints, either
physical or numerical, are also set down, if desired.

In an NN analysis, one relevant problem is minimizing
empirical risk over a sum of linear indicator or characteristic
functions

\[ f(x, w) = \sum_{j=1}^{N} w_j \cdot x_j \]  

(A-1)

where \( f \) is an indicator or characteristic function, \( x \) is a co-
ordinate vector, and \( w \) is a vector of selected weight coefficients.

Examples of suitable sigmoid functions include the following

\[ S(z)=\frac{1}{1+\exp(-\alpha z)} \]

(A-2a)

\[ S(z)=\frac{1}{1+\exp(\beta z)} \]

(A-2b)

\[ S(z)=%22-\alpha z+\beta z+\delta z-\delta z-\delta z%22 \]

where ω, β and δ are selected positive values. The indicator
sum if(x,w) in Eq. (A-1) is replaced by a modified sigmoid
sum

\[ G(x, w) = \sum_{j=1}^{N} w_j \cdot x_j \]  

(A-3)

where S is a selected linear or nonlinear function.

In order to minimize the empirical risk, one must determine
the parameter values \( w \), that minimize an empirical risk func-
tional

\[ R_{emp}(w) = \sum_{j=1}^{N} (y_j - F(x_j, w))^2/K \]  

(A-4)

which is differentiable in the vector components w. One may,
for example, use a gradient search approach to minimize
The search may converge to a local minimum, which may or may not be a global minimum for the empirical risk.

Assume, first, that the training data \( \{(x_i, y_i)\} \) can be separated by an optimal separating hyperplane, defined by

\[
(w \cdot x) - g = 0,
\]

where \( g \) partly defines the hyperplane. A separating hyperplane satisfies

\[
(w \cdot x) - g \leq 1 \quad \text{for all } (x_i, y_i),
\]

\[
(w \cdot x) - g \geq 1 \quad \text{for all } (x_i, y_i).
\]

An optimal separating hyperplane maximizes the functional

\[
\Phi(w) = \frac{1}{2} w \cdot w - \sum_{i=1}^{K} a_i (y_i (w \cdot x_i) - g),
\]

with respect to the vector values \( w \) and the value \( g \), subject to the constraints in Eqs. (A-6a)-(A-6b). Unless indicated otherwise, all sums in the following are understood to be over the index \( j = 1, \ldots, K \).

A solution to this optimization problem is given by a saddle point of a Lagrange functional

\[
L(w, g, a) = \frac{1}{2} w \cdot w - \sum_{i=1}^{K} a_i (y_i (w \cdot x_i) - g),
\]

At a saddle point, the solutions \((w, g, a)\) satisfy the relations

\[
a_i L / a_i = 0,
\]

\[
a_i L / w_i = 0,
\]

with the associated constraint

\[
a_i \geq 0.
\]

Equation (A-9) yields the constraint

\[
\sum_{j=1}^{K} a_j y_j = 0.
\]

Equation (A-10) provides an expression for the parameter vector \( w \) of an optimal hyperplane as a linear combination of vectors in the training set

\[
w = \sum_{j=1}^{K} y_j a_j x_j.
\]

An optimal solution \((w, g, a)\) must satisfy a Kuhn-Tucker condition

\[
a_i (\sum_{j=1}^{K} a_j y_j - g) (y_i - 1) = 0, \quad i = 1, \ldots, K.
\]

Only some of the training vectors, referred to herein as "support vectors," have non-zero coefficients in the expansion of the optimal solution vector \( w \). More precisely, the expansion in Eq. (A-13) can be rewritten as

\[
w = \sum_{j \in S} y_j a_j x_j,
\]

support vectors

Substituting the optimal vector \( w \) back into Eq. (A-8) and taking into account the Kuhn-Tucker condition, the Lagrange functional to be minimized is re-expressed as

\[
L(a) = \sum_{j=1}^{K} a_j - \frac{1}{2} \sum_{i,j=1}^{K} a_i a_j y_i y_j (x_i \cdot x_j).
\]

This functional is to be maximized, subject to the constraints expressed in Eqs. (A-13) and (A-14). Substituting the expression for optimal parameter vector \( w \) into Eq. (A-14), one obtains

\[
(w \cdot x) - g - \sum_{j=1}^{K} y_j a_j x_j \geq 0.
\]

The preceding development assumes that the training set data \( \{(x_i, y_i)\} \) are separable by a hyperplane. If these data are not separable by a hyperplane, one introduces non-negative slack variables \( \xi_j (j=1, \ldots, K) \) and a modified functional

\[
\Phi(w) = \frac{1}{2} w \cdot w + C \sum_{j=1}^{K} \xi_j,
\]

subject to the constraints

\[
y_i (w \cdot x_i) - g - \xi_i = 0.
\]

Use of (only) hyperplanes in an input space is insufficient for certain classes of data. See the examples in FIGS. 11A and 11B.

In a support vector machine, input vectors are mapped into a high dimension feature space \( Z \) through a selected nonlinear mapping. In the space \( Z \), an optimal separating hyperplane is constructed that maximizes a certain \( \Delta \)-margin associated with hyperplane separation.

First, consider a mapping that allows one to construct decision polynomials of degree 2 in the input space. One creates a (quadratic) feature space \( Z \) having dimension \( M = N(N+1)/2 \), with coordinates

\[
u_{j} = \phi(x_{j} (j=1, \ldots, N); N \text{ coordinates})
\]

\[
u_{j} = \phi_{j} (j=1, \ldots, N); N \text{ coordinates})
\]

\[
u_{j} = \phi_{j} (j=1, \ldots, N); N \text{ coordinates})
\]

\[
u_{j} = \phi_{j} (j=1, \ldots, N); N \text{ coordinates})
\]

A separating hyperplane constructed in the space \( Z \) is assumed to be a second degree polynomial in the input space coordinates \( x_{j} (j=1, \ldots, N) \).

By analogy, in order to construct a polynomial of degree \( k \) in the input coordinates, one must construct a space \( Z \) having of the order of \( N^k \) coordinates, where one constructs an optimal separating hyperplane. For example, for \( k=4 \), the maximum number of coordinates needed in the space \( Z \) is

\[
\max(k=4)=N^4=10^8 \text{ coordinates for a modest size input space of } N=100 \text{ independent coordinates}.
\]
For a quadratic feature space $Z$, one first determines a kernel function $K$ of inner-products according to Table 1 -continued,

$K(\mathbf{x}, \mathbf{y}) = \sum_{i=1}^{N} \alpha_i y_i K(\mathbf{x}_i, \mathbf{x}),$

(A-25)

with the following constraint (or sequence of constraints) imposed:

$\sum_{i=1}^{N} \alpha_i y_i = 0,$

(A-26a)

$\alpha_i \geq 0.$

Mercer (1909) has proved that a one-to-one correspondence exists between the set of symmetric, positive definite functions $K(\mathbf{x}, \mathbf{y})$ defined on the real line that satisfy

$\int_{-\infty}^{\infty} |K(\mathbf{x}, \mathbf{y})| \, d\mathbf{x} < \infty,$

and the set of inner products defined on that function space $[f]$. Thus, any kernel function $K(\mathbf{x}_1, \mathbf{x}_2)$ satisfying conditions of the Mercer theorem can be used to construct an inner product of the type set forth in Eq. (A-23). Using different expressions for the kernel $K(\mathbf{x}_1, \mathbf{x}_2)$, one can construct different learning machines with corresponding nonlinear decision functions.

For example, the kernel function

$K(\mathbf{x}, \mathbf{y}) = (\mathbf{x}^T \mathbf{y} + 1)^q,$

(A-29)

can be used to specify polynomials of degree up to $q$ (preferably an integer).

Much of the preceding development is taken from V.N. Vapnik, "An Overview of Statistical Learning Theory", IEEE Trans. Neural Networks, vol. 10 (1999), pp. 988-999. The present invention provides a hybrid approach in which the input layer and hidden layer(s) of an NN component are used to create a data-adaptive feature space for an SVM component. As indicated in the preceding, the combined NN/SVM analysis of the invention is not limited to the particular NN analysis or to the particular SVM analysis set forth in this Appendix.

<table>
<thead>
<tr>
<th>Pt. No.</th>
<th>x-value</th>
<th>y-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>2)</td>
<td>0.00028</td>
<td>0.00479</td>
</tr>
<tr>
<td>3)</td>
<td>0.00119</td>
<td>0.00986</td>
</tr>
<tr>
<td>4)</td>
<td>0.00283</td>
<td>0.01515</td>
</tr>
<tr>
<td>5)</td>
<td>0.00532</td>
<td>0.02056</td>
</tr>
<tr>
<td>6)</td>
<td>0.00872</td>
<td>0.02601</td>
</tr>
<tr>
<td>7)</td>
<td>0.01310</td>
<td>0.03138</td>
</tr>
<tr>
<td>8)</td>
<td>0.01848</td>
<td>0.03630</td>
</tr>
<tr>
<td>9)</td>
<td>0.02481</td>
<td>0.04124</td>
</tr>
<tr>
<td>10)</td>
<td>0.03203</td>
<td>0.04545</td>
</tr>
<tr>
<td>11)</td>
<td>0.04001</td>
<td>0.04960</td>
</tr>
<tr>
<td>Pt. No.</td>
<td>x-value</td>
<td>y-value</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>--------</td>
</tr>
<tr>
<td>87)</td>
<td>0.38539</td>
<td>-0.34137</td>
</tr>
<tr>
<td>88)</td>
<td>0.38509</td>
<td>-0.34578</td>
</tr>
<tr>
<td>89)</td>
<td>0.38658</td>
<td>-0.35014</td>
</tr>
<tr>
<td>90)</td>
<td>0.38797</td>
<td>-0.35444</td>
</tr>
<tr>
<td>91)</td>
<td>0.38936</td>
<td>-0.35868</td>
</tr>
<tr>
<td>92)</td>
<td>0.39075</td>
<td>-0.36298</td>
</tr>
<tr>
<td>93)</td>
<td>0.39212</td>
<td>-0.36726</td>
</tr>
<tr>
<td>94)</td>
<td>0.39346</td>
<td>-0.37153</td>
</tr>
<tr>
<td>95)</td>
<td>0.39479</td>
<td>-0.37579</td>
</tr>
<tr>
<td>96)</td>
<td>0.39610</td>
<td>-0.38003</td>
</tr>
<tr>
<td>97)</td>
<td>0.39747</td>
<td>-0.38426</td>
</tr>
<tr>
<td>98)</td>
<td>0.39885</td>
<td>-0.38847</td>
</tr>
<tr>
<td>99)</td>
<td>0.39990</td>
<td>-0.39257</td>
</tr>
<tr>
<td>100)</td>
<td>0.40113</td>
<td>-0.39658</td>
</tr>
<tr>
<td>101)</td>
<td>0.40234</td>
<td>-0.40100</td>
</tr>
<tr>
<td>102)</td>
<td>0.40354</td>
<td>-0.40514</td>
</tr>
<tr>
<td>103)</td>
<td>0.40472</td>
<td>-0.40926</td>
</tr>
<tr>
<td>104)</td>
<td>0.40588</td>
<td>-0.41335</td>
</tr>
<tr>
<td>105)</td>
<td>0.40702</td>
<td>-0.41742</td>
</tr>
<tr>
<td>106)</td>
<td>0.40814</td>
<td>-0.42146</td>
</tr>
<tr>
<td>107)</td>
<td>0.40925</td>
<td>-0.42547</td>
</tr>
<tr>
<td>108)</td>
<td>0.41034</td>
<td>-0.42946</td>
</tr>
<tr>
<td>109)</td>
<td>0.41142</td>
<td>-0.43341</td>
</tr>
<tr>
<td>110)</td>
<td>0.41248</td>
<td>-0.43733</td>
</tr>
<tr>
<td>111)</td>
<td>0.41352</td>
<td>-0.44121</td>
</tr>
<tr>
<td>112)</td>
<td>0.41455</td>
<td>-0.44507</td>
</tr>
<tr>
<td>113)</td>
<td>0.41556</td>
<td>-0.44888</td>
</tr>
<tr>
<td>114)</td>
<td>0.41656</td>
<td>-0.45267</td>
</tr>
<tr>
<td>115)</td>
<td>0.41754</td>
<td>-0.45641</td>
</tr>
<tr>
<td>116)</td>
<td>0.41851</td>
<td>-0.46013</td>
</tr>
<tr>
<td>117)</td>
<td>0.41947</td>
<td>-0.46380</td>
</tr>
<tr>
<td>118)</td>
<td>0.42041</td>
<td>-0.46744</td>
</tr>
<tr>
<td>119)</td>
<td>0.42133</td>
<td>-0.47104</td>
</tr>
<tr>
<td>120)</td>
<td>0.42224</td>
<td>-0.47460</td>
</tr>
<tr>
<td>121)</td>
<td>0.42314</td>
<td>-0.47812</td>
</tr>
<tr>
<td>122)</td>
<td>0.42403</td>
<td>-0.48161</td>
</tr>
<tr>
<td>123)</td>
<td>0.42490</td>
<td>-0.48505</td>
</tr>
<tr>
<td>124)</td>
<td>0.42576</td>
<td>-0.48846</td>
</tr>
<tr>
<td>125)</td>
<td>0.42660</td>
<td>-0.49182</td>
</tr>
<tr>
<td>126)</td>
<td>0.42744</td>
<td>-0.49515</td>
</tr>
<tr>
<td>127)</td>
<td>0.42826</td>
<td>-0.49844</td>
</tr>
<tr>
<td>128)</td>
<td>0.42907</td>
<td>-0.50169</td>
</tr>
<tr>
<td>129)</td>
<td>0.42986</td>
<td>-0.50490</td>
</tr>
<tr>
<td>130)</td>
<td>0.43065</td>
<td>-0.50808</td>
</tr>
<tr>
<td>131)</td>
<td>0.43142</td>
<td>-0.51121</td>
</tr>
<tr>
<td>132)</td>
<td>0.43218</td>
<td>-0.51430</td>
</tr>
<tr>
<td>133)</td>
<td>0.43294</td>
<td>-0.51736</td>
</tr>
<tr>
<td>134)</td>
<td>0.43367</td>
<td>-0.52037</td>
</tr>
<tr>
<td>135)</td>
<td>0.43440</td>
<td>-0.52335</td>
</tr>
<tr>
<td>136)</td>
<td>0.43512</td>
<td>-0.52629</td>
</tr>
<tr>
<td>137)</td>
<td>0.43583</td>
<td>-0.52919</td>
</tr>
<tr>
<td>138)</td>
<td>0.43652</td>
<td>-0.53205</td>
</tr>
<tr>
<td>139)</td>
<td>0.43721</td>
<td>-0.53488</td>
</tr>
<tr>
<td>140)</td>
<td>0.43789</td>
<td>-0.53767</td>
</tr>
<tr>
<td>141)</td>
<td>0.43855</td>
<td>-0.54042</td>
</tr>
<tr>
<td>142)</td>
<td>0.43921</td>
<td>-0.54313</td>
</tr>
<tr>
<td>143)</td>
<td>0.43985</td>
<td>-0.54581</td>
</tr>
<tr>
<td>144)</td>
<td>0.44049</td>
<td>-0.54845</td>
</tr>
<tr>
<td>145)</td>
<td>0.44112</td>
<td>-0.55105</td>
</tr>
<tr>
<td>146)</td>
<td>0.44173</td>
<td>-0.55362</td>
</tr>
<tr>
<td>147)</td>
<td>0.44234</td>
<td>-0.55616</td>
</tr>
<tr>
<td>148)</td>
<td>0.44294</td>
<td>-0.55865</td>
</tr>
<tr>
<td>149)</td>
<td>0.44353</td>
<td>-0.56112</td>
</tr>
<tr>
<td>150)</td>
<td>0.44411</td>
<td>-0.56355</td>
</tr>
<tr>
<td>151)</td>
<td>0.44469</td>
<td>-0.56594</td>
</tr>
<tr>
<td>152)</td>
<td>0.44525</td>
<td>-0.56830</td>
</tr>
<tr>
<td>153)</td>
<td>0.44581</td>
<td>-0.57063</td>
</tr>
<tr>
<td>154)</td>
<td>0.44636</td>
<td>-0.57293</td>
</tr>
<tr>
<td>155)</td>
<td>0.44690</td>
<td>-0.57519</td>
</tr>
<tr>
<td>156)</td>
<td>0.44743</td>
<td>-0.57742</td>
</tr>
<tr>
<td>157)</td>
<td>0.44795</td>
<td>-0.57962</td>
</tr>
<tr>
<td>158)</td>
<td>0.44847</td>
<td>-0.58178</td>
</tr>
<tr>
<td>159)</td>
<td>0.44898</td>
<td>-0.58392</td>
</tr>
<tr>
<td>160)</td>
<td>0.44948</td>
<td>-0.58610</td>
</tr>
<tr>
<td>161)</td>
<td>0.44997</td>
<td>-0.58810</td>
</tr>
</tbody>
</table>
What is claimed is:

1. A method for design of a rotating machinery airfoil, the method comprising:
   - providing an initial airfoil shape;
   - providing a statement of at least one objective that a final airfoil shape must satisfy;

2. The method of claim 1, further comprising choosing said at least one objective from a group of objectives comprising:
   - maximizing thickness of said airfoil by maximizing a trailing edge wedge angle for said airfoil; minimizing a peak of pressure loss associated with said airfoil; minimizing a magnitude of pressure undulations on a surface of said airfoil; and minimizing an amplitude of vortex shedding from said airfoil.

3. The method of claim 1, further comprising choosing said at least one constraint from a group of constraints comprising:
   - vortex shedding from a trailing edge of said airfoil is no greater than a selected threshold value; a difference between any resonant frequency of said airfoil and a vortex shedding frequency is at least equal to a threshold frequency difference; mass of said airfoil is no larger than a threshold mass value; pressure value at each of a sequence of selected locations along a perimeter of said airfoil differs from a corresponding reference pressure value by no more than a threshold pressure difference value; airfoil chord length lies in a selected range; mass flow rate through a row of said airfoils is substantially unchanged; and gas exit angle from a row of said airfoils is substantially unchanged.

4. The method of claim 1, further comprising using said computational fluid dynamics ("CFD") to estimate a pressure value at each of at least two selected perimeter locations for initial airfoil shape;

5. The method of claim 1, further comprising determining a modified airfoil shape by a process further comprising:
   - providing at least one of an alphanumeric description and a graphical description of at least one version of the modified airfoil shape as the final airfoil shape.

6. The method of claim 1, further comprising determining said modified airfoil shape by a process further comprising:
   - using computational fluid dynamics ("CFD") to estimate a pressure value at each of at least two selected perimeter locations for the initial airfoil shape;
   - using a neural network/support vector machine ("NN/SVM") and CFD to determine a modified airfoil shape and a corresponding pressure value change, from a pressure value determined for the initial airfoil shape, at the two or more airfoil perimeter locations, in response to change of a portion of the airfoil shape in a neighborhood of the corresponding perimeter location; and
   - providing at least one of an alphanumeric description and a graphical description of at least one version of the modified airfoil shape as the final airfoil shape.

7. The method of claim 1, further comprising choosing said at least one constraint from a group of constraints comprising:
   - maximizing thickness of said airfoil by maximizing a trailing edge wedge angle for said airfoil; minimizing a peak of pressure loss associated with said airfoil; minimizing a magnitude of pressure undulations on a surface of said airfoil; and minimizing an amplitude of vortex shedding from said airfoil.

8. The method of claim 1, further comprising choosing said at least one objective from a group of objectives comprising:
   - maximizing thickness of said airfoil by maximizing a trailing edge wedge angle for said airfoil; minimizing a peak of pressure loss associated with said airfoil; minimizing a magnitude of pressure undulations on a surface of said airfoil; and minimizing an amplitude of vortex shedding from said airfoil.

9. The method of claim 1, further comprising choosing said at least one objective from a group of objectives comprising:
   - maximizing thickness of said airfoil by maximizing a trailing edge wedge angle for said airfoil; minimizing a peak of pressure loss associated with said airfoil; minimizing a magnitude of pressure undulations on a surface of said airfoil; and minimizing an amplitude of vortex shedding from said airfoil.

10. The method of claim 1, further comprising choosing said at least one constraint from a group of constraints comprising:
    - maximizing thickness of said airfoil by maximizing a trailing edge wedge angle for said airfoil; minimizing a peak of pressure loss associated with said airfoil; minimizing a magnitude of pressure undulations on a surface of said airfoil; and minimizing an amplitude of vortex shedding from said airfoil.

11. The method of claim 1, further comprising choosing said at least one objective from a group of objectives comprising:
    - maximizing thickness of said airfoil by maximizing a trailing edge wedge angle for said airfoil; minimizing a peak of pressure loss associated with said airfoil; minimizing a magnitude of pressure undulations on a surface of said airfoil; and minimizing an amplitude of vortex shedding from said airfoil.

12. The method of claim 1, further comprising choosing said at least one constraint from a group of constraints comprising:
    - maximizing thickness of said airfoil by maximizing a trailing edge wedge angle for said airfoil; minimizing a peak of pressure loss associated with said airfoil; minimizing a magnitude of pressure undulations on a surface of said airfoil; and minimizing an amplitude of vortex shedding from said airfoil.
defining said modified airfoil shape, in part, by a sequence of the line segment second ends number \( n = 1, \ldots, N \), and defining said modified airfoil shape, in part, by a selected continuous curve connecting the line segments numbers \( n'-1, n' \) and \( n'+1 \), for \( n'=1, \ldots, N-1 \).  

7. A system for design of a rotating machinery airfoil, the system comprising a computer that is programmed:  
   to provide an initial airfoil shape;  
   to provide a statement of at least one objective that a final airfoil shape must satisfy;  
   to provide a statement of at least one constraint that the final airfoil shape must satisfy;  
   to use computational fluid dynamics ("CFD") to estimate a pressure value at each of at least two selected perimeter locations for the initial airfoil shape;  
   to use a neural network/support vector machine ("NN/SVM") and CFD to determine a modified airfoil shape and a corresponding pressure value change, from a pressure value determined for the initial airfoil shape, at the two or more airfoil perimeter locations, in response to change of a portion of the airfoil shape in a neighborhood of the corresponding perimeter location; and  
   to provide at least one of an alphanumeric description and a graphical description of at least one version of the modified airfoil shape as the final airfoil shape.  

8. The system of claim 7, wherein said computer is further programmed to provide said at least one objective from a group of objectives comprising: maximizing thickness of said airfoil by maximizing a trailing edge wedge angle for said airfoil; minimizing a magnitude of pressure undulations on a surface of said airfoil; and minimizing an amplitude of vortex shedding from said airfoil.  

9. The system of claim 7, wherein said computer is further programmed to provide said at least one constraint from a group of constraints comprising: vortex shedding from a trailing edge of said airfoil is no greater than a selected threshold value; a difference between any resonant frequency of said airfoil and a vortex shedding frequency is at least equal to a threshold frequency difference; mass of said airfoil is no larger than a threshold mass value; pressure value at each of a sequence of selected locations along a perimeter of said airfoil differs from a corresponding reference pressure value by no more than a threshold pressure difference value; airfoil chord length lies in a selected range; mass flow rate through a row of said airfoils is unchanged; and gas exit angle from a row of said airfoils is unchanged.  

10. The system of claim 7, wherein said computer is further programmed to use said computational fluid dynamics to estimate a pressure value at each of at least two selected perimeter locations for said initial airfoil shape for air flow in at least one subsonic flow regime.  

11. The system of claim 7, wherein said computer is further programmed:  
   to provide a variation in shape of said final airfoil shape corresponding to variations that can be introduced in manufacture of an airfoil having substantially said final airfoil shape;  
   to vary said final airfoil shape in a neighborhood of at least one of said perimeter locations according to the manufacturing variations, to provide a perturbed final airfoil shape;  
   to use computational fluid dynamics ("CFD") to estimate a pressure value at each of at least two selected perimeter locations for the perturbed final airfoil shape; and  
   to provide at least one of an alphanumeric description and a graphical description of the perturbed final airfoil shape.  

12. The system of claim 7, wherein said computer is further programmed:  
   to provide a sequence of N selected spaced apart locations \( x_n \) on a perimeter of said airfoil and a line segment, having a length \( L \cdot f_n \) and being substantially perpendicular to a curve representing the airfoil perimeter in a neighborhood of each of the locations \( x_n \), where \( L \) is a chord length of said airfoil and \( f_n \) is a fraction lying in a range that is substantially defined by \(-0.10 \leq f_n \leq 0.10\), where line segment number \( n \) has a first end at the location \( x_n \) and has a second end located at a distance \( L \cdot f_n \) from the line segment first end \((n=1, \ldots, N)\); and  
   to define said modified airfoil shape, in part, by a sequence of second ends of the line segments number \( n=1, \ldots, N \), and to define said modified airfoil shape, in part, by a selected continuous curve connecting the line segments numbers \( n'-1, n' \) and \( n'+1 \), for \( n'=1, \ldots, N-1 \).  
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