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Abstract

Simulations of exhaust nozzle flows are typically conducted assuming the gas is calorically perfect, and typically modeled as air. However the gas inside a real nozzle is generally composed of combustion products whose thermodynamic properties may differ. In this study, the effect of gas model assumption on exhaust nozzle simulations is examined. The three methods considered model the nozzle exhaust gas as calorically perfect air, a calorically perfect exhaust gas mixture, and a frozen exhaust gas mixture. In the latter case the individual non-reacting species are tracked and modeled as a gas which is only thermally perfect. Performance parameters such as mass flow rate, gross thrust, and thrust coefficient are compared as are mean flow and turbulence profiles in the jet plume region. Nozzles which operate at low temperatures or have low subsonic exit Mach numbers experience relatively minor temperature variations inside the nozzle, and may be modeled as a calorically perfect gas. In those which operate at the opposite extreme conditions, variations in the thermodynamic properties can lead to different expansion behavior within the nozzle. Modeling these cases as a perfect exhaust gas flow rather than air captures much of the flow features of the frozen chemistry simulations. Use of the exhaust gas reduces the nozzle mass flow rate, but has little effect on the gross thrust. When reporting nozzle thrust coefficient results, however, it is important to use the appropriate gas model assumptions to compute the ideal exit velocity. Otherwise the values obtained may be an overly optimistic estimate of nozzle performance.

Nomenclature

- $A$: cross sectional area
- $C_{fg}$: gross thrust coefficient
- $C_p$: specific heat at constant pressure
- $C_v$: specific heat at constant volume
- $D$: nozzle exit diameter
- $F_g$: gross thrust, $F_m + F_p$
- $F_m$: momentum thrust, $\int (\rho \vec{V} / g_c) \vec{V} \cdot d\vec{A}$
- $F_p$: pressure thrust, $\int (p - p_\infty) d\vec{A}$
- $g_c$: conversion factor, 32.174 lbm-ft/(lbf·s²)
- $h$: enthalpy
- $k$: turbulent kinetic energy
- $\dot{m}$: mass flow rate, $\rho \vec{V} \cdot d\vec{A}$
- $NPR$: nozzle pressure ratio, $P_0/P_\infty$
- $ns$: number of species
- $P$: pressure
- $T$: temperature
\begin{align*}
R & \text{ gas constant} \\
r & \text{ radial position} \\
s & \text{ entropy} \\
\tau & \text{ friction velocity, } \sqrt{\frac{\tau_w}{\rho_w}} \\
U & \text{ axial velocity} \\
V & \text{ velocity} \\
V_{\text{ideal}} & \text{ nozzle ideal exit velocity} \\
x & \text{ axial distance from nozzle exit plane} \\
Y & \text{ species mass fraction} \\
\Delta y & \text{ distance to the nearest wall} \\
x^+ & \text{ nondimensional near-wall spacing, } \Delta y \cdot \frac{u_\tau}{\nu} \\
\nu & \text{ kinematic viscosity} \\
\rho & \text{ density} \\
\gamma & \text{ ratio of specific heats, } C_p/C_v \\
\tau & \text{ shear stress} \\
\end{align*}

subscripts/superscripts

\begin{align*}
e & \text{ nozzle exit} \\
one & \text{ stagnation condition} \\
w & \text{ wall} \\
* & \text{ throat} \\
\infty & \text{ freestream} \\
\end{align*}

I. Introduction

Computational fluid dynamics (CFD) continues to become a more integral part of the design process. Advances in computational hardware have resulted in faster turn-around times for a given simulation, and now allow researchers to consider more complex problems involving a larger parametric space, larger domain sizes, and/or more advanced physical modeling.

At NASA Glenn in the area of propulsion, and particularly in the area of exhaust nozzle flows, CFD is currently used to (1) examine the performance characteristics of a given nozzle design and identify loss mechanisms, and (2) generate nozzle plume simulations which provide noise source estimates for acoustic analogy methodologies such as that described in reference 1. Some examples of these types of nozzle assessments are given in references 2–5. The first examines the flowfield inside a lobed mixer-ejector nozzle in order to better understand sidewall effects on the mixedness of the exhaust gas. References 3 and 4 investigate the performance penalty of placing wedge or vane flow diverters into the internal fan stream of a dual-stream turbofan engine in order to reduce the perceived jet noise. The last provides an overview of the current state of jet noise prediction capabilities, which rely upon CFD to provide the mean flow and turbulence quantities in the jet plume region.

Simulations such as these have traditionally been conducted assuming that the exhaust behaves as a calorically perfect gas, usually air. This is done to match experiments using unheated air, and it simplifies the simulation since the specific heats are treated as constants. However, these perfect gas simulations often allow only one working fluid, thus requiring that the same thermodynamic properties be used for both the internal and external regions of the flow. In addition, the gas within a real nozzle contains additional species which result from the combustion process and may alter the thermodynamic properties of the gas. The expansion of the gas through the nozzle also results in a change in static temperature of the flow. Using the isentropic relations for perfect gas air as a guide, one can estimate the static temperature variation as a function of Mach number. As shown in figure 1 the steepest portion of this curve occurs at low supersonic speeds. At a nozzle exit Mach number of 1.0, the temperature is 83\% of the stagnation value. However, at an exit Mach number of 2.0, the temperature is only 55\%. If the gas is not calorically perfect, the thermodynamic properties will vary with the temperature inside the nozzle. As figure 2 illustrates, both air and exhaust gas experience the most significant reduction in $\gamma$ between temperatures of 1000–2000 °R. Therefore one would expect hot supersonic jets might benefit from more realistic modeling of the exhaust gas.

In modeling chemically reacting flows, the mass fractions of the individual chemical species are tracked.
and the mixture properties at any point in the flowfield depend upon the mixture composition and the thermodynamic properties of the individual species. These thermodynamic properties are in turn functions of the local temperature, which makes the gas thermally perfect. Computing the reaction rate source terms can be computationally expensive and reduce the allowable timestep. For gas turbine engines, where the flow entering the nozzle has passed through the turbine and the combustion process is essentially complete, one can make the simplifying assumption that the reaction rates are zero. Under this frozen chemistry assumption, diffusion is the only mechanism for changing the species concentrations.

This paper investigates the effect of the gas model assumptions on nozzle exhaust simulations by comparing the results of three modeling approaches: (1) the nozzle flow is treated as air and assumed to be a calorically perfect gas, (2) the flow is treated as a calorically perfect gas representative of the combustion products, and (3) the combustion products are modeled using frozen chemistry. The comparisons include predicted performance parameters such as mass flow rates and thrust, as well as mean flow and turbulence values within the jet plume region which may affect jet noise predictions.

In addition, simulations are carried out using two different near-wall turbulence treatments. The first type is referred to as wall integration or low (turbulence) Reynolds number models. This technique incorporates near wall source terms into the turbulence transport equations so that one can integrate the equations down to and including the laminar sublayer region ($y^+ \leq 5$). In order to properly capture the near wall boundary layer the first grid point off the wall should be located well within the sublayer, generally near $y^+ = 1$. The second type of near wall model is referred to as the wall function technique. This method assumes that the velocity profile obeys the law of the wall, and the near wall flow is prescribed through boundary conditions rather than resolved. The method requires that the first point off the wall lie within the log-layer region, typically found between $y^+$ values of 30 and approximately 150. Because of the assumptions inherent in the wall function development, that class of near-wall treatment is less broadly applicable than wall integration models. However, the less stringent near-wall grid requirement can reduce the number of computational grid points needed and also increase the local timestep for a given CFL number.

II. Experimental Configurations

The first set of simulations were computed for an axisymmetric convergent nozzle. The specific nozzle used was the 2.0 inch diameter acoustic reference nozzle (ARN) from reference 6. The computational results will be compared with experimental data from setpoint 23, which had a jet supply stream heated such that the static temperature at the nozzle exit plane was 1.76 times the ambient static temperature and operated at a nozzle pressure ratio (NPR) of 1.103. Measurements of velocity and turbulent kinetic energy are available from particle image velocimetry (PIV). The data include centerline measurements along with profile measurements at various axial locations downstream of the nozzle exit.

The second set of simulations were computed for a supersonic nozzle that was tested at the NASA Langley Research Center (LaRC) Jet Noise Laboratory. The nozzle has an exit diameter of 3.6 inches and was operated near fully expanded conditions to Mach 2. Several different datasets are available for various nozzle total temperatures. The particular dataset used in this study had a total temperature of 2460 °R. Centerline measurements of static temperature and pressure, total pressure and axial velocity were taken.

III. Analytical Modeling

Using a simple one-dimensional analysis of an inviscid calorically perfect gas, one can show that for a shock-free nozzle the mass flow rate and nozzle exit velocity are given by:

$$\dot{m} = \sqrt{\frac{2\gamma}{\gamma - 1} \frac{1}{RT_0} \left[ \left( \frac{P_0}{P_e} \right)^{(\gamma - 1)/\gamma} - 1 \right] \left( \frac{P_0}{P_e} \right)^{(\gamma - 1)/\gamma} P_e A e g_e} \quad (1)$$

$$V_e = \sqrt{\frac{2\gamma}{\gamma - 1} \frac{1}{RT_0} \left[ 1 - \left( \frac{P_0}{P_e} \right)^{(1 - \gamma)/\gamma} \right]} \quad (2)$$

NASA/TM—2009-215507

3
The thrust due to the momentum of the flow exiting the nozzle is,

\[ F_m = \frac{2\gamma}{\gamma - 1} \left[ \left( \frac{P_0}{P_e} \right)^{\frac{(\gamma - 1)}{\gamma}} - 1 \right] P_e A_e \quad (3) \]

and the pressure thrust due to imperfect expansion inside the nozzle is:

\[ F_p = \left( 1 - \frac{P_\infty}{P_e} \right) P_e A_e \quad (4) \]

The sum of these is the gross thrust.

\[ F_g = \left\{ \frac{2\gamma}{\gamma - 1} \left[ \left( \frac{P_0}{P_e} \right)^{\frac{(\gamma - 1)}{\gamma}} - 1 \right] + \left( 1 - \frac{P_\infty}{P_e} \right) \right\} P_e A_e \quad (5) \]

For a convergent nozzle, the flow either expands to the freestream pressure or becomes choked at the nozzle exit. The exit pressure can therefore be determined from:

\[ \frac{P_e}{P_\infty} = \max \left[ 1, \frac{P_0}{P_\infty} \left( 1 + \frac{\gamma - 1}{2} \right)^{-\gamma/(\gamma - 1)} \right] \quad (6) \]

For a choked convergent-divergent nozzle, the exit pressure can be determined from the exit Mach number which must satisfy the area ratio relation.

\[ \frac{A_e}{A^*} = \frac{1}{M_e} \left( \frac{\gamma + 1}{\gamma - 1} \right)^{\frac{(\gamma + 1)}{2(\gamma - 1)}} \quad (7) \]

\[ \frac{P_e}{P_\infty} = \frac{P_0}{P_\infty} \left( 1 + \frac{\gamma - 1}{2} M_e^2 \right)^{-\gamma/(\gamma - 1)} \quad (8) \]

Shock losses within the nozzle complicate the analysis. Fortunately, for the near fully expanded conditions of the present C-D nozzle, the above relations are sufficient.

An important thing to note from this analysis is that both the mass flow rate and exit velocity are directly dependent upon the gas constant and the operating stagnation temperature of the nozzle. The thrust is independent of the gas constant and is only indirectly influenced by temperature through \( \gamma \).

IV. Numerical Setup

The simulations were performed using the latest release of Wind-US, version 2.0. This CFD code is developed by the NPARC Alliance, a partnership between the NASA Glenn Research Center (GRC) and the Air Force’s Arnold Engineering Development Center (AEDC), along with significant contributions from The Boeing Company. Wind-US is a general purpose Navier-Stokes flow solver capable of simulating a multitude of fluid flow physics and is well suited for high speed flows.

Both nozzle geometries have been extensively investigated using previous versions of Wind.\textsuperscript{8-10} Those studies have largely focused on the effects of turbulence models on the decay of jet plumes where the exhaust gas was modeled using air and treated as calorically perfect. For the current series of calculations, Menter’s Shear Stress Transport (SST) turbulence model\textsuperscript{11} was used with \( Pr_t = 0.70 \) and three different gas models. The first used air as the working fluid and was assumed to be calorically perfect. The second assumed that the exhaust gas mixture is calorically perfect and comprised of the following species mass fractions: nitrogen (N2) 78.066\%, oxygen (O2) 15.613\%, carbon dioxide (CO2) 3.528\%, and water vapor (H2Og) 2.793\%. The third series of calculations modeled this exhaust gas mixture using the specified species mass fractions and frozen chemistry, which is to say that the chemical kinetics were not enabled and the gas was treated as thermally perfect. These three gas models will be referred to as perfect gas air, perfect gas exhaust and frozen gas exhaust.
For the frozen chemistry calculations, the freestream species mass fractions were set at 0.79% N₂ and 0.21% O₂. Other lesser species, such as Argon, were ignored. For the perfect gas simulations Wind-US only allows one working fluid, so both the nozzle and freestream flow were modeled using the same gas properties. Effective values of the ratio of specific heats for the perfect gas exhaust cases are based upon those of the frozen gas exhaust evaluated at the nozzle stagnation temperature (i.e., $\gamma = \gamma(T_0)$). Note that these values differ between the two nozzle cases because of differences in the operating stagnation temperatures.

All of the simulations were modeled using a multi-block structured grid approach: one zone for the internal flow, another for the freestream surrounding the nozzle, and a third downstream zone for the plume region. Wall integration grids for both nozzles were available from previous studies. These grids were modified for use with wall functions by redistributing the near wall points. The targeted placement of the first point off the wall was $y^+$ between 30 and 50, but determining this location a priori is complicated by the fact that $y^+$ depends upon the local flow. Since the wall integration solutions were available, they were used to help determine the physical near-wall spacing needed to achieve the desired $y^+$.

Inside the nozzle, stagnation values for both pressure and temperature were specified. Freestream values were specified for the external flow. Heat transfer effects were not considered as part of this study and all of the viscous walls were modeled as adiabatic.

### V. Post-Processing

Assumptions regarding the type of gas model also have implications on the calculation of the nozzle performance metrics. A common nozzle performance parameter is the gross thrust coefficient, defined in terms of the gross thrust, the actual nozzle mass flow rate, and a nozzle ideal exit velocity.

$$C_{fg} = F_g g_c/\dot{m}V_{ideal} \tag{9}$$

The gas model assumption directly affects the calculation of the ideal exit velocity, which is the theoretical velocity obtained by a perfectly expanded isentropic process. An assumption is usually made that the gas is calorically perfect which implies that the specific heats are constant and allows one to write a closed-form expression for $V_{ideal}$. In many instances values for air are used in this calculation. However, a more accurate result takes the temperature dependence of the specific heats into consideration. Details of calculating the ideal velocity are given in Appendix A for both thermally perfect and calorically perfect gases.

The present thrust coefficient results have been calculated using three different values for the ideal velocity which mirror the assumptions used in the simulations. The first assumes that the nozzle flow is air and is calorically perfect. The second assumes the nozzle flow is a gaseous mixture representative of the combustion products, but remains calorically perfect. The third also accounts for the presence of combustion products, which are only thermally perfect.

### VI. Subsonic Nozzle

The mesh utilized for the subsonic nozzle case is shown in figure 3. The domain extends 40 diameters downstream and 25 diameters in the radial direction. In a previous study involving Wind, grid independence was demonstrated through grid sequencing. Thus a new grid independence study was not undertaken. In order to compare the turbulent wall integration and wall function approaches, additional simulations were conducted using a grid which was more loosely clustered to the viscous wall regions. Figures 4 and 5 illustrate the differences in near-wall resolution of the wall integration and wall function grids.

For this case the freestream conditions were set to $M_\infty = 0.01$, $P_\infty = 14.3$ psi, and $T_\infty = 530 \degree R$, while the nozzle stagnation conditions were $P_0 = 15.770$ psi and $T_0 = 962 \degree R$. Evaluating the exhaust gas thermodynamic properties at this stagnation temperature yielded a value of $\gamma = 1.373$, which was used for the perfect gas exhaust simulation. Table 1 summarizes the gas model constants used in the various simulations of this case.

The temperature within this subsonic nozzle was relatively low and, as shown in figure 6, was found to vary only 3% through the nozzle. As a result, the thermodynamic properties of the gas for the frozen chemistry case are nearly constant within the nozzle ($\gamma$ increased only 0.10% from its inflow value of 1.373). In the plume region, however, $\gamma$ experienced a greater increase as the exhaust gas species mixed with the freestream air. This is shown in figure 7.

The variation of $\gamma$ within the plume region has little effect on the centerline values of mean axial velocity.
and turbulent kinetic energy shown in figures 8 and 9. Radial profiles of $u$ and $k$ in figures 10 and 11 also reveal no significant differences between the three gas model results. In addition, the wall function results are in excellent agreement with those using wall integration. Based upon the similarity in these solutions one would expect noise predictions based upon them to be nearly identical.

Table 2 summarizes the mass flow rate and thrust values predicted by the various models. For this nozzle, the simple one-dimensional inviscid analysis predicts that the exhaust gas will have approximately 1% less mass flow rate compared to perfect gas air, but the difference in $\gamma$ will have a negligible effect on the gross thrust. The CFD results shown in the table confirm these trends. The use of wall functions consistently results in approximately 1% less mass flow rate and gross thrust compare to the wall integration results. A closer examination of the wall function solutions reveals that the resultant near-wall grid spacing near the nozzle exit grows to roughly $y^+ = 50$. While still acceptable for the wall function procedure, this spacing yields only about 6 points inside the boundary layer. It should be noted that identifying the boundary layer edge is complicated by the fact that the flow inside the nozzle is two dimensional. An additional series of simulations was conducted using a revised wall function grid which had a near-wall grid spacing near the nozzle exit of $y^+ \approx 20$. Compared with the wall integration results, the difference in mass flow rate on the revised grid is reduced to approximately 0.25% and the difference in thrust is reduced to less than 0.4%.

The gross thrust coefficient results given in Table 3 have been computed using three different gas model assumptions in the calculation of $V_{\text{ideal}}$. The first column of results has been computed using the nozzle ideal exit velocity for perfect gas air. As is evident, normalizing the exhaust gas flows in this manner exaggerates the nozzle efficiency. In the second column of results, the ideal velocity is computed using values for $R$ and a constant effective $\gamma$ which more closely models the actual exhaust gas. Using this technique, the ideal velocity for the exhaust gas is approximately 1% larger than for perfect gas air. With this adjustment, the thrust coefficient results are observed to be in very close agreement with the simulation results for perfect gas air. The third column of results have been normalized by a $V_{\text{Ideal}}$ value that is based upon the mixture gas constant and a variable $\gamma$. Due to the limited variation in temperature and $\gamma$ within the nozzle, the value of $V_{\text{Ideal}}$ computed using this thermally perfect procedure differs very little from that computed using an effective perfect gas. The change in the frozen gas thrust coefficient results is only 0.1%.

For this convergent nozzle operating at a relatively low temperature, the choice of gas model effects the predicted mass flow rate by roughly one percent and differences in gross thrust are negligible. Both of these trends match those provided by the analytical model. When computing the nozzle ideal exit velocity for use in the gross thrust coefficient, the use of a perfect gas assumption appears to be satisfactory, provided one uses thermodynamic properties of the actual gas rather than air. Because there is little temperature variation within this nozzle, there is little advantage to using the thermally perfect procedure for computing $V_{\text{Ideal}}$.

### VII. Supersonic Nozzle

The mesh for the supersonic nozzle shown in figure 12 is similar to that used in previous jet plume studies, but has undergone some refinement inside the nozzle to improve thrust predictions. A series of axial and radial grid refinement studies revealed that additional streamwise resolution was needed within the convergent section of the nozzle in order to improve predictions of the initial flow acceleration and mass flow conservation within the nozzle. Figures 13 and 14 compare the near-wall spacing for the wall integration and wall function grids. Because the lip of the supersonic nozzle is considerably thinner than that of the subsonic nozzle, the wall function grid for this case provides significantly less radial resolution of the initial shear layer region.

The freestream conditions were set to $M_\infty = 0.20$, $P_\infty = 14.7$ psi, and $T_\infty = 530 \, ^\circ R$. Inside the nozzle stagnation conditions were set to $P_0 = 115$ psi and $T_0 = 2460 \, ^\circ R$. At this elevated stagnation temperature, the value of $\gamma$ for the exhaust gas was found to be 1.305, which is about 7% less than the typical value used for air and about 5% less than the value used for the subsonic nozzle exhaust gas. Table 4 summarizes the thermodynamic properties for each of the gas models used for this series of simulations.

Because of the higher operating temperature and greater expansion within this nozzle, it is a better test case for illustrating the effect that the perfect gas and frozen chemistry models have on the predicted nozzle performance. Figure 15 compares the static temperature variation along the nozzle centerline. This case exhibits a 40% change in temperature through the nozzle and differences between the perfect gas air and perfect gas exhaust are clearly evident. The perfect gas air results are noticeably overexpanded relative to
the experimental data. The perfect and frozen gas exhaust models are in much better agreement, with the frozen gas exhaust results most closely matching the nozzle exit temperature data and providing a minor improvement within the jet decay region.

Figure 16 compares contours of the static temperature predicted with the various gas models. Differences in how the models compute thermodynamic properties result in a slightly different expansion through the nozzle and within the plume region. This is more easily seen by examining the Mach number contours in the jet potential core region, figure 17. The perfect gas air simulation expands quickest through the nozzle, though the effects of this appear to be limited to within the jet potential core.

Figure 18 shows the centerline variation of $\gamma$ inside the nozzle and illustrates the temperature dependence. The 40% temperature reduction through the nozzle results in a 2.5% increase in the ratio of specific heats. Much of this variation occurs downstream of the nozzle throat as the flow accelerates to Mach 2. Contours of $\gamma$ in the plume region are shown in figure 19. Within this region, $\gamma$ is a function of both temperature and the species mass fractions, since the exhaust gas mixes with the freestream air.

The centerline velocity decay shown in figure 20 reveals little difference in the length of the potential core regardless of the use of the various gas models or near-wall approaches. However, within the range $0 \leq x/D \leq 10$ one observes some minor variations in the velocity within the potential core region. As shown in figure 21, the perfect and frozen gas exhaust simulations show an increase in the velocity shortly after exiting the nozzle, while the simulations featuring the default perfect gas air model indicates a decrease near the same location. These differences are a further result of the expansion behavior within the nozzle and the pressure waves caused by a slight over- or underexpansion of the nozzle. Comparing with the available data, it appears that the use of the actual exhaust gas properties provides better agreement than simply using air. Differences between the perfect and frozen gas exhaust are somewhat less significant, and neither completely matches the data.

Velocity and turbulence profile results within the plume region are shown in figures 22 and 23. Some small differences within the first jet diameter are evident and are most likely related to the slightly different nozzle expansions produced by the gas models. The peak values of the turbulent kinetic energy are found to be equivalent. Therefore these small differences in solutions are not expected to impact any noise prediction results derived from them.

Thrust results for this supersonic nozzle are listed in Table 5 and exhibit similar trends in both the inviscid analysis and CFD. For the simulations modeled using the exhaust gas, the pressure thrust is positive indicating the flow is slightly underexpanded. With air as the working gas, the pressure thrust is negative indicating the flow is slightly overexpanded. These minor under- and overexpansions result in corresponding weak expansion and compression waves immediately downstream of the nozzle exit. The presence of such waves are corroborated by the observations of centerline velocity in figure 21. Overall, the use of different gas models was found to produce less than one quarter percent variation in the predicted gross thrust. However, the exhaust gas led to mass flow rates that are 3% less than that using air.

The use of wall functions had little observable effect on the mean flow quantities examined in the plume region, and the predicted mass flow rates were essentially the same as those obtained using wall integration. The near-wall region for this case was better resolved than for the convergent nozzle, with $y^+ \approx 35$ and nearly twenty points within the boundary layer. The wall function model did predict somewhat larger displacement thicknesses of the boundary layer inside the nozzle compared to the wall integration results. This resulted in less effective area at the nozzle exit. The wall function solutions thus undergo less expansion than the wall integration cases, resulting in a slightly smaller momentum thrust and a larger pressure thrust. The net result is roughly 0.3% lower gross thrust when wall functions are used.

Table 6 compares the thrust coefficient results for the different gas models using the various approaches for computing $V_{\text{ideal}}$ described previously. For this nozzle, when the exhaust gas results are normalized by the nozzle ideal exit velocity of air, the thrust coefficients exceed one. Computing $V_{\text{ideal}}$ with a perfect gas assumption and a constant $\gamma$ representative of the gas mixture results in much better agreement of the gross thrust coefficient with the simulation results using perfect gas air. Unlike for the convergent nozzle case, this technique does not work as well for the frozen gas exhaust results. The remaining disparity between the perfect and frozen gas exhaust performance values are resolved when the frozen gas exhaust solution is normalized by the ideal exit velocity for a thermally perfect gas.
VIII. Discussion

Based upon the results of the previous sections, the following general trends can be summarized. When the working fluid is changed from perfect gas air to either perfect or frozen gas exhaust, the nozzle mass flow rate is reduced. A greater percent reduction was found for the supersonic nozzle. The nozzle exit velocity, on the other hand, increases. If one merely uses $V_{\text{ideal}}$ for air to compute the gross thrust coefficient of an exhaust gas simulation, the values obtained may be overly optimistic. However, if the same gas model assumptions are used in computing $V_{\text{ideal}}$ as in the simulation, then comparable gross thrust coefficients can be obtained using any of the various gas modeling assumptions.

For higher speed applications such as hypersonic propulsion systems, which operate at even higher temperatures and nozzle pressure ratios, one would expect the proper accounting of $V_{\text{ideal}}$ to be of greater importance. Many such designs involve ramjet or scramjet combustion, which may not be complete before entering the nozzle. These configurations would require a more sophisticated modeling of the combustion physics than the frozen flow presented herein.

The findings of these studies can also be extrapolated to experimental results. When reporting performance data for hot supersonic nozzles, it is important to document the assumptions used in computing $V_{\text{ideal}}$. For air heated above a few hundred degrees Rankine, the ratio of specific heats may need to be adjusted to a value less than 1.4. Likewise, if the nozzle stream is heated by means of a combustor, then knowledge of the exhaust gas composition may be needed in order to make allowances for the thermodynamic effects of the additional chemical species.

IX. Conclusion

In this study, the effect of the gas model assumption on nozzle exhaust simulations has been examined. Differences in the molecular composition of clean air and a representative exhaust gas mixture yield differences in their thermodynamic properties. These differences do not appear to have a significant effect on predictions for subsonic, low temperature flows. For hot supersonic nozzles, when both gases are assumed to be calorically perfect, these differences were found to result in a slight over- or underexpansion. The use of the frozen gas exhaust model produced more physically realistic results over the standard perfect gas air model. Perfect gas simulations of the exhaust gas mixture captured most, but not all, of the features of the frozen chemistry solution. The ability of the perfect gas exhaust simulations to capture the underexpansion of the nozzle demonstrates the importance of choosing the proper gas properties when using a perfect gas model. Estimation of values for quantities such as $R$ and $\gamma$ are possible if the gas mixture composition is known.

Some small differences between solutions were observed in the plume region of the supersonic nozzle. This was mostly due to the small over and underexpansions within the nozzle that result from differences in the thermodynamic properties of the gas models used. However, these differences are not significant enough to alter primary jet characteristics, such as core length or peak turbulence values, and are therefore unlikely to alter noise predictions derived from these solutions.

The gross thrust is relatively insensitive to the gas model used. When computing the thrust coefficient, however, one must be careful to normalize using the proper value for the nozzle ideal exit velocity. Normalizing exhaust gas solutions using an ideal velocity for perfect gas air resulted in an overestimation of the nozzle gross thrust coefficient. When the same gas model assumption are used to compute the ideal exit velocity as in the simulations, comparable thrust coefficients are obtained. These findings also have implications for the reporting of experimental thrust performance, especially when the exact composition of the exhaust gas mixture is unknown. In that case it is important to fully document the assumptions used in computing the ideal exit velocity, as ignoring the specifics of that choice can lead to overly optimistic performance results.
Appendix A: Calculation of the Ideal Nozzle Exit Velocity

The ideal exit velocity is computed assuming isentropic flow through the nozzle. From the conservation of total enthalpy,

\[ h_o = h + \frac{1}{2}V^2 \]  \hspace{1cm} (10)

the nozzle exit velocity can be expressed as

\[ V_e = \sqrt{2[h_o - h_e]} \]  \hspace{1cm} (11)

where \( h_o \) is the stagnation enthalpy at the nozzle entrance and \( h_e \) is the static enthalpy at the nozzle exit.

For a **thermally perfect gas**, the specific heats are functions of temperature and the enthalpy values are given by

\[ h_o = h(T_o) \quad h(T) = \sum_{i=1,ns} Y_i h_i(T) \]  \hspace{1cm} (12)

\[ h_e = h(T_e) \quad h_i(T) = \int_{T_{ref}}^{T} C_{p_i} \frac{dT}{T} \]  \hspace{1cm} (13)

The function \( h_i(T) \) is provided by means of look-up tables or curve-fit approximations to available experimental data.\(^{12}\) In order to relate \( T_e \) to the nozzle exit pressure \( P_e \), the first and second laws of thermodynamics are applied and the process is assumed to be isentropic:

\[ \Delta s = \int_{T_o}^{T_e} C_p \frac{dT}{T} - R \int_{P_o}^{P_e} \frac{dP}{P} = 0 \]  \hspace{1cm} (14)

A look-up function is also used for the quantity

\[ s_i(T) = \int_{T_{ref}}^{T} C_{p_i} \frac{dT}{T} \]  \hspace{1cm} (15)

such that Eq. (14) can be written as an implicit relation for \( T_e \). Since the flow expands completely \((P_e = P_\infty)\) the nozzle pressure ratio can be substituted.

\[
\sum_{i=1,ns} Y_i s_i(T_e) = \sum_{i=1,ns} Y_i s_i(T_o) - R \ln \left( \frac{P_o}{P_e} \right) = \sum_{i=1,ns} Y_i s_i(T_o) - R \ln (NPR) \]  \hspace{1cm} (16)

Once \( T_e \) is determined, the ideal exit velocity is computed from Eqs. (11), (12), and (13).

For a **calorically perfect gas**, the specific heats are constant and the enthalpy values are given by

\[ h_o = C_p T_o \]  \hspace{1cm} (17)

\[ h_e = C_p T_e \]  \hspace{1cm} (18)

Eq. (14) can be solved in closed form to determine \( T_e \)

\[ \frac{T_e}{T_o} = \left( \frac{P_o}{P_e} \right)^{(1-\gamma)/\gamma} = NPR^{(1-\gamma)/\gamma} \]  \hspace{1cm} (19)

and the ideal nozzle exit velocity can be expressed as

\[ V_e = \sqrt{\frac{2\gamma}{\gamma-1} RT_o \left[ 1 - NPR^{(1-\gamma)/\gamma} \right]} \]  \hspace{1cm} (20)
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### Table 1. Gas model constants for convergent nozzle calculations (NPR=1.103, $T_0 = 962 \, ^\circ R$).

<table>
<thead>
<tr>
<th>Wall Model</th>
<th>Gas Model</th>
<th>$\dot{m}$ (lbfm/s)</th>
<th>$F_m$ (lbf)</th>
<th>$F_p$ (lbf)</th>
<th>$F_g$ (lbf)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D Inviscid</td>
<td>Perfect Gas Air</td>
<td>0.508</td>
<td>8.916</td>
<td>0.000</td>
<td>8.916</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Exhaust</td>
<td>0.503</td>
<td>8.910</td>
<td>0.000</td>
<td>8.910</td>
</tr>
<tr>
<td></td>
<td>Frozen Gas Exhaust</td>
<td>0.492</td>
<td>8.554</td>
<td>0.081</td>
<td>8.634</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.493</td>
<td>8.573</td>
<td>0.074</td>
<td>8.647</td>
</tr>
<tr>
<td>Integration</td>
<td>Perfect Gas Air</td>
<td>0.497</td>
<td>8.559</td>
<td>0.081</td>
<td>8.640</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Exhaust</td>
<td>0.492</td>
<td>8.554</td>
<td>0.081</td>
<td>8.634</td>
</tr>
<tr>
<td></td>
<td>Frozen Gas Exhaust</td>
<td>0.493</td>
<td>8.440</td>
<td>0.111</td>
<td>8.551</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.493</td>
<td>8.513</td>
<td>0.074</td>
<td>8.647</td>
</tr>
<tr>
<td>Wall Function</td>
<td>Perfect Gas Air</td>
<td>0.488</td>
<td>8.436</td>
<td>0.111</td>
<td>8.547</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Exhaust</td>
<td>0.489</td>
<td>8.468</td>
<td>0.092</td>
<td>8.560</td>
</tr>
<tr>
<td></td>
<td>Frozen Gas Exhaust</td>
<td>0.491</td>
<td>8.507</td>
<td>0.099</td>
<td>8.605</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.491</td>
<td>8.520</td>
<td>0.092</td>
<td>8.611</td>
</tr>
<tr>
<td>Wall Function(revised)</td>
<td>Perfect Gas Air</td>
<td>0.491</td>
<td>8.507</td>
<td>0.099</td>
<td>8.605</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Exhaust</td>
<td>0.491</td>
<td>8.520</td>
<td>0.092</td>
<td>8.611</td>
</tr>
<tr>
<td></td>
<td>Frozen Gas Exhaust</td>
<td>0.491</td>
<td>8.520</td>
<td>0.092</td>
<td>8.611</td>
</tr>
</tbody>
</table>

### Table 2. Convergent nozzle thrust results (NPR=1.103, $T_0 = 962 \, ^\circ R$).

<table>
<thead>
<tr>
<th>Simulation Models</th>
<th>Thrust Coefficient, $C_{fg}$, using Different $V_{ideal}$ Gas Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wall Model</td>
<td>Gas Model</td>
</tr>
<tr>
<td>Integration</td>
<td>Perfect Gas Air</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Exhaust</td>
</tr>
<tr>
<td></td>
<td>Frozen Gas Exhaust</td>
</tr>
<tr>
<td>Wall Function</td>
<td>Perfect Gas Air</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Exhaust</td>
</tr>
<tr>
<td></td>
<td>Frozen Gas Exhaust</td>
</tr>
<tr>
<td>Wall Function</td>
<td>Perfect Gas Air</td>
</tr>
<tr>
<td>(revised)</td>
<td>Perfect Gas Exhaust</td>
</tr>
<tr>
<td></td>
<td>Frozen Gas Exhaust</td>
</tr>
</tbody>
</table>

### Table 3. Convergent nozzle thrust coefficient results (NPR=1.103, $T_0 = 962 \, ^\circ R$).
<table>
<thead>
<tr>
<th>Gas Model</th>
<th>$R$ (ft$^2$/s$^2$°R)</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfect Gas Air</td>
<td>1716</td>
<td>1.400</td>
</tr>
<tr>
<td>Perfect Gas Exhaust</td>
<td>1745</td>
<td>1.305</td>
</tr>
<tr>
<td>Frozen Gas Exhaust</td>
<td>1745</td>
<td>1.305‡</td>
</tr>
</tbody>
</table>

‡$\gamma$ varies with temperature. Value shown is $\gamma(T_0)$.

Table 4. Gas model constants for convergent-divergent nozzle calculations (NPR=7.82, $T_0$ = 2460 °R).

<table>
<thead>
<tr>
<th>Wall Model</th>
<th>Gas Model</th>
<th>$\dot{m}$ (lbm)</th>
<th>$F_m$ (lbf)</th>
<th>$P_m$ (lbf)</th>
<th>$P_{th}$ (lbf)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D Inviscid</td>
<td>Perfect Gas Air</td>
<td>7.14</td>
<td>815.3</td>
<td>−10.8</td>
<td>804.5</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Exhaust</td>
<td>6.91</td>
<td>800.0</td>
<td>4.6</td>
<td>804.6</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Air</td>
<td>7.09</td>
<td>793.4</td>
<td>−3.7</td>
<td>789.7</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Exhaust</td>
<td>6.86</td>
<td>778.6</td>
<td>11.1</td>
<td>789.7</td>
</tr>
<tr>
<td></td>
<td>Frozen Gas Exhaust</td>
<td>6.87</td>
<td>781.2</td>
<td>7.4</td>
<td>788.6</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Air</td>
<td>7.08</td>
<td>790.0</td>
<td>−2.6</td>
<td>787.5</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Exhaust</td>
<td>6.86</td>
<td>775.3</td>
<td>12.1</td>
<td>787.5</td>
</tr>
<tr>
<td></td>
<td>Frozen Gas Exhaust</td>
<td>6.86</td>
<td>777.8</td>
<td>8.5</td>
<td>786.4</td>
</tr>
</tbody>
</table>

Table 5. Convergent-divergent nozzle thrust results (NPR=7.82, $T_0$=2460 °R).

<table>
<thead>
<tr>
<th>Simulation Models</th>
<th>Thrust Coefficient, $C_{fg}$, using Different $V_{ideal}$ Gas Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wall Model</td>
<td>Gas Model</td>
</tr>
<tr>
<td>Integration</td>
<td>Perfect Gas Air</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Exhaust</td>
</tr>
<tr>
<td></td>
<td>Frozen Gas Exhaust</td>
</tr>
<tr>
<td>Wall Function</td>
<td>Perfect Gas Air</td>
</tr>
<tr>
<td></td>
<td>Perfect Gas Exhaust</td>
</tr>
<tr>
<td></td>
<td>Frozen Gas Exhaust</td>
</tr>
</tbody>
</table>

Table 6. Convergent-divergent nozzle thrust coefficient results (NPR = 7.82, $T_0$ = 2460 °R).
Figure 1. Isentropic relation between temperature and Mach number.

Figure 2. Dependence of specific heat ratio on temperature.
Figure 3. Mesh for convergent nozzle geometry (every 8th grid point shown).

Figure 4. Grid spacing at lip for convergent nozzle wall integration cases.

Figure 5. Grid spacing at lip for convergent nozzle wall function cases.
Figure 6. Centerline static temperature results for convergent nozzle.

Figure 7. Convergent nozzle contours of specific heat ratio for subsonic nozzle.
Figure 8. Centerline velocity results for convergent nozzle.

Figure 9. Centerline turbulent kinetic energy results for convergent nozzle.
Figure 10. Velocity profile results for convergent nozzle (See figure 9 for legend).

Figure 11. Turbulent kinetic energy profile results for convergent nozzle (See figure 9 for legend).
Figure 12. Mesh for convergent-divergent nozzle (every 5th grid point shown).

Figure 13. Grid spacing at lip for convergent-divergent nozzle wall integration cases.

Figure 14. Grid spacing at lip for convergent-divergent nozzle wall function cases.
Figure 15. Convergent-divergent nozzle centerline static temperature decay.

Figure 16. Convergent-divergent nozzle static temperature contours.
Figure 17. Convergent-divergent nozzle Mach number contours.
Figure 18. Convergent-divergent nozzle centerline variation of static temperature and specific heat ratio.

Figure 19. Convergent-divergent nozzle contours of specific heat ratio.
Figure 20. Convergent-divergent nozzle centerline velocity decay.

Figure 21. Detailed plot of convergent-divergent nozzle centerline velocity within the potential core region.
Figure 22. Jet velocity profiles for convergent-divergent nozzle (See figure 21 for legend).

Figure 23. Turbulent kinetic energy profiles for convergent-divergent nozzle (See figure 21 for legend).
Simulations of exhaust nozzle flows are typically conducted assuming the gas is calorically perfect, and typically modeled as air. However, the gas inside a real nozzle is generally composed of combustion products whose thermodynamic properties may differ. In this study, the effect of gas model assumption on exhaust nozzle simulations is examined. The three methods considered model the nozzle exhaust gas as calorically perfect air, a calorically perfect exhaust gas mixture, and a frozen exhaust gas mixture. In the latter case the individual nonreacting species are tracked and modeled as a gas which is only thermally perfect. Performance parameters such as mass flow rate, gross thrust, and thrust coefficient are compared as are mean flow and turbulence profiles in the jet plume region. Nozzles which operate at low temperatures or have low subsonic exit Mach numbers experience relatively minor temperature variations inside the nozzle, and may be modeled as a calorically perfect gas. In those which operate at the opposite extreme conditions, variations in the thermodynamic properties can lead to different expansion behavior within the nozzle. Modeling these cases as a perfect exhaust gas flow rather than air captures much of the flow features of the frozen chemistry simulations. Use of the exhaust gas reduces the nozzle mass flow rate, but has little effect on the gross thrust. When reporting nozzle thrust coefficient results, however, it is important to use the appropriate gas model assumptions to compute the ideal exit velocity. Otherwise the values obtained may be an overly optimistic estimate of nozzle performance.