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GMSEC

P NI T I Grddkid Mission Services Evelutiion Center

* Ground System Infrastructure
— Provides component plug-and-play capability over a software bus
— Calls for standard interfaces, not components
— Allows for mix of heritage and new components
— Facilitates scalability, extensibility, and technology infusion

 Named runner-up in 2008 NASA software of the year
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Presenter
Presentation Notes
GMSEC is an infrastructure that allows ground system components to communicate with each other over a software bus.  GMSEC doesn’t define the components, but calls for a standardized interface between the components.  With the common interface, legacy or new components can be plug-and-play to the software bus making it very flexible for the mission to switch components at any phase of the mission.  

We started GMSEC within Goddard initially.  Over the years, GMSEC has been gaining momentum.  Several SMEX missions, such as SAMPEX, SWAS, TRACE, and WIRE, have been using it.  In 2006, ST-5 used GMSEC for its 3 spacecraft constellation mission.  GLAST launched in 2008 is using GMSEC.  SDO scheduled to be launched in 2009 is using GMSEC.  GPM also plans to use GMSEC.  Several other federal agencies, as such Air Force, have also showed interested using GMSEC.
ST-5 mission automation and lights out operations for 1 week.
Scalable and extendable ground system approach.
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* ASIST (Advanced Spacecraft Integration and System Test)
— Originally developed to support Medium Explorer (MIDEX) missions in
the early 1990’s
* ITOS (Integrated Test and Operation System)
— Originally developed to support Small Explorer (SMEX) missions in the
early 1990’s
* Both systems have supported
— Board and box level development[-::

— Spacecraft and instrument
development

— Flight software development
— Integration and test (1&T)
— Missions operations

NASA Goddard Space Flight Center Software Engineering Division


Presenter
Presentation Notes
Goddard primarily uses one of the two Telemetry and Command systems for our missions, ITOS and ASIST.  Both have long heritages and were developed in the early 90’s.  ITOS was developed primarily for the SMEX class missions and ASIST was developed for MIDEX missions.  Over the years both systems have evolved in many ways and have supported a variety of missions.  Both systems now can support board level development, subsystem level development, FSW development, integration and test, as well as mission operations. 


APPUIED ENGIREERING AND TECHNOLOGY RECTORATE

e MOPSS (Mission Operations Planning and Scheduling System)
— Originally developed in the 90’s for SOHO and WIND/POLAR
— Has been expanded to support several other Goddard missions

* AMPS (Automated Mission Planning and Scheduling System)
— Designed to support constellation missions

* FlexPlan

— Acquisition from GMV Space
Systems Inc. to support LRO

NASA Goddard Space Flight Center Software Engineering Division


Presenter
Presentation Notes
MOPSS has been our flagship for Planning and Scheduling system supported several Goddard missions over the years.  Besides SOHO and WIND/POLAR, MOPSS has been extended to support several other missions.



APPUIED ENGIREERING AND TECHNOLOGY RECTORATE

Trending Systems

* GTAS (Generic Trending and Analysis System)

— Originally developed for SOHO and WIND/POLAR
Missions

DTAS (Data Trending and Analysis System)
— Designed in the mid 90’s for SMEX missions

* ITPS (Integrated Trending and Plotting System)

— Provide access to
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Data Management and Distribution

APPAIED ENGINEERING AND TECHROLOGY MRECTORATE

« DMS (Data Management System)
— Designed to handle and distribute a large volume of science data

— Using FedEx approach where data distribution can be tracked in
realtime

— Designed for LRO, can be used by other missions


Presenter
Presentation Notes
Data Management System
----------------------
Summary: The Data Management System (DMS) is being devleoped for the
    LRO mission.  It manages and tracks the flow of data products
    through the MOC, and manages review and authorization (digital
    signatures) on selected products.  Data products include files
    transferred from and to the spacecraft, flight dynamics and
    mission planning products, telemetry archives, command loads, and
    so on.

Capabilities: The DMS provides for the movement, storage, tracking, and
    signing of data products.  It provides a web portal through which
    users can view product tracking information, request product
    delivery, and sign products which require signing.  The portal
    also provides the interface for configuring and managing the DMS
    itself.  The DMS is highly fault tolerant.  It provides remote
    agents which can be run on any computer which may receive or
    generate data products.

    For example, the DMS is responsible for recognizing and reporting
    the timely arrival at the ground station of files from the LRO,
    for moving those files to the MOC archive and to the appropriate
    SOCs, for monitoring file quality, for recording the file's
    movements and for reporting any anomalies along the way.  It also
    provides a mechanism for recognizing products which need to be
    signed, provides a web interface by which appropriate users can
    sign the products, and provides for the release of signed products
    for use.  These mechanisms all are designed with re-use in mind
    and are highly user-configurable.
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Mission Utilization of Ground Systems

APPIED ENGINEERING AMD TECHHOLOGY MRECTORATE
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Observations

« Goddard has used various ground
components to support a variety of missions
over the last 20 years

* Like the industry, old components are replaced
by newer/better components

« Some newly developed components last for
many missions, some don’t

NASA Goddard Space Flight Center Software Engineering Division 1



Lessons Learned

* Avoid system lock-in

* Provide an open environment that allows
Interoperability

*There is no one size fits all solution. Most

mIissions have unigue requirements and
demand unique solutions

 Succession planning for both people and
systems

12



Acronyms

APPIED ENGINEERING AMD TECHHOLOGY MRECTORATE

* AETD — Applied Engineering and Technology Directorate

* AMPS — Automated Mission Planning and Scheduling System
* ASIST — Advanced Spacecraft Integration and System Test

* COTS — Commercial Off-The-Shelf

* DMS — Data Management System

* DTAS — Data Trending and Analysis System

* FedEx — Federal Express

* GMSEC — Goddard Mission Services Evolution Center

* GTAS — Generic Trending and Analysis System

*|&T — Integration and Test

*ITOS - Integrated Test and Operation System

* ITPS — Integrated Trending and Plotting System

* MOPSS — Mission Operations Planning and Scheduling System
* NASA — National Aeronautics and Space Adminstration

* SED — Software Engineering Division
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Missions

APPUED ENGINEERING AND TECHROLOGY MRECTORATE

* CREAM - Cosmic Ray Energetics and Mass

* EO-1 — Earth Observing - 1

* FAST — Fast Auroral Snapshot Explorer

* GLAST — Gamma-Ray Large Area Space Telescope

* GPM — Global Precipitation Mission

* HST — Hubble Space Telescope

* IMAGE - Imager for Magnetopause-to-Aurora Global Exploration

* JWST — James Webb Space Telescope

* Landsat 7

* LDCM - Landsat Data Continuity Mission

* LRO — Lunar Reconnaissance Orbiter

* LWS SET-1 - Living With a Star Space Environment Testbeds - 1

* MMS — Magnetospheric Multiscale Mission

* POLAR

* Rhessi

* SAMPEX — Solar Anomalous and Magnetospheric Particle Explorer

* SDO - Solar Dynamics Observatory

» ST-5 — Space Technology - 5

* SWAS - Submillimeter Wave Astronomy Satellite

o Swift

* Themis — Time History of Events and Macroscale Interactions durijng Substorms

* TRACE - Transition Region and Coronal Explorer

* TRMM — Tropical Rainfall Measuring Mission

* WMAP — Wilkinson Microwave Anisotropy Probe

* WIND

* WIRE — Wide-Field Infrared Explorer

* XTE — X-Ray Timing Explorer
e —————
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Backup
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‘AMPS — CSC

*ASIST — Design America Inc. (DAI)
DMS — the Hammers Company
DTAS — GSFC

*ECLIPSE — Raytheon

*FlexPlan — GMV Space Systems Inc.
I TOS — the Hammers Company

I TPS — Honeywell

‘MOPSS - CSC

16



ST-5 Automation with GMSEC I/F

APPUED ENGINEERING AND TECHROLOGY MRECTORATE

DATA DISPLAY
(OFFLINE)

Y

COMMANDS

< o DATA EEDS/ASIST (DIR, RT CMD, UDAP I\I/II\IIII;ILIJI\_/II_AL FOT

EVENTS <

.
>

SC & Sim ST5 EVENTS

-

SCHEDULES SCHEDULES
< < DSN/GN
DATA DISPLAY

AMPS

I GMSEC
EVENTS

- Common
CAT/ANSR | \oTiFicaTion Bus

PLANNING AIDS

FDS

Y
A

SCHEDULES

. . SC DATA
Simulink ST5}<
Sim ST5 EVENTS

A

Y

DATA _ DIRECTIVES

-

5 EVENTS
ITPS
DATA DISPLAY

Y

FOT

Y

17



APPUED ENGINEERING AND TECHROLOGY MRECTORATE

Legacy

Interconnection
- f-‘\_____, B

Adapter ®

Middleware
Implementing

Al _.': |.1..




	Goddard Ground System Environment�March 12, 2009
	Agenda
	GMSEC�Goddard Mission Services Evolution Center
	GMSEC Users
	Telemetry and Command Systems
	Mission Planning & Scheduling Systems
	Trending Systems
	Data Management and Distribution
	Mission Utilization of Ground Systems
	Mission Utilization of Ground Systems
	Observations
	Lessons Learned
	Acronyms
	Missions
	Slide Number 15
	Slide Number 16
	ST-5 Automation with GMSEC I/F
	GMSEC


National Aeronautics and Space Administration

www.nasa.gov

NASA Goddard Space Flight Center Software Engineering Division 




Goddard Ground System Environment

March 12, 2009

2009 IEEE Aerospace Conference

Big Sky, MT

Session 12.09



Ben Lui

Goddard Space Flight Center













Agenda

		 Goddard Ground System Environment
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		 Observations
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GMSEC

Goddard Mission Services Evolution Center

		 Ground System Infrastructure

		 Provides component plug-and-play capability over a software bus

		 Calls for standard interfaces, not components

		 Allows for mix of heritage and new components

		 Facilitates scalability, extensibility, and technology infusion

		 Named runner-up in 2008 NASA software of the year

		Used by many Goddard 

missions, Air Force and 

other fed agencies



NASA Goddard Space Flight Center Software Engineering Division  
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GMSEC is an infrastructure that allows ground system components to communicate with each other over a software bus.  GMSEC doesn’t define the components, but calls for a standardized interface between the components.  With the common interface, legacy or new components can be plug-and-play to the software bus making it very flexible for the mission to switch components at any phase of the mission.  



We started GMSEC within Goddard initially.  Over the years, GMSEC has been gaining momentum.  Several SMEX missions, such as SAMPEX, SWAS, TRACE, and WIRE, have been using it.  In 2006, ST-5 used GMSEC for its 3 spacecraft constellation mission.  GLAST launched in 2008 is using GMSEC.  SDO scheduled to be launched in 2009 is using GMSEC.  GPM also plans to use GMSEC.  Several other federal agencies, as such Air Force, have also showed interested using GMSEC.

ST-5 mission automation and lights out operations for 1 week.

Scalable and extendable ground system approach.









GMSEC Users







Telemetry and Command Systems

		 ASIST (Advanced Spacecraft Integration and System Test)

		 Originally developed to support Medium Explorer (MIDEX) missions in the early 1990’s

		 ITOS (Integrated Test and Operation System)

		 Originally developed to support Small Explorer (SMEX) missions in the early 1990’s

		 Both systems have supported

		 Board and box level development

		 Spacecraft and instrument 

 development

		 Flight software development

		 Integration and test (I&T)

		 Missions operations



NASA Goddard Space Flight Center Software Engineering Division  

*



NASA Goddard Space Flight Center Software Engineering Division  

Goddard primarily uses one of the two Telemetry and Command systems for our missions, ITOS and ASIST.  Both have long heritages and were developed in the early 90’s.  ITOS was developed primarily for the SMEX class missions and ASIST was developed for MIDEX missions.  Over the years both systems have evolved in many ways and have supported a variety of missions.  Both systems now can support board level development, subsystem level development, FSW development, integration and test, as well as mission operations. 









Mission Planning & Scheduling Systems

		 MOPSS (Mission Operations Planning and Scheduling System) 

		 Originally developed in the 90’s for SOHO and WIND/POLAR

		 Has been expanded to support several other Goddard missions

		 AMPS (Automated Mission Planning and Scheduling System) 

		 Designed to support constellation missions

		 FlexPlan

		 Acquisition from GMV Space 

 Systems Inc. to support LRO



NASA Goddard Space Flight Center Software Engineering Division  

*



MOPSS has been our flagship for Planning and Scheduling system supported several Goddard missions over the years.  Besides SOHO and WIND/POLAR, MOPSS has been extended to support several other missions.









Trending Systems

		 GTAS (Generic Trending and Analysis System)

		 Originally developed for SOHO and WIND/POLAR    Missions

		DTAS (Data Trending and Analysis System)

		 Designed in the mid 90’s for SMEX missions

		 ITPS (Integrated Trending and Plotting System)

		 Provide access to 

 full-resolution mission 

 telemetry data archive

		Unlimited data point

plot











Data Management and Distribution

		 DMS (Data Management System)

		 Designed to handle and distribute a large volume of science data

		 Using FedEx approach where data distribution can be tracked in realtime

		 Designed for LRO, can be used by other missions





Data Management System

----------------------

Summary: The Data Management System (DMS) is being devleoped for the

    LRO mission.  It manages and tracks the flow of data products

    through the MOC, and manages review and authorization (digital

    signatures) on selected products.  Data products include files

    transferred from and to the spacecraft, flight dynamics and

    mission planning products, telemetry archives, command loads, and

    so on.



Capabilities: The DMS provides for the movement, storage, tracking, and

    signing of data products.  It provides a web portal through which

    users can view product tracking information, request product

    delivery, and sign products which require signing.  The portal

    also provides the interface for configuring and managing the DMS

    itself.  The DMS is highly fault tolerant.  It provides remote

    agents which can be run on any computer which may receive or

    generate data products.



    For example, the DMS is responsible for recognizing and reporting

    the timely arrival at the ground station of files from the LRO,

    for moving those files to the MOC archive and to the appropriate

    SOCs, for monitoring file quality, for recording the file's

    movements and for reporting any anomalies along the way.  It also

    provides a mechanism for recognizing products which need to be

    signed, provides a web interface by which appropriate users can

    sign the products, and provides for the release of signed products

    for use.  These mechanisms all are designed with re-use in mind

    and are highly user-configurable.









Mission Utilization of Ground Systems

NASA Goddard Space Flight Center Software Engineering Division  

*

Past and Current Missions

Non Inclusive
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Mission Utilization of Ground Systems

Upcoming Missions







Observations

		 Goddard has used various ground components to support a variety of missions over the last 20 years

		 Like the industry, old components are replaced by newer/better components

		 Some newly developed components last for many missions, some don’t 



NASA Goddard Space Flight Center Software Engineering Division  
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Lessons Learned

		 Avoid system lock-in 

		 Provide an open environment that allows interoperability

		There is no one size fits all solution.  Most missions have unique requirements and demand unique solutions

		 Succession planning for both people and systems









Acronyms

		AETD – Applied Engineering and Technology Directorate

		AMPS – Automated Mission Planning and Scheduling System

		ASIST – Advanced Spacecraft Integration and System Test

		COTS – Commercial Off-The-Shelf

		DMS – Data Management System

		DTAS – Data Trending and Analysis System

		FedEx – Federal Express

		GMSEC – Goddard Mission Services Evolution Center

		GTAS – Generic Trending and Analysis System

		I&T – Integration and Test

		ITOS – Integrated Test and Operation System

		ITPS – Integrated Trending and Plotting System

		MOPSS – Mission Operations Planning and Scheduling System

		NASA – National Aeronautics and Space Adminstration

		SED – Software Engineering Division









Missions

		CREAM – Cosmic Ray Energetics and Mass 

		EO-1 – Earth Observing - 1

		FAST – Fast Auroral Snapshot Explorer

		GLAST – Gamma-Ray Large Area Space Telescope

		GPM – Global Precipitation Mission

		HST – Hubble Space Telescope

		IMAGE – Imager for Magnetopause-to-Aurora Global Exploration

		JWST – James Webb Space Telescope

		Landsat 7

		LDCM – Landsat Data Continuity Mission

		LRO – Lunar Reconnaissance Orbiter

		LWS SET-1 – Living With a Star Space Environment Testbeds - 1

		MMS – Magnetospheric Multiscale Mission

		POLAR 

		Rhessi

		SAMPEX – Solar Anomalous and Magnetospheric Particle Explorer

		SDO – Solar Dynamics Observatory

		ST-5 – Space Technology - 5

		SWAS – Submillimeter Wave Astronomy Satellite

		Swift

		Themis – Time History of Events and Macroscale Interactions durijng Substorms

		TRACE – Transition Region and Coronal Explorer

		TRMM – Tropical Rainfall Measuring Mission

		WMAP – Wilkinson Microwave Anisotropy Probe

		WIND

		WIRE – Wide-Field Infrared Explorer

		XTE – X-Ray Timing Explorer
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		AMPS – CSC

		ASIST – Design America Inc. (DAI)

		DMS – the Hammers Company

		DTAS – GSFC

		ECLIPSE – Raytheon

		FlexPlan – GMV Space Systems Inc.

		ITOS – the Hammers Company

		ITPS – Honeywell

		MOPSS - CSC









ST-5 Automation with GMSEC I/F
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