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Abstract

This paper describes the development of a hot plate method capable of using air as a standard reference material for the steady-state measurement of the thermal conductivity of very small test samples having thermal conductivity on the order of air. As with other approaches, care is taken to ensure that the heat flow through the test sample is essentially one-dimensional. However, unlike other approaches, no attempt is made to use heated guards to block the flow of heat from the hot plate to the surroundings. It is argued that since large correction factors must be applied to account for guard imperfections when sample dimensions are small, it may be preferable to simply measure and correct for the heat that flows from the heater disc to directions other than into the sample. Experimental measurements taken in a prototype apparatus, combined with extensive computational modeling of the heat transfer in the apparatus, show that sufficiently accurate measurements can be obtained to allow determination of the thermal conductivity of low thermal conductivity materials. Suggestions are made for further improvements in the method based on results from regression analyses of the generated data.

Introduction

Thermal conductivity is a physical property of fundamental importance to the developers of highly insulating materials. Standard techniques for its direct steady-state measurement, which were greatly influenced by a long history of test development at national laboratories [1-13], have been established. In the majority of cases described in the literature for measuring low thermal conductivity samples (on the order of the thermal conductivity of air), the sample size must be large, varying from a few hundred centimeters to over a meter. However, researchers involved in the development of advanced, highly insulating materials often develop new materials in small batches. Therefore, test samples may only be available in sizes too small for the methods normally used to directly measure thermal conductivity. Papers describing a National Institute of Standards and Technology (NIST)-sponsored test development effort from the late 1990s addressed this need, emphasizing materials used for building insulation [14,15]. At the National Aeronautics and Space Administration (NASA) Glenn Research Center, the focus is on the development of materials, such as those based on aerogels [16].

Techniques for precisely measuring steady-state thermal conductivity are much more complex than they may initially appear. In principle, the thermal conductivity of an insulator can be measured by placing a thin sample of an unknown material between two plates—one heated and the other cooled—and measuring the electrical power required to attain a temperature gradient across a sample of known thickness. However, all the power coming from the heater does not automatically go into the sample, and the sample does not necessarily experience one-dimensional heat flow with parallel heat flux vectors through it. This is especially true for very low conductivity samples, where insulation around the edge of the sample could have thermal conductivity comparable to that of the sample. Early in the last century, it was recognized [17] that it was highly desirable to surround the disc and sample assembly with temperature-controlled “guards” designed to block the flow of heat in directions other than into the sample and to insure that the flow of heat through the sample is essentially one-dimensional. Even with considerable care, this “guarded hot plate” approach is still imperfect and requires theoretical, and often
There are two general types of guarded hot plate techniques. The first type, represented by ASTM C177-04 [2] and ISO 8302:1991 [3], is an absolute method where the apparatus is constructed in such a way that thermal conductivity may be directly obtained from measurement of electrical power, temperatures, and sample dimensions. The other type, represented by ASTM C518-04 [4] and ISO 8301:1991 [5], incorporates one or more heat flux meters in the stack of plates calibrated against standard samples whose conductivity was previously measured using the absolute approach.

These four standards have many features in common. They all rely on a meter plate surrounded by a guard plate—both of which are electrically heated and set to the same temperature. A gap separates the two plates. In two-sided designs, matched sample plates are placed on each side of the meter- and guard-plates. In the single-sided design, the sample is only placed against one side of the meter- and guard-plates. Some sort of insulation and another heated guard are used in place of the second specimen. The size of the plates is envisioned to be 0.1 to 1 m diameter or square, with the smaller size being more appropriate for isotropic samples. A “similarly constructed” chill plate is placed on the far side of the sample or samples. The stack of heater-, sample-, and chilled plates may be oriented vertically or horizontally. The heated- and chilled-plates are preferably constructed from a high thermal conductivity metal, with electrical heaters arranged so as to insure that the plates are isothermal to within ± 0.1K. The temperatures of the plates may be measured using two or more thermocouples or other temperature sensors. The simplest approach uses fine thermocouples to measure the temperatures of the plates, which are assumed to be the temperatures on each side of the sample. However, this approach assumes that there is essentially zero contact resistance between the sample and the plates. The standards permit using compliant spacers between the sample and the plates to minimize contact resistance or, if the sample itself is compliant, a small amount of sample compression. For samples so compliant that they would crush under the load of the clamping force holding the stack together, spacers are allowed to prevent crushing.

The standards call for treating the surface of the heated and cooled plates so as to give them high emissivity. This would ensure that a fraction of the available heat flux is available as radiation, in addition to the heat transfer by conduction. The standards also call for cylindrical guards—with axial gradient preferably matching the gradient of the stack—surrounding the entire assembly. Because the entire apparatus must achieve near-perfect thermal equilibrium, the standards note that hours or even days may be required to achieve thermal equilibrium.

The standards stress three major points. First, great care must be taken to mathematically and experimentally correct for imperfections in design, including the effect of the gap between the meter plate and the guard plate and “edge heat flows at the periphery of the sample”. Second, no one design is appropriate for every situation; every design must be considered on a case-by-case basis. Finally, the standards are not intended to be restrictive; research into new approaches is encouraged.

ASTM E1225-04 [6] is similar to the previous techniques in that it uses a standard material that is placed on one or both sides of the test sample whose conductivity is being measured, and employs heater and cooler discs with cylindrical guard surrounding the entire assembly. It differs in that this guard may have an axial gradient matching the axial gradient of the stack of plates or be isothermal with a temperature equal to the mean temperatures of the test sample. The space between the walls of the cylindrical guard and the stack are filled with powdered insulation. This technique is intended for test samples having a thermal conductivity no lower than 0.2 W/m-K, which is much greater than the thermal conductivity of air (about 0.026 W/m-K at room temperature).

There is one case in the literature that considers the development of a guarded hot plate apparatus for very small, very low thermal conductivity materials. Flynn and Gorthala presented two papers in the late 1990s [14, 15] describing how, using great care, such an apparatus could have been constructed. The work was conducted under a Small Business Innovative Research (SBIR) Phase I contract from NIST. They designed a small guarded hot plate apparatus for determining the thermal conductivity of very small samples, 1 to 3 cm², with a thickness as high as 1.3 cm. It was to cover a temperature range of at least –40 to 10 °C in an environment of air, selected gases, or vacuum. The primary conductivity range was...
designed to be from 0.02 to 0.05 W/m-K, and, if possible, from less than 0.005 to 0.35 W/m-K. The accuracy was to have been less than 5 percent (less than 2 percent near 25 °C), and the repeatability was to have been less than 2 percent (less than 0.5 percent near 25 °C). The meter and guard on the cold plate side were designed to have a heat flux meter. Interestingly, ceramic material was being considered for the meter and guard plates (hot and cold). These materials—which included BeO, AlN, Si, or polycrystalline diamond—were considered because their heating approach required an electrical insulator. The surfaces of the plates were to have been treated so that they had high emittance or possibly, in some cases, treated to match the emittance corresponding to the end use of the material being tested, Flynn and Gorthala argued in favor of a single-sided guarded hot plate approach that was much smaller than any other device available for measuring materials having very low thermal conductivity. The authors noted that constructing such a small guarded hot plate apparatus required serious correction—especially involving heat flow across the gap. The sample thickness should scale down in proportion to the way the lateral dimensions have been scaled down (in apparent contradiction to the stated goal of allowing up to 1.3 cm thick samples). They favored an absolute measurement approach and noted the general lack of calibration standards for highly insulating materials. They also expressed skepticism for using air as a calibration standard [14, 15].

This apparatus was to have been of direct value to manufacturers of insulation materials and polymers, particularly for use in characterizing experimental products that are only available in very small sample sizes. The prototype was to have been built if a Phase II SBIR contract had been awarded. However, no evidence was found in the literature to indicate that the apparatus had been built and tested.

Finally, when considering the use of air as a standard reference material, it is instructive to consider the use of the guarded hot plate approach for measuring the thermal conductivity of a gas. The approach of Michels, et al. [18-21] used highly polished copper plates with silica coating to prevent tarnishing. The spacing between plates was 0.409 or 1.275 mm. Small temperature differences between plates of 0.006 and 0.4 °C were employed (presumably because they were studying the effect of fine temperature differences about the critical point of carbon dioxide). This procedure allowed them to make accurate measurements of carbon dioxide thermal conductivity.

In this study, we considered the possibility of using an alternative approach for the steady-state measurement of the thermal conductivity of small samples having very low thermal conductivity. The approach attempts to measure, rather than shut down, the flow of heat in directions other than through the sample. We envision using the apparatus for screening at room temperature, although, in principle, it could be extended down to lower temperatures using suitable cryogenic coolants. Materials showing promise in the screening test could be fabricated in large quantities and tested by a more standard hot-plate approach, or perhaps the liquid nitrogen boil-off cryostat approach [22-24] where a cryogenic fluid is placed in a vessel that has been insulated with the low thermal conductivity material of interest and the time before all of the fluid boiled off is recorded.

This technique requires that a standard reference material be used. An example of a standard reference material having relatively low thermal conductivity is Glass Fiberboard SRM 1450c [1], which has a thermal conductivity of about 0.033 W/m-K at room temperature. As supplied, its thickness is 25 mm. However, because of its layered structure, it may not lend itself well for machining into small, well-characterized samples. Expanded polystyrene EPS SRM 1453 [1] is another standard reference material with similar thermal conductivity and similar difficulty in machining into samples of about 4 mm in thickness. Because of the relative lack of small standard reference materials having very low thermal conductivity, we examine whether air can be used as a small reference standard with as much or greater accuracy and greater simplicity than available solid materials.

**Experimental Design**

The experimental data was obtained from an apparatus that consists of an electric resistance heated copper disc 0.0254 m (1 in.) in diameter by 0.00476 m (3/16 in.) thick. A second identically-sized copper disc is cooled using chilled water. Adopting the low emissivity approach of Michels, et al. [18-21], both
The test assembly is placed inside of an aluminum cylinder 0.254 m (10 in.) long by 0.203 m (8 in.) diameter by 0.00318 m (1/8 in.) wall thickness. Copper cooling coils fed with water accurately maintained at a set temperature—typically 25 °C—are wrapped around the aluminum tube. The open ends of the aluminum tube are closed using foam and balsa wood, and chill plates are placed near the edge. These edge-chilled plates are fed with the same source of 25 °C water that feeds the coils to the wall. The cylinder sits on a water cooled base-plate, and an insulating box is placed over them both. Note that this aluminum cylinder is similar in principle to the isothermal guard option under ASTM E1225 [6]. However, rather than using a very low conductivity powder fill envisioned in that standard, we are attempting to use air, which also has a low thermal conductivity, but is safer and less messy. Care must be taken when using air to insure that convection does not greatly disturb the heat transfer.

A power supply provides the power to the heater disc. Two chillers are employed. One is set to 25 °C for the wall and environmental chamber temperatures, and the other supplies chilled water to the chiller disc. Water-to-air heat exchangers—commonly referred to as radiators—are placed in front of the air intakes for each chiller and cooled using the 25 °C chiller water. A pump built into the 25 °C chiller is...
used to flow the water through the aluminum cylinder and the cylinder-end chill plates. A small hobby pump provides the flow to the heat exchangers, and a peristaltic metering pump provides the flow of the chilled water to the chilled disc of the test assembly.

The environment in which the apparatus is located is important. The room in which the apparatus sits must have low humidity such that its dew point is less than the temperature of the low temperature chiller. Otherwise, condensation could occur on the sample and apparatus. This is suggested by both the ASTM and ISO standards [2-6]. Dry air with a temperature equal to the wall temperature should be introduced into the volume around the apparatus. Water absorbed by the sample will change the measured thermal conductivity. Also, absorption of water by the PMI foam will change its thermal conductivity and, therefore, the calibration of the apparatus. At 15 percent relative humidity, PMI foam absorbs 1.2 percent water by weight; at 30 percent relative humidity, PMI foam absorbs 2.4 percent water by weight [25]. Finally, the temperature of the room should be controlled to within a few degrees to prevent fluctuations in the chiller temperature.

Computational Model

The computational fluid dynamics (CFD) code FLUENT (ANSYS, Inc.) [26] was used to model the apparatus. It uses a finite volume method to discretize the continuity, momentum, and energy equations. Equations may be solved alone or in combination.

An axisymmetric model was used. Figure 2 shows the various regions and boundary conditions in the model. The heater, cooler, and wall temperatures were varied in the model. Temperature ranges were 303.15 to 313.15 K for the heater, 283.15 to 293.15 K for the cooler, and 279.15 to 298.35 K for the wall. In each case investigated, the wall temperature was either equal to or approximately equal to the average of the heater and cooler disc temperatures. Aerogel, an extremely low thermal conductivity material [16], was used as the sample, and PMI foam was used as the insulating material around it.

The thermal conductivity of both the aerogel and PMI foam was expressed as:

\[ k_{aerogel,rohacell} = G k_{air} \]  

where

- \( k_{air} \) = thermal conductivity of air (W/m-K)
- \( G \) = constant (dimensionless)

The thermal conductivity of air was expressed as a function of temperature based on data from Holman [27]. The values for \( G \) were chosen to be 0.5, 1.0, and 1.5. \( G = 1.0 \) gives the thermal conductivity of air, 0.0261 W/m-K. This covered the range of expected aerogel thermal conductivities to be measured in the future. The heat capacity and density of air were also expressed as polynomial functions of temperature based on data in Holman [27]. The value of the thermal conductivity at room temperature for the grade of PMI foam used in this study was about 0.032 W/m-K. Because of its highly porous nature, it would contain mostly air; therefore, its thermal conductivity was allowed to vary with temperature in the same manner as air. This is confirmed by the product data [25]. The density and heat capacity of PMI foam were expressed as constants and obtained from information from the manufacture [25].

A second-order upwind scheme was used for both the momentum and energy equations, with an under-relaxation factor set to 0.7 for the momentum equation and 1 for the energy equation. The convergence criteria for the solutions were defined as scaled residuals below \( 1 \times 10^{-3} \) for the momentum equation and \( 1 \times 10^{-10} \) for the energy equation. Decreasing these values did not result in a change in the model predictions.

The sensitivity of the results to grid density was studied using three different grid densities that were based on the number of computational cells used across the sample. Figure 3 shows the grid density across the sample for the three grids used. A non-uniform grid was used over parts of the model to minimize the total number of computational cells. The maximum aspect ratio for the cells was 5:1.
Table 1 shows the total number of computational cells used in each grid. The results showed that the grid based on 20 cells across the sample (grid 2) was sufficient to achieve grid-independent results. The difference in heat transferred across various internal boundaries was generally less than or equal to 1 percent between grids 2 and 3, with a maximum difference of less than 5 percent. Grid 2 was used for the rest of this study.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Grid 1</th>
<th>Grid 2</th>
<th>Grid 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cells across sample</td>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Number of cells in X-direction</td>
<td>134</td>
<td>242</td>
<td>370</td>
</tr>
<tr>
<td>Number of cells in Y-direction</td>
<td>76</td>
<td>142</td>
<td>204</td>
</tr>
<tr>
<td>Total number of cells in computational domain</td>
<td>210</td>
<td>384</td>
<td>574</td>
</tr>
</tbody>
</table>

The goal of this study was to examine the effects of convection and conduction; therefore, radiation was not included in the model. However, radiation effects will be considered below in a separate analysis.

**Modeling Results**

Extensive CFD modeling gave us a thorough understanding of the apparatus being constructed and guided its development and improvement. No attempt will be made to show all of the early concepts. This
discussion will focus on the latter stage of design, where modeling results gave direct insight into the apparatus performance.

A number of parameters proved useful in the analysis of the apparatus:

- $Q_{\text{in}}$: heat entering sample from heater (W)
- $Q_{\text{total}}$: total heat leaving heater disc (W)
- $k_{\text{sample}}$: thermal conductivity of sample material (W/m-K)
- $l$: sample thickness (m)
- $A$: sample cross sectional area ($m^2$)
- $T_h$: heater temperature (K)
- $T_c$: cooler temperature (K)
- $T_w$: wall temperature (K)

These quantities can be used to calculate the following:

\[ \Delta T = T_h - T_c \]  
\[ \text{temperature difference across sample (K)} \]  
\[ Q_{\text{1D}} = \left( \frac{k_{\text{sample}}}{l} \right) A \Delta T \]  
\[ \text{one dimensional heat transfer (W)} \]  
\[ \frac{Q_{\text{1D}}}{Q_{\text{in}}} \]  
\[ \text{indicator of 1D heat flow (dimensionless)} \]  
\[ Q_{\text{lost}} = Q_{\text{total}} - Q_{\text{1D}} \]  
\[ \text{heat lost from sample (heat that does not participate in the 1D heating of the sample) (W)} \]  
\[ T_{av} = \frac{T_h + T_c}{2} \]  
\[ \text{average temperature (K)} \]

The goal of this study was to determine how to construct an apparatus that could allow $Q_{\text{1D}}$ (the heat directly related to the thermal conductivity) to be accurately extracted from $Q_{\text{total}}$ (the measured heat). It was anticipated that their difference, $Q_{\text{lost}}$, would have to be obtained by calibration using a standard reference material of known conductivity. Furthermore, it was hoped that air could be used as a standard reference material. Several criteria had to be met for this approach to be feasible. First, the calibration at one value of thermal conductivity should apply at other values of the conductivity. Second, the quantity $Q_{\text{1D}}$ should not be too small compared with $Q_{\text{total}}$. Third, the heat flow across the specimen should be close to one-dimensional.

Extensive modeling was used to determine if the above criteria could be met. An initial series of 108 CFD model runs was conducted that used various combinations of the three treatments of the gap region along the side of the stack, three values of $\Delta T$, four values of sample thickness, and three values of sample thermal conductivity. The model provided four values of heat flow from each surface of the heater: 1) the major surface opposite the sample, $Q_{\text{op}}$, 2) the side of the heater, $Q_{\text{side}}$, 3) the heater into the PMI foam ring, $Q_{\text{ring}}$, and 4) the heater into the sample, $Q_{\text{in}}$.

Figure 4 is a plot comprised of 108 stacked bars, each divided into four segments. The various values of $Q$ have been divided by $\Delta T$. The combined height of each bar represents the modeled value of $\frac{Q_{\text{total}}}{\Delta T}$. The length of the uppermost segment of each bar represents the modeled value of $\frac{Q_{\text{in}}}{\Delta T}$. For perfect one-dimensional flow, $Q_{\text{in}}$ would be precisely equal to $Q_{\text{1D}}$. For imperfect, but nearly one-dimensional heat flow, they are approximately equal, i.e.:
\( Q_{\text{in}} = Q_{\text{1D}} \)  

and

\( Q_{\text{lost}} = Q_{\text{total}} - Q_{\text{in}} \)  

The combined height of the lower three stacked bars is a visual representation of \( Q_{\text{lost}} \) as defined by Eq. (8). The figure shows that there is essentially no difference in the height of each group of three bars; in fact, each takes on the appearance of a single wider bar. Since the three bars in each group represent the three values of sample thermal conductivity, \( Q_{\text{lost}} \) appears to be essentially independent of the sample’s thermal conductivity. This implies that a calibration conducted at one thermal conductivity would hold over the entire range of interest, thus avoiding the iterative or recursive type of solution that would be necessary if the thermal conductivity also appeared as an independent variable. The figure also shows that \( \frac{Q_{\text{lost}}}{\Delta T} \) is insensitive to the value of \( \Delta T \)—especially for the cases where the PMI foam is partially or fully extended into the gap region along the side of the stack. This means that \( Q_{\text{lost}} \) tends to vary in a linear manner with \( \Delta T \). In addition, there is an inverse relationship between \( \frac{Q_{\text{lost}}}{\Delta T} \) and the sample thickness. This relationship arises because the values of both \( \frac{Q_{\text{ring}}}{\Delta T} \) and \( \frac{Q_{\text{side}}}{\Delta T} \) show the same general behavior as \( \frac{Q_{\text{lost}}}{\Delta T} \).

The heat leaving from the opposite side of the specimen, \( \frac{Q_{\text{op}}}{\Delta T} \), is essentially independent of the modeled test variables.

We may now examine how the magnitude of \( Q_{\text{in}} \) compares to \( Q_{\text{total}} \). Figure 4 shows that the ratio of \( Q_{\text{in}} \) (or, therefore, \( Q_{\text{1D}} \)) to \( Q_{\text{total}} \) increases as the sample conductivity increases, and that the ratio is higher for thinner samples. However, the ratio does not appear to be a function of \( \Delta T \) for the second two geometries. For example, for the case of an extended PMI foam ring and a 3.8 mm thick sample, \( \frac{Q_{\text{in}}}{Q_{\text{total}}} \) is 0.17 for a sample thermal conductivity half that of air, 0.29 for a sample thermal conductivity equals that of air, and 0.38 for a sample thermal conductivity 1.5 times that of air. In each case, the value of \( Q_{\text{total}} \) is not overwhelmingly greater than the value of \( Q_{\text{1D}} \), implying that this approach with care may be used to accurately measure the thermal conductivity of small test samples of low thermal conductivity. However, this also means that that the conductivity of more insulating materials will be subject to greater error. Therefore, \( Q_{\text{total}} \) must be determined with high precision, since even a one percent error in the determination of \( Q_{\text{total}} \) would multiply to an error in the measured conductivity of about 3 to 6 percent as thermal conductivity decreased from a higher to a lower value.

Figure 5 begins to explore the feasibility of using air as a calibration sample by examining whether the various \( \frac{Q}{\Delta T} \) values are essentially the same for air and solid samples having the same thermal conductivity. This plot compares twelve air samples and twelve solid samples, all with the same thermal conductivity. The latter twelve are repeated from the previous plot. From the figure, it appears that the adjacent bars are essentially equal for all but the largest (6.4 mm) separation, especially when \( \Delta T \) is not too large. This implied that air could possibly be used as a calibration standard.
Figure 4.—Stacked bar plots representing the heat divided by $\Delta T$ escaping from the heater disc into the sample, the PMI foam ring, the side, and opposite face of the disc as a function of sample thermal conductivity, sample thickness (2.5, 3.2, 3.8, and 6.4 mm), $\Delta T$ (10, 20, and 30 °C), and stack side-treatment. Each group of three bars repeatedly represents sample conductivity that is 0.5, 1.0, or 1.5 times that of air ($G = 0.5, 1.0, or 1.5$).

Figure 5.—Stacked bar plots representing the heat divided by $\Delta T$ escaping from the heater disc into the sample, the PMI foam ring, the side, and opposite face of the disc as a function of sample thermal conductivity, sample thickness (2.5, 3.2, 3.8, and 6.4 mm), $\Delta T$ (10, 20, and 30 °C), and stack side-treatment. Each group of three bars repeatedly represents a solid sample having the same conductivity as air ($G = 1.0$), followed by air.
A portion of the data from the previous two figures may be examined in Figures 6 to 8 to help further support this finding. The parameter $Q_{1D}/Q_{in}$ is equal to one in the ideal case of perfect one-dimensional heat flow through the sample. In this case, the heat entering the sample is precisely the same as the heat expected from the one dimensional heat transfer Eq. (3). Figure 6 illustrates the effect of the stack side-treatment (i.e., air gap versus the extended PMI foam versus the PMI foam-filled gap cases). For visual clarity, only the cases where $\Delta T=20$ °C and the conductivity of the solid is equal to that of air are presented. This figure shows that conditions deviate further from one dimensionality as thickness is increased, and that there is a benefit to either extending the PMI foam ring into the gap or in filling the entire gap with PMI foam. There is little difference in the benefits between extending the ring and entirely filling the gap.

In Figure 7, the geometry is held constant—using the extended PMI foam ring case—and the sample conductivity is varied from 0.5 to 1.5 times the conductivity of air, while the value of $\Delta T$ is set to 10, 20 or 30 °C. The figure shows that, as with Figure 6, the one-dimensionality decreases with increasing thickness and increasing $\Delta T$. But it also shows that $Q_{1D}/Q_{in}$ remains very close to one—for example, it is at or above 0.999 at thicknesses up to 3.8 mm. Even at the thickness of 6.35 mm, the ratio is comfortably above 0.99. However, there is a fairly dramatic fall off at thicknesses above about 4 mm. Figure 8 shows the $Q_{1D}/Q_{in}$ ratio when the solid sample is replaced with air. Here the one dimensionality is not as good as when the sample is a solid due to a small, but not entirely insignificant, amount of additional heat transfer via convection within the sample volume. Furthermore, for the air sample cases, it becomes even more advisable to avoid thicknesses as large as 6.35 mm and to avoid the largest values of $\Delta T$.

Figure 6.—Effect of stack side treatment (air gap versus extended PMI foam ring versus PMI foam-filled gap) on the one-dimensionality of heat flow through the samples as expressed by $Q_{1D}/Q_{in}$ versus sample thickness for $\Delta T=20$ °C and for conductivity of the solid sample equal to that of air ($G = 1.0$).

Figure 7.—Effect of three values of conductivity ($G = 0.5, 1.0,$ and $1.5$) and three values of $\Delta T$ on one-dimensionality of heat flow through the solid samples as expressed by $Q_{1D}/Q_{in}$ versus sample thickness.
In summary, heat flow through the sample is more nearly one-dimensional when

1. sample thickness is small,
2. \( \Delta T \) is small
3. sample conductivity is high
4. the sample is a solid rather than air
5. the region along the stack side is either fully or partially filled with PMI foam.

Based on the above results and the desire to allow specimens to be as thick as practical, a maximum thickness of 2.5 mm is recommended. However, if the material is not strong enough to cut to this thickness, a 4 mm thickness would be usable.

During a calibration experiment, it would not be possible to bring the experimental temperatures to precisely \( T_h, T_c, \) and \( T_v; \) a certain amount of imprecision in the selection of the target temperatures must be permitted. The next round of CFD model calculations was designed to examine how the value of \( Q_{\text{lost}} \) would be expected to vary within small variations in these three temperatures. The sample thickness was set to 4 mm and the conductivity of the PMI foam was set to 0.032 W/m-K [25]. The solid sample conductivities were again treated as variables and allowed to range from 0.5 to 1.5 times the value of air. The other three variables—\( T_h, T_c, \) and \( T_v—\) were allowed to vary within the range of 34.5 to 35.5 °C, 14.5 to 15.5 °C, and 24.8 to 25.2 °C, respectively. These should be readily achievable experimental ranges for the three temperature variables. A standard 2\(^4\) Box-Behnken response-surface design [28] was used to systematically place 25 sets of the four variables within the range of interest. A second set of 13 runs, following a 2\(^3\) Box-Behnken design, was used for the case where the sample is replaced with air using the same three temperature variables. Modeled values of \( Q_{\text{total}} \) and \( Q_{\text{lost}} \) were recorded for the 25 solid-sample CFD model runs and the 13 air-sample runs for both the non-extended and extended PMI foam case. The PMI foam-filled gap case was not considered because of its strong similarity to the extended PMI foam case.

The regression analyses of the Box-Behnken designs were performed using the commercial code Minitab Version 13 [28]. Before conducting the analysis, the variables were mathematically centered...
about the mean values of each variable, i.e., the three temperatures were expressed as \((T_h - 35), (T_c - 15)\) and \((T_w - 25)\). The solid sample conductivities were expressed as 0.5, 1.0 or 1.5 times the thermal conductivity of air, so the centered values were -0.5, 0.0, and 0.5, respectively. One problem with performing a regression analysis on the CFD model data is that the modeled values of \(Q_{\text{total}}\) and \(Q_{\text{lost}}\) were calculated to the nearest nanowatt, which is an accuracy far greater than could ever be obtained experimentally. Therefore, in order to more realistically represent experimentally obtainable values, and, thereby, avoid declaring too many variables to be statistically significant, a controlled amount of error was introduced into the model data by truncating the value of \(Q_{\text{lost}}\) to the nearest 0.1 mW. It will be shown later that this is somewhat better resolution than what was obtained experimentally.

The results of the regression analyses and experimental measurements are shown in Table 2. The first thing to note is that the thermal conductivity term has dropped out of the regression model because it is not statistically significant. This is encouraging because, as described earlier, it implies that a calibration performed using a standard having a given conductivity would hold over the entire range of interest. It is interesting to note that the sum of the coefficients for the \(T\), and \(T_x\), terms are approximately equal to the negative of the coefficient for \(T_h\) term. This suggests the possibility of combining the three temperature variables into two differential temperature terms, one of which is Eq. (2), and the other which is:

\[
\Delta T_{hw} = (T_h - T_w) \tag{9}
\]

A model that uses differential temperatures is attractive because it recognizes that heat may flow from the heater at temperature \(T_h\) to either the wall at \(T_w\), or cooler disc at \(T_c\). The use of centered terms is preferred for use in regression analysis. The centered \(\Delta T\) terms may be written as \((T_h - T, -20)\) and \((T_h - T_x, -10)\).

**Table 2.—Results of Regression**

<table>
<thead>
<tr>
<th>Model, non-extended solid</th>
<th>Model, non-extended air</th>
<th>Experimental, non-extended air</th>
<th>Model, extended solid</th>
<th>Model, extended air</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant, (\alpha_0)</td>
<td>0.10158 (15313)</td>
<td>0.10175 (12874)</td>
<td>0.13786 (4242)</td>
<td>0.092396 (14249)</td>
</tr>
<tr>
<td>(T_h - 35, \alpha_1)</td>
<td>0.00762 (398)</td>
<td>0.00760 (377)</td>
<td>0.00952 (152)</td>
<td>0.00643 (343)</td>
</tr>
<tr>
<td>(T_c - 15, \alpha_2)</td>
<td>-0.00362 (189)</td>
<td>-0.00365 (181)</td>
<td>-0.00391 (63)</td>
<td>-0.00288 (154)</td>
</tr>
<tr>
<td>(T_w - 25, \alpha_3)</td>
<td>-0.00379 (79)</td>
<td>-0.00375 (74)</td>
<td>-0.00437 (4)</td>
<td>-0.00308 (66)</td>
</tr>
<tr>
<td>(s)</td>
<td>0.000033</td>
<td>0.000028</td>
<td>0.000051</td>
<td>0.000032</td>
</tr>
<tr>
<td>(R^2) (adj)</td>
<td>99.99%</td>
<td>99.99%</td>
<td>99.98%</td>
<td>99.99%</td>
</tr>
<tr>
<td>95% PI (center)</td>
<td>±0.000067</td>
<td>±0.000067</td>
<td>±0.000168</td>
<td>±0.000069</td>
</tr>
<tr>
<td>95% PI (worst)</td>
<td>±0.000070</td>
<td>±0.000078</td>
<td>±0.000840</td>
<td>±0.000077</td>
</tr>
<tr>
<td>95% PI (center)</td>
<td>±0.000042</td>
<td>0.000041</td>
<td>0.000051</td>
<td>0.000068</td>
</tr>
<tr>
<td>(R^2) (adj)</td>
<td>99.99%</td>
<td>99.99%</td>
<td>99.98%</td>
<td>99.95%</td>
</tr>
<tr>
<td>95% PI (center)</td>
<td>±0.000009</td>
<td>±0.000010</td>
<td>±0.00014</td>
<td>±0.00014</td>
</tr>
<tr>
<td>95% PI (worst)</td>
<td>±0.000011</td>
<td>±0.000013</td>
<td>±0.00021</td>
<td>±0.00015</td>
</tr>
<tr>
<td>Number of points</td>
<td>25</td>
<td>25</td>
<td>8</td>
<td>25</td>
</tr>
</tbody>
</table>

Postulating that the equation that uses the three centered temperatures is approximately equal to an alternative equation that is written in terms of the two differential temperatures, we may write the following:

\[
Q_{\text{lost}} = \alpha_0 + \alpha_1(T_h - 35) + \alpha_2(T_c - 15) + \alpha_3(T_w - 25) \tag{10}
\]
\[ Q_{\text{lost}} \equiv \beta_0 + \beta_1(T_h - T_c - 20) + \beta_2(T_h - T_w - 10) \]  
\[ Q_{\text{lost}} \equiv \beta_0 + \beta_1[(T_h - 35) - (T_c - 15)] + \beta_2[(T_h - 35) - (T_w - 25)] \]  
\[ Q_{\text{lost}} = \beta_0 + (\beta_1 + \beta_2)(T_h - 35) - \beta_1(T_c - 15) - \beta_2(T_w - 25) \]

Because the data in each case are centered, \( \alpha_0 = \beta_0 \). This can be seen by inspecting the table.

Therefore:

\[ \alpha_1 = \beta_1 + \beta_2 \]  

Furthermore,

\[ \alpha_2 = -\beta_2 \]  

and

\[ \alpha_3 = -\beta_3 \]  

which leads to:

\[ \alpha_1 = -\alpha_2 - \alpha_3 \]

The latter relationship provided the clue that the three term expression could possibly be replaced by a two term expression in terms of two differential temperatures. In all of the modeled cases above, the regression coefficients on the \((T_c - 15)\) term are indeed approximately equal to the negative of the coefficients on the \((\Delta T - 20)\) term, and the coefficients on the \((T_w - 25)\) term are approximately equal to the negative of the coefficients on the \((T_h - T_w - 10)\) term.

While the two-term differential temperature expressions fit the modeled data quite well, the three term expression fits it better. This model is not expected to have a rigorous physical meaning because of effects such as fringing, in which heat flowing from \( T_h \) to \( T_c \) may travel an indirect path through the air at the edge of the stack. However, as will be discussed in the next section, there may be cases where it is advantageous to analyze experimentally determined data in terms of the two-term expression.

It is instructive to examine how the coefficients calculated from the data modeled for the air samples may differ from the values calculated for the solid samples. If an air calibration should prove to be feasible, then the regression constants must either be essentially equal to those that would have been attained using a solid sample having the same thermal conductivity, or there must be a rational correction that could be applied. Confidence intervals for the coefficients may be determined using the results of the regression in Table 2. Experimental results corresponding to the non-extended air case are shown in Table 3. The plus or minus limits in Table 2 are obtained by dividing the \( t \)-values, given in parentheses in the table, into the coefficient and multiplying the result by the \( t \)-statistic for 22 degrees of freedom (25 runs minus the three coefficients). For 95 percent confidence intervals, this \( t \)-value is 2.074. The 95 percent confidence intervals for \( \beta_0, \beta_1, \) and \( \beta_2 \) are shown in Table 4 for both the solid and air non-extended PMI foam cases. The confidence interval obtained from the experiment is also shown in Table 4. One may see that \( \beta_1 \) and \( \beta_2 \)—the coefficients on \((\Delta T - 20)\) and \((\Delta T_{hw} - 10)\), respectively,—for the solid non-extended PMI foam case are not statistically different from those two coefficients for the air non-extended PMI foam case. For the constant term \( \beta_0 \), the confidence intervals do not overlap, so there is a statistically significant difference between the two. The difference between these two \( \beta_0 \) terms is \( 0.00017 \pm 0.000003 \), where the plus-or-minus terms for the difference are obtained from the square root of the sum of the squares of the individual terms.
TABLE 3.—REDUCED EXPERIMENTAL DATA—AVERAGE VALUES OF 9000 POINTS

<table>
<thead>
<tr>
<th>$T_w$ (°C)</th>
<th>$T_x$ (°C)</th>
<th>$T_c$ (°C)</th>
<th>V (Volts)</th>
<th>I (amperes)</th>
<th>P (Watts)</th>
<th>$\Delta T$ (°C)</th>
<th>$T_{av} - T_w$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>24.9959</td>
<td>35.378</td>
<td>15.701</td>
<td>0.071842</td>
<td>2.4391</td>
<td>0.17523</td>
<td>19.677</td>
<td>0.544</td>
</tr>
<tr>
<td>25.0087</td>
<td>34.189</td>
<td>14.748</td>
<td>0.070145</td>
<td>2.3818</td>
<td>0.16707</td>
<td>19.442</td>
<td>–0.540</td>
</tr>
<tr>
<td>25.0217</td>
<td>34.742</td>
<td>14.104</td>
<td>0.072192</td>
<td>2.4524</td>
<td>0.17704</td>
<td>20.638</td>
<td>0.548</td>
</tr>
<tr>
<td>25.0455</td>
<td>35.644</td>
<td>15.285</td>
<td>0.072891</td>
<td>2.4748</td>
<td>0.18039</td>
<td>20.358</td>
<td>0.419</td>
</tr>
<tr>
<td>25.0130</td>
<td>35.036</td>
<td>15.006</td>
<td>0.071836</td>
<td>2.4399</td>
<td>0.17528</td>
<td>20.030</td>
<td>0.008</td>
</tr>
<tr>
<td>25.0379</td>
<td>34.431</td>
<td>14.482</td>
<td>0.071035</td>
<td>2.4122</td>
<td>0.17135</td>
<td>19.950</td>
<td>–0.581</td>
</tr>
<tr>
<td>25.0115</td>
<td>35.448</td>
<td>15.562</td>
<td>0.072103</td>
<td>2.4510</td>
<td>0.17673</td>
<td>19.886</td>
<td>0.494</td>
</tr>
<tr>
<td>25.0456</td>
<td>35.001</td>
<td>15.060</td>
<td>0.071611</td>
<td>2.4350</td>
<td>0.17437</td>
<td>19.940</td>
<td>–0.015</td>
</tr>
</tbody>
</table>

It is reasonable to assume that the difference between the values of $\beta_0$ for the air versus solid sample cases arises from convection in the air-sample region. In the Appendix, we estimated that $h_{conv} = 0.035$ W/m²-K for a cross sectional sample area of 0.0002850 m². Therefore, we may estimate that $k_A = 0.000010$ W/K. Because the data have been centered, $\beta_0$ equals the value of $Q_{loss}$ at the center point ($T_h = 35$ °C, $T_w = 15$ °C, $T_{av} = 25$ °C). Therefore $h_{conv} \Delta T = 0.00020$ W at the center point. This value of $Q_{loss}$ matches the above difference in coefficients, suggesting that the simple model in the Appendix is describing the heat transfer between the heater and cooler plates in the air sample case. Since $h_{conv} A$ is a coefficient on $\Delta T$, we may expect it should be equal to the difference between the $\beta_1$ terms for the air versus solid sample cases. However, the difference between these two regression terms may be written as $0.00003 \pm 0.00007$. Therefore, any difference is below the level of detectability.

To summarize, we can correct for the effect of using air as a calibration standard by subtracting 0.0002 from the experimentally determined value of $\beta_0$. We can consider subtracting 0.00001 from the experimentally determined value of $\beta_1$, but this correction would be negligible and not detectable for the small range of $\Delta T$ being considered. The correction for radiation across the sample is discussed in the Appendix.

It is constructive to view temperature contours obtained from the model representative temperature contours in the region of the stack and air gap along the side of the stack for three cases are shown in the Figure 9. The temperature of the heater disc is 35.0 °C and the cooler disc is 15.0 °C. The wall temperature is 25.0 °C in Figures 9(a) and (b) and 25.3 °C in Figure 9(c). The region along the side of the stack is an air gap between the two large PMI foam discs in Figure 9(a), and the PMI foam ring is allowed to extend to the entire diameter of the large PMI foam disc in Figures 9(b) and (c).

Figure 9(a) shows that the contours in the gap region are essentially s-shaped—a result of the convection rolls in that region. The PMI foam ring extending into the gap in Figure 9(b), prevents the formation of convection rolls and, as a result, the contours are more “well behaved”. Note how the 25 °C contour near the outside diameter of the stack is initially nearly perpendicular to the side of the stack.

However, this contour bends toward the heater due to convection rolls in the air gap region between the large PMI foam disc and the wall, which is also at 25.0 °C. In Figure 9(c), the wall temperature has been increased to 25.3 °C, and as a result, the 25.0 °C contour is now more nearly vertical. However, when it
enters into the air region beyond the large PMI foam disc, the contour soon turns sharply towards the
direction of the cooler disc. Presumably, at some temperature intermediate between 25.0 and 25.3 °C, the
25.0 °C contour may be essentially perpendicular to the stack along its entire length. This would be the
case when the temperatures along the stack are most balanced. The observation that somewhat
higher $T_w$ may lead to more balanced heat flows has been noted in the literature [29, 30]. These two
references present expressions for determining the amount the ambient temperature should be raised
above the mean of $T_h$ and $T_c$ in order to give the condition where the heat escaping from the heater-side
edge of the guard surrounding a sample is equal to the heat that returns to the cooler-side edge of the
guard. Using expressions A1.6 through A1.10 of [29], one can show that for the present experiment, the
ratio of their $A/B$ terms are approximately equal to the ratio of their $A'/B'$ terms, and the optimum “ambient
temperature” increase above the average sample temperature reduces to approximately:

$$T_w - T_av = \frac{1}{4} \exp \left[ \frac{\pi(d-b)}{l} \right] \Delta T$$

where $(d-b)$ is the outer radius of our stack minus the radius of the sample. (In the standard [29], $d$ refers
to the radius of the guard. Here, it refers to the radius of the PMI foam ring, which is a type of guard).
$T_w - T_av$ is the increase in wall temperature above the average temperature where the heat loss out the top
down of the sample would equal the heat that re-enters the bottom edge. This expression predicts a value
of 0.4 °C, which is very close to the value for the optimum increase in $T_w$ determined from the CFD
analysis of a little below 0.3 °C. Practically speaking, employing a wall temperature at the mean
temperature between the heater- and cooler-disc temperatures should be adequate. However, there does
appear to be some advantage to raising the wall temperature by perhaps 0.25 °C relative to this mean
temperature.

All three contour plots in Figure 9 are for solid samples. For air samples with the same thermal
conductivity, the figures look very much the same, unless they are viewed closely in the sample region.
Such views are shown in Figure 10. In Figure 10(b)—a close-up view of the solid case corresponding to
Figure 9(b)—the temperature contours within the sample region appear parallel, indicating essentially one-dimensional heat transfer. The numbers on the plots are the CFD modeled values of the heat transfer across the boundary. Note that heat flux vectors for solids are perpendicular to the temperature contours. The heat leaving the sample is very close to the heat entering, and there is a small amount of heat leaving the heater-side edge of the sample that is mostly returned on the cooler side, the goal of our balanced design. When an air sample is used, a very small convective roll sets up within the sample volume, and the contours, while remaining nearly parallel, are not quite as parallel as they were for the solid case. Now the heat leaving the specimen from the cooler face is somewhat less than the heat entering, and heat is leaving from the edge on both the heater- and cooler-disc side of the sample edge. Therefore, as discussed above, the heat transfer across the 4 mm wide air sample is not perfectly one-dimensional. However, in the absence of suitable small thermal conductivity standard reference materials, it may be preferable to use air as a calibration standard, but to apply small corrections to account for the effects of convection and radiation. Of course, if the sample region can be 2 mm wide or smaller, then air can be used as a calibration standard without the need for much, if any, correction for convection. From the Appendix, the heat transfer from convection is expected to decrease by a factor of 13 if the sample thickness is reduced from 4 to 2 mm. However, either thickness would require the same radiation corrections as for the 4 mm case.

Experimental Results

A series of experiments were conducted to determine if measurements of sufficient precision could be made to allow accurate determination of thermal conductivity, and to demonstrate the feasibility of using air as a calibration standard. The dimensions of this apparatus, discussed in the Experimental Design section, differ from those used to model the “air gap” case in that the diameters of the large PMI foam discs were increased somewhat in order to take further advantage of the thermal insulation provided by the air gap. Also, the thickness of the PMI foam discs were increased by 50 percent in order to allow a firmer attachment to the threaded rods that hold the fixture in place (refer to Figure 1(b)).

The experiments involved measurement of the power required to achieve eight combinations of the three temperatures of interest: $T_h$, $T_c$, and $T_w$. The eight sets of temperatures were spread within the target temperature range of 25 ± 0.2 °C, the cooler temperature range of 15 ± 0.5 °C, and the heater temperature range of 35 ± 0.5 °C. However more care was taken in the selection of $T_h$ and $T_c$ than in the selection of $T_w$. The measured independent variable for these measurements was $Q_{\text{total}}$. The sample volume in each case was assumed to be filled with air of known thermal conductivity, as it was in the air cases in the previous section.

Matched thermocouples were used for the three critical temperature measurements. A total of 25,000 data points was collected over 640 min. The temperatures, voltage, and amperage were the average of a stable region of 9000 continuous points collected over 230 min. The stable regions tended to be those times when the temperature of the room was essentially stable. By averaging over 9000 points, mean values for temperature, voltage and amperage measurements could be accurately determined. For example, the standard error of the mean for the temperature measurements was less than 0.001 °C, even though the data logger recorded each temperature value to only ±0.1 °C. It is interesting to note that for this approach to work, the power supply must be sufficiently noisy so as to output an essentially Gaussian distribution of power about the nominal value.

The experimental data and coefficients resulting from the linear regression fit to the data are presented in Tables 3 and part of Table 2, respectively. The experimental data are the averages of the various temperatures and the voltage and current supplied to the heater. Table 3 includes the product of the voltage and current, which is the electrical power in watts (identical to $Q_{\text{total}}$). The regression fits, whether in terms of the centered temperatures or the centered differential temperatures, were linear in terms of these variables in a manner similar to the regression of the modeled data. The $t$-values associated with most of the coefficients are very high, indicating high significance. The $(T_w - 10)$ term, although significant at a value of 4, is far below the values of $t$ associated with all of the other coefficients in the table. This is because the experiment was not well-designed in terms of the wall temperature. However,
when the wall temperature was incorporated in terms of the differential temperature, $\Delta T_{hx}$, the $t$-value associated with its coefficient becomes much higher, as shown in the table.

**Discussion**

Both regression equations fit the data very well with a standard deviation of 0.000051 and an adjusted $R^2$ of 99.98 percent in both cases. However, the 95 percent prediction interval, which is an important quantity for calibration runs such as these, is better when the data is expressed in terms of the differential temperatures. For the regression in terms of the temperatures, the 95 percent prediction intervals for both the temperature and differential temperatures cases are $\pm 0.000168$ and $\pm 0.000145$ W, respectively, at the center of the design space. At the extremes of the design space, the 95 percent prediction intervals are $\pm 0.000840$ and $\pm 0.000214$ W, respectively. The relatively high “worst-case” value for the prediction interval for the temperature case arises because of the higher uncertainly on the $(T_w - 25)$ term.

Fortunately for this data set, the worst-case 95 percent prediction interval is still very tight. It shows that, given a set of differential temperatures near the values of $(\Delta T - 20)$ and $(\Delta T_{hx} - 10)$, we may predict the value of $Q_{\text{lost}}$ to $\pm 0.21$ mW or better. In terms of the experimentally measured value of $Q_{\text{lost}}$, this is an error of $\pm 0.15$ percent. Since the various values of $Q_{1D}$ are smaller than $Q_{\text{lost}}$, the error in determining $Q_{1D}$ is greater than the error in determining $Q_{\text{lost}}$. For the case where the conductivity is equal to that of air, the value of $Q_{1D}$ at the center point is calculated to be 0.03684 W. The value of $Q_{\text{lost}}$ at the center is equal to 0.137885. Therefore, the error in determining $Q_{1D}$ would be larger than the error in determining $Q_{\text{lost}}$ by a factor of $(0.137885 + 0.03684)/0.03684 = 4.72$. For a sample conductivity that is half of that of air, the factor is 8.48. For conductivity 1.5 times that of air the factor is 3.59. Therefore, the expected error due to the error in measuring the electrical power is expected to be $\pm 1.29$, 0.72, and 0.54 percent for sample conductivities of 0.5, 1.0, and 1.5, respectively. Other errors, such as those associated with measuring the dimensions of the sample would, of course, add to these values.

The above discussion indicates this technique has the potential for high precision. It remains to be shown that the same precision can be repeatedly achieved when the apparatus is torn down and reassembled. This was attempted once and the value of $Q_{\text{lost}}$ was found to be within the predicted range. Further trials were not possible because major construction in the laboratory required long-term disassembly of the apparatus.

For the regression analysis of the experimental data, the coefficient on $(T_c - 15)$ approximately equals the coefficient on $(\Delta T - 20)$, as expected based on discussion in the modeling session. However, the coefficient on $\Delta T_{hx}$ cannot be compared because the $(T_w - 25)$ term has not been determined to very high precision. The $t$-value is only 4 (i.e., the standard error is 1/4 of the value of the coefficient). This inaccuracy in determining the coefficient on $T_w$ in the experimental case arises because the values of $T_w$ were varied in a happenstance manner, rather than systematically. However, it was possible to use the same data to accurately determine the coefficients in terms of the differential temperatures $(\Delta T - 20)$ and $(T_h - T_w - 10)$. The sum of those two coefficients equals the coefficient on $(T_h - 35)$ to within about 1 percent, suggesting that the two-term differential temperature model is more forgiving that the three term model.

Note that the coefficient on $\Delta T$ determined experimentally is 7 percent larger than the modeled value. The absolute value of their difference is 0.00026. Part of that difference may have been due to the difference between the size of the PMI foam disc used in the experimental design compared to that in the model. Another part is radiation across the air sample. However, if the value $h_{\text{rad}} = 0.09$ W/m$^2$-K calculated in the Appendix is reasonably accurate, then $h_{\text{rad}}A$ (the radiation contribution to the coefficient on $\Delta T$) is expected to be less than 0.00003 W/K. Thus, radiation may only account for about 10 percent of the difference. Another part of the discrepancy could be heat transfer from the heater disc edge to the coolant tube to the cooler disc, as well as heater wires and sheathed thermocouples coming out of the heater disc. This design could be improved in future versions of the apparatus.
The experimentally determined coefficient on $\Delta T_{hw}$, which, when centered, is expressed as $(\Delta T_{hw} - 10)$, is much higher than the modeled $\beta_2$. The difference is 0.0017, i.e., 44 percent. This discrepancy is partly due to contribution from radiation. We can estimate the magnitude of the heat transfer by radiation off of the large PMI foam disc. For the modeled case from the previous section, the surface area is 0.0073 m$^2$. From Eq. (14) in the Appendix, $h_{rad} A = 0.0034$ W/K, which was obtained using a reasonable guess of $\varepsilon = 0.8$ for the total emissivity of the PMI foam. From the CFD analysis, the mean surface temperature of the similarly constructed PMI foam disc is 26.0 °C which is 1.0 °C above the wall temperature. Therefore,

\[ h_{rad} A(26 - 25) = 0.034 \text{ W} \tag{19} \]

which is very close to the difference in the $\beta_0$ terms between the experiment and the model. Of course, the model did not include radiation. For the experimental case, the surface area of the PMI foam disc is even larger, but the surface temperature would be expected to be lower. Therefore, the same trends should apply.

The difference in $\beta_2$ coefficients is 0.0017. The value of $h_{conv} A$ was given as 0.034 W/K. But as, discussed above, the temperature at the surface of the PMI foam disc drops from 35.0 °C at the heater to about 26.0 °C at the surface of the disc. Calling this latter term $T_{surf}$, we therefore may write:

\[ (T_{surf} - T_w) = \frac{1}{10} (\Delta T_{hw}) \tag{20} \]

Therefore, we can expect the convective heat transfer to be approximated as:

\[ Q_{conv} = \frac{h_{conv}}{10} (\Delta T_{hw}) \tag{21} \]

The estimated value of $\frac{h_{conv}}{10}$ is 0.00042 W/m$^2$-K, which is of the same magnitude as the difference in $\beta_2$ coefficients of 0.0017. Again, there are some differences between the modeled and experimental designs. The perturbing effects of the wires, thermocouples and coolant tubes may also contribute to the discrepancy between experiment and the model.

In any event, while it is highly desirable to understand discrepancies between the model and experiment, the experimental calibration equation, not the modeled equation, would be used to determine the value of $Q_{low}$. This experimentally determined value would be subtracted from the value of $Q_{total}$ measured for each unknown sample, and the unknown thermal conductivity would be calculated from their difference, $Q_{1D}$.

Note that no attempt should be made to apply conductive grease at the copper sample interface. This is because air itself is an excellent contact fluid for the conductivities of interest. Also, the application of a thin layer of grease to the polished copper surface will raise its emissivity and allow higher heat transfer by radiation.

For compressible samples, the standards [2-5] allow the sample to be cut slightly oversized, then compressed. It also allows spacers, as we are using. However, for samples that are not compressible, it may be possible to cut them slightly undersized and make the small correction for the air gap. For this strategy, there may be some advantage to using a vertical orientation, where the specimen would lay neatly on the cooler disc with a small air gap between the specimen and the heater disc. It should also be noted that these standards would allow the use of compliant spacers between the heater disc and the specimen in place of an air gap. However, any compliant spacer would likely have a relatively high emissivity and would, therefore, not be usable if we adopt the polished copper plate approach.
Conclusions

The work described in this paper has shown the feasibility of using a hot-plate device that is not guarded—except in the partial sense—for measuring the thermal conductivity of small samples having conductivity on the order of that of air. It also showed that it may well be feasible to use air as a standard reference material, provided that the small amounts of convective and radiative heat transfer are accounted for. Such an approach is desirable because of the lack of suitable small calibration standards.

We conclude that air can be used instead of, for example, a low conductivity powder fill material surrounding the experiment because the effects of convection in the surrounding air can be managed through a design that includes the use of a PMI foam spacer ring that surrounds the sample and which extends to a distance much greater than the diameter of the heater and cooler discs. Furthermore, we conclude that a sample thickness of 0.004 m is feasible, although based on the equations in the Appendix, decreasing the sample thickness from 0.004 to 0.002 m would lower convective heat transfer by 13X, or decreasing to 0.003 m thickness would lower convective heat transfer by 4.5X. Radiative losses would not be affected by thickness. The use of a highly reflective mirror surface—preferably with independent measurement of the emissivity or perhaps even a high-power laser type of mirror optimized for high reflectivity in the mid-infrared—is recommended. Conversely, a second set of measurements could be made using a high emittance surface so that the radiation component to heat transfer could be assessed.

Future improvements could also involve less intrusive cooler lines, heater wires, and thermocouples, as well as a smaller diameter outer aluminum tube to further decrease the convection effects. Also, we feel that the outer insulating box over the chill plate should be replaced by a box with chill plates on all six sides. An outer insulating box may be placed over the box formed from the chill plates. This improved control of the temperature surrounding the apparatus would also permit the removal of the foam blocking the ends of the cylinder. A design incorporating these changes is shown in Figure 1(b). Furthermore, a vertical orientation allowing the test sample to lay flat may prove useful when an intentional air gap between the sample and heater disc is desired.

It has been noted that the obstacles which had to be overcome in developing the approach described in this paper arose primarily because of the very low thermal conductivity of the test samples. In cases where the sample possessed higher conductivity, the task should become easier. For example, thermal barrier coatings can have a thermal conductivity on the order of 1 W/m-K—nearly forty times the thermal conductivity of air. If the same 4 mm thickness used for the experimental part of this study was used, then the heat passing into the sample would have to be increased by the same factor to achieve the same ΔT. However, the thickness of a free-standing thermal barrier coating may be less, such as 0.5 mm, which is 1/8 of the thickness used above. Therefore, the expected value of $Q_{in}$ would only have to be about five times the value used above, or about 0.2 W. This should be much larger than the value of $Q_{lost}$. It may be possible to use standard or secondary standard reference materials in this thermal conductivity range to determine $Q_{lost}$.

Although the techniques developed in this study were for single-sided conductivity testing, they are not limited to that approach. For example, these techniques would lend themselves well to a double-sided approach where specimens are placed on both sides of the heater. One of the chief concerns for the double-sided testing had been that the addition of extra layers and an extra PMI foam ring could make alignment more difficult. However, the successful use of a spray adhesive to hold portions of the stack together has alleviated those concerns. Another alternative approach, one that employs built-in standards similar to ASTM E1225, should also now be feasible. Again, the use of adhesive would facilitate the alignment of the additional discs and PMI foam rings that would be required. The difficulty in identifying small reference standards has been solved by the use of reference standards comprised of air contained within PMI foam rings and preferably limited to a thickness of 2- or 3-mm. The built-in standards approach requires the use of additional temperature measurements to determine three ΔT values (for the case where a standard is
placed on both sides of the sample). Techniques such as the proposed construction of an isothermal box for stabilizing temperatures combined with the 9000-point averaging appear to have made feasible the measurement of the required extra temperatures. Therefore, we expect that the techniques developed for this study would lend themselves well to the built-in standards approach.
Appendix—Heat Transfer Across a Narrow Vertical Air Gap

Heat transfer across an air gap may occur by conduction, convection, and radiation. For the measurements described in this paper, we wish to minimize the contribution from convection and radiation and to limit heat transfer, to the greatest extent practicable, to conduction. Generally speaking, convection is minimized by a small sample volume and radiation is minimized by the use of highly polished heater and cooler discs.

It is convenient to use effective heat transfer coefficients to characterize each mode of heat transfer [30]:

\[ Q = h_{\text{gap}} A \Delta T = (h_{\text{cond}} + h_{\text{conv}} + h_{\text{rad}}) \Delta T \]  \hspace{1cm} (22)

where

- \( Q \) heat transferred across gap (W)
- \( h_{\text{gap}} \) overall heat transfer coefficient (W/m\(^2\)-K)
- \( A \) area of the discs (m\(^2\))
- \( h_{\text{cond}} \) effective heat transfer coefficient for conduction (W/m\(^2\)-K)
- \( h_{\text{conv}} \) effective heat transfer coefficient for convection (W/m\(^2\)-K)
- \( h_{\text{rad}} \) effective heat transfer coefficient for radiation (W/m\(^2\)-K)

Since the values of \( g \) and \( \Delta T \) are constants for a given design and set of test conditions, it is instructive to inspect the values of the various heat transfer coefficients.

Following the approach of Takasu, et al. [31] and Ostrach [32], the expression for \( h_{\text{cond}} \) for the ideal case of one dimensional heat transfer is:

\[ h_{\text{cond}} = \frac{k_{\text{air}}}{l} \]  \hspace{1cm} (23)

where

- \( l \) distance across the gap (m)

For convection between vertical plates when conduction dominates:

\[ h_{\text{conv}} = 0.00166 \left( \frac{l}{H} \right) \text{Gr}^{0.9} \]  \hspace{1cm} (24)

where

- \( H \) height of the sample area, taken here as the diameter
- \( \text{Gr} \) Grashof number (dimensionless)

In Eq. (24), the expression for the Grashof number is given by:

\[ \text{Gr} = \left[ \left( \frac{\rho g \beta (\Delta T) l^3}{\mu^2} \right) \right] \] \hspace{1cm} (25)

where

- \( \rho \) density of air (kg/m\(^3\))
- \( g \) gravitational constant (m/s\(^2\))
- \( \beta \) reciprocal of mean temperature for ideal gases (K\(^{-1}\))
- \( \mu \) viscosity of air (kg/m-s)
Example calculations may be made for a typical air gap. For a case where the gap width is 0.004 m and the hot and cold discs are 35 and 15 °C, respectively, the value obtained for the conductive heat transfer coefficient is:

\[ h_{\text{cond}} = 6.52 \text{ W/m-K} \]  

and the convective heat transfer coefficient for \( Gr = 170 \), which was calculated from Eq. (25), is:

\[ h_{\text{conv}} = 0.035 \text{ W/m-K} \]  

Thus, the above predicts that convection makes a minor, yet finite, contribution to the overall heat transfer and that more accurate finite volume modeling should be conducted.

Note that this value of \( Gr \) is very small. When \( Gr \) is multiplied by the Prandtl number, \( Pr \)—which is about 0.71 for air at room temperature—their product is:

\[ Gr \cdot Pr = 120 \]  

This is less than the value of 1708 quoted \[33\] for the onset of convection, illustrating that we are correcting for contributions due to convection which are so small that they are typically ignored.

For the contribution due to radiation, the expression for \( h_{\text{rad}} \) for parallel discs having equal total emissivities \( \varepsilon \) is:

\[ h_{\text{rad}} = \frac{\sigma(T_h^2 + T_c^2)(T_h + T_c)}{2(\varepsilon - 1)} \]  

Where:
\[ \sigma \quad \text{Stefan-Boltzman constant (W/m}^2\text{-K}^4) \]

Note that \( h_{\text{rad}} \) is independent of the plate separation, \( l \).

For \( T_h \) approximately equal to \( T_c \) and, therefore, approximately equal to their mean, \( T_{av} \), one may write:

\[ h_{\text{rad}} = 4\sigma T_{av}^3 \left( \frac{2}{\varepsilon - 1} \right) \]  

If we assume that the plates have been polished so as to have a total emissivity of \( \varepsilon = 0.06 \) at a temperature of \( T_{av} \), which appears to be a reasonable value for well, but imperfectly polished copper, then the effective heat transfer coefficient for radiation is estimated to be:

\[ h_{\text{rad}} = 0.092 \text{ W/m-K} \]  

This is predicted to be a somewhat greater contributor to the heat transfer than convection. Therefore, we must more extensively examine the effect of radiation on this problem in the future, and furthermore, to consider the alternative approach of coating the discs for high emittance so that the radiation contribution would be maximized, but accurately predictable.
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This paper describes the development of a hot plate method capable of using air as a standard reference material for the steady-state measurement of the thermal conductivity of very small test samples having thermal conductivity on the order of air. As with other approaches, care is taken to ensure that the heat flow through the test sample is essentially one-dimensional. However, unlike other approaches, no attempt is made to use heated guards to block the flow of heat from the hot plate to the surroundings. It is argued that since large correction factors must be applied to account for guard imperfections when sample dimensions are small, it may be preferable to simply measure and correct for the heat that flows from the heater disc to directions other than into the sample. Experimental measurements taken in a prototype apparatus, combined with extensive computational modeling of the heat transfer in the apparatus, show that sufficiently accurate measurements can be obtained to allow determination of the thermal conductivity of low thermal conductivity materials.

Suggestions are made for further improvements in the method based on results from regression analyses of the generated data.