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1. Introduction

NASA’s goal of ageless or robust aerospace vehicles (RAVs) requires the development of vehicles that are capable of structural self-assessment and repair. This project is concerned primarily with the self-assessment, or health monitoring, functions at this stage, but it will progress towards the incorporation of damage prognostics to enable intelligent, forward-looking damage mitigation decisions to be made. The health monitoring functions can be divided between those carried out by distributed sensors and intelligent processing and communication on the skin or within the structure, and those that could be more effectively provided by autonomous robotic NDE agents which could be deployed to monitor damage or integrity of the vehicle structure.

Critical to the success of all structural health monitoring programs is the development of appropriate technologies for non-destructive evaluation of structures, and the development of strategies and technologies for processing NDE data, storage and communication of NDE information, and analysis of NDE data with the capability for intelligent decision-making.

Previous work in this project developed and examined concepts for integrated smart sensing and communication systems that could form the distributed sensing function of a smart vehicle. This work was outlined in four earlier Reports (CTIP, 2001; CTIP, 2002; CTIP, 2003a; CTIP, 2003b). The third of these Reports (CTIP, 2003a) contained a proposal for the design of a Concept Demonstrator and Experimental Test-bed, a combined hardware and software system capable of demonstrating principles of an intelligent vehicle health monitoring system. The fourth Report (CTIP, 2003b) is a brief outline of the first stage of development of this Concept Demonstrator (CD), and some of its features and capabilities.

The purpose of the CD is to demonstrate concepts for an intelligent vehicle health monitoring system within a relatively simple environment. It was decided that, at least in the first instance, the only threats to the structure that would be considered would be from impacts by projectiles that, for a vehicle in space, might be micrometeoroids or space debris. A summary of threats associated with particle impacts, compiled from a number of sources, appears in Report 2 (CTIP (2002), Section 5.3 and Appendix A5.1). Thus, the aim of the initial design of the CD is only to enable the detection, location and evaluation of the effects of particle impacts. It is expected that other threats and damage processes will be addressed in later stages of the project.

One of the most important principles of the design, and one that distinguishes a health monitoring system from other intelligent sensing systems (or ‘smart spaces’), is the requirement for continued functionality in the presence of damage. A system designed to detect and evaluate damage, and ultimately initiate repair and/or other remedial action, clearly must continue to operate effectively when damage occurs, whether it is damage to the vehicle structure, damage to the sensing system, or damage to both.

The requirements for robustness, reliability and scalability in such a system led to the adoption of a complex multi-agent system approach to the development of intelligent diagnosis, prognosis, decision-making and response. This approach has been discussed in our earlier Reports, and examples given of algorithms and the resulting emergent behaviours that can be produced in such a system. One of the major research challenges in this area is the design of agents and algorithms that produce desired emergent responses. Agent-based hybrid systems
will be developed to provide solutions in the shorter term, but a full complex multi-agent approach is believed to be the ultimate solution, and this is the path that is being pursued in this work. The CD will provide an extremely valuable test-bed for experimentation with and evaluation of multi-agent algorithms.

It should be emphasized that the CD is NOT intended to be a prototype of a practical vehicle health monitoring system. The design of practical systems will always be subject to constraints of, *inter alia*, cost, weight, power consumption, EMI with other vehicle functions, etc., but effective design will require an understanding of the performance trade-offs involved in applying the constraints to varying degrees. The CD design took no account of any of these constraints except cost, which is always limited by available resources. The present work aims to develop the principles of high performance structural health monitoring systems: it is hoped that one of its side benefits will be a greater appreciation of the compromises inherent in applying various constraints to the design of practical systems.

This Report is intended to be an up-date of Report 4 (CTIP, 2003b), and it will outline the developments that have taken place over the past six months. Details of the purpose and design of the CD were presented in Report 3 (CTIP, 2003a), and they will not be repeated here. However, there have been some modifications to the original plans, driven largely by the magnitude of the engineering task involved in the development of the CD hardware and communications software, and by delays in deliveries of electronic components and manufacture of modules.

The Statement of Work for the current contract (NASA Langley PO Number L-71308D, April 28, 2003, Base Option) specifies the following.

**Further development of the sensing and intelligent decision-making capabilities of the Concept Demonstrator.** In particular:

- Implement up-dated versions of network and acquisition hardware, and complete fully functional Concept Demonstrator.
- Demonstrate system awareness of locations and severities of multiple impacts.
- Develop robust characteristics of the intelligent system, to enable dynamic reconfiguration in the presence of damage to one or more cells.

These requirements have not been fully met, as will be detailed below, but significant progress has been made. A second (and enhanced) version of the Network Application Layer (NAL) hardware has been completed, and a complete network of 192 cells installed on the Concept Demonstrator. A first version of the Data Acquisition Layer (DAL) hardware has been designed, prototyped, tested (and subsequently modified) and a small number fabricated. It was not possible to produce a full complement of these boards because production problems at Texas Instruments delayed delivery of the TMS320F2810 processor chips, and because of an equipment failure at the board manufacturing contractor’s plant. These issues will be covered in greater detail later in the Report. As a result of this the Concept Demonstrator is not yet fully functional, as only a small number of its sensing agents have sensing capability. Nevertheless, the system has complete network functionality, and a substantial amount of its functionality can be demonstrated.

The requirements for the next phase, Option 1 of this contract, to be completed by 30 September 2004, are as follows.
- Investigate the use and implementation of dynamically determined hierarchies among the cells, with different modes of communication (e.g. wireless, IR) being used for communication among different levels of the hierarchy.

- Implementation of impact damage evaluation, using additional sensors or using the existing sensors differently to obtain additional information about damage severity.

The first of these points relates to the use of hierarchies of cells in the diagnosis and prognosis of damage. Whether it will be appropriate and/or advantageous to use different communication modalities within different levels of a hierarchy will be the subject of investigation. The second point relates to the development of secondary sensing techniques, probably involving active sensing, for the evaluation and diagnosis of damage that has been detected using the primary (passive) sensors.

The remainder of this Report is set out as follows, and it should be borne in mind that it is intended as an up-date to Report 4 (CTIP, 2003b), which described the initial phase of the CD implementation. The next Section contains a general overview of the CD system hardware in its present form. This is followed by a description, in Section 3, of the sensors, and the mechanical mounting of the sensors and electronic modules to the aluminium ‘skin’ panels. Then follow Sections that outline recent developments to the physical cells’ hardware, software and inter-cell communication protocols (Section 4), and the system control workstation and visualizer (Section 5). Recent developments of intelligent agent algorithms and software are briefly outlined in Section 6, followed by a description of the demonstration system as it was in April 2004 (Section 7), and a brief summary and conclusions. There are also two Appendices: Appendix A provides an analysis of the accuracy of impact location with the sensor arrangement employed in the CD, and Appendix B lists the written research output (published papers, reports, conference papers and submitted articles) of the project group since the work commenced in November 2001.
2. Overview of the System Hardware

2.1 Introduction

The initial goal of the present CD system is the detection and characterization of high-velocity impacts, such as might be caused by micrometeoroids in space. Passive piezo-polymer sensors 2.5 mm in diameter have been bonded to the inside surface of the vehicle ‘skin’, with an average distance between sensors of about 60 mm, to detect the elastic waves generated in the structure by impacts. The sensors, processing and communications hardware are constructed as modules, each containing the sensors on roughly 100 mm $\times$ 100 mm areas of the aluminium sheet skin, with the electronics being mounted in layers directly behind the sensors. This unit is termed a ‘cell’. A schematic diagram of the system is given in Figure 1.

![Figure 1](image)

Figure 1: Schematic diagram of the test-bed, containing the physical structure and cells, simulated cells, and test-bed control workstation. Each side of the Concept Demonstrator hexagonal structure is divided into 4 $\times$ 2 panels, each of which contains 2 $\times$ 2 cells, which are the basic modular units of the system.

2.2 Physical Structure

The structure of the Concept Demonstrator is a hexagonal prism, with each rectangular face being 440 mm $\times$ 800 mm (note that the width of each face of the prism has been increased during the current reporting period). A modular aluminium frame is covered by 220 mm $\times$ 200 mm, 1-mm thick aluminium panels that form the outer skin of the structure. Each such panel contains four cells, and each of the six sides of the prism contains eight of these panels, so the entire Concept Demonstrator contains 48 panels and 192 cells (see Figure 1). As each cell contains four sensors there are a total of 768 piezo-polymer sensors in the initial system.

This structure has been placed on a platform that enables it to be rotated, elevated and translated, which simplifies testing, as it is easier to move the structure than the source of impacting particles (to be described later). As the design has been modularized, the same hardware could be readily applied to a different structure if desired.
Although the initial system uses a single type of sensor to measure a single threat, namely high-velocity impacts, the system has been designed so that in the near future the CD may be extended to use multiple sensor types to detect and characterize a range of threats.

2.3 Modules and Layers

A modular approach to the sensing and electronics was adopted to enhance flexibility, reconfigurability and ease of manufacture (see Hedley et al., 2003 for more details). Each module, or cell, contains sensing elements, signal processing (analog and digital) and communications, and there is a logical layering of these functions, as follows.

1. Sensors – initially piezoelectric polymer sensors only are attached to the aluminium skin.
2. Analog signal processing – this includes amplification, filtering and other processing of the sensor signals required prior to digitization of the signals.
3. Sampling and data pre-processing – this includes digitization, calibration correction, data reduction and other processing that can be performed using only the local signals.
4. Data analysis – at this level data is processed using information from local sensors and neighboring modules. This is the layer at which the agent-based algorithms will be implemented to provide the network intelligence.
5. Inter-module communication – this layer comprises the software stack and the physical links to provide communication between modules.

These layers are divided into two groups, the Data Acquisition Layer (DAL), which consists of layers 1 to 3, and the Network Application Layer (NAL), which consists of layers 4 and 5. These are implemented as separate physical sub-modules, called the Data Acquisition Sub-module (DAS) and Network Application Sub-module (NAS) respectively. This is illustrated in Figure 2. This separation allows replacement of one type of sensor, and its associated electronics, with another sensor sub-module, without changing the main processing and communications hardware, hence simplifying the use of a range of sensor types in the test-bed. There are separate digital signal processors (DSPs) in each sub-module, and these are called the Data Acquisition Processor (DAP) and Network Application Processor (NAP) respectively in each layer.

Each DAL sub-module communicates with one NAL sub-module, and network communication is provided by each NAL sub-module communicating with its four nearest neighbours. This provides a highly robust mesh network structure that will maintain connectivity even when a significant number of cells or communications links are damaged.
Figure 2: Layer structure and communications of the cells. Each cell contains a Data Acquisition Sub-module (DAL) and a Network Application Sub-module (NAL), with communications links between the Network Application Sub-modules forming a mesh network structure.
3. Sensors, Sensing and Mechanical Mounting

3.1 Simulation of fast-particle impacts

Report 4 (CTIP, 2003b) showed that laser pulses from a Q-switched Nd:YAG laser generate elastic waves in aluminium plates that exhibit all the characteristics of waves generated by high-speed particle impacts. In this phase of the project all the testing has been done with laser pulses rather than particle impacts. This provided a much more convenient and faster way of testing various sensor configurations and the signal processing electronics, and ultimately the operation of the whole Concept Demonstrator itself. Pulses at repetition rates of up to 20 Hz are possible, and the energy of the pulses can be changed reliably over a range of nearly three orders of magnitude. This flexibility of the laser source, compared to the few shots per day allowed by a gas gun firing small particles, made the laser the obvious choice for testing during this stage of the project.

3.2 Sensors

Piezoelectric sensors, consisting of a 110 µm-thick film of PVDF (polyvinylidene fluoride) coated on either one or both sides with a conductive layer, were identified in Report 4 as the most suitable for the detection of plate waves in the aluminium sheets used to form the ‘skin’ of the Concept Demonstrator. Small-area sensors with an active area of 4.9 mm² (2.5 mm diameter circles) were affixed to the ‘inside’ of the aluminium sheets. This phase of the work looked at a number of different ways of attaching these sensors, with the aim of establishing a reliable and reproducible sensor suitable for ‘mass production’, as nearly 800 sensors were to form the sensor network.

Report 4 described sensors that consisted of a 10 mm diameter piece of PVDF film, 50 µm in thickness, with a silk-screen printed layer of silver-based (conductive) ink applied to one of the surfaces over circular area of about 2.5 mm in diameter. When glued to the aluminium sheet with a thin layer of epoxy, the aluminium sheet formed the ground electrode of the sensor, with the silver ink the active electrode. The voltage measured from the latter electrode provided a measure of the charge generated by the film during the passage of elastic waves past the sensor and hence through the aluminium sheet. During this stage of development, some abrasion of the silver ink electrodes occurred due to the spring-loaded pins that connect the sensors to the signal processing board.

A more convenient method of production of these sensors was thought to be to acquire commercially available gold-coated PVDF film (110 µm-thick film from Measurement Specialties Inc., MSI). The thicker film gave a higher voltage output from a given amplitude elastic wave, and the film could be punched out, using an in-house manufactured punch and die, to produce small discs 2.5 mm in diameter. These sheets were provided by MSI with gold coating on both sides. Again, the sensors were bonded to the aluminium sheets using a hard-setting epoxy (Epotek). These sensors formed the basis of a number of tests that sought to optimize the type of glue used to bond them to the aluminium, to investigate various protective layers applied to their active electrode to prevent wear by the spring-loaded pins, and to look at various ways of making electrical connections to them.

It has been found that both the silver-ink and the gold-coated PVDF sensors performed satisfactorily, although both coatings are subject to wear, especially the latter. This problem is
addressed below. The Epotek epoxy adhesive required both vacuum degassing to remove significant bubbles in the mixture (that form during mixing), and an extended curing time of over 24 hours. An alternative product requiring no degassing and which cured rapidly was Araldite 1515. The slightly more viscous mixture of this product was also easier to work with in small quantities and allowed a very thin layer to be applied.

The problem of wear on the electrodes of the sensors has been minimized by a new design of the mechanical structure to hold the electronics boards against the sensors (described below). However, under conditions where the Concept Demonstrator may be subjected to constant vibration, movement, or repetitive attachment and detachment of the panels, two possible solutions have been identified. The first is to insert a thin layer of anisotropically conductive silicone (Fujipoly WSC-035) between the spring-loaded pins and the backs of the sensors. This is easily applied (it may be held in place by a very small patch of double-sided tape or something similar) and does not modify or attenuate the signals from the sensors in any measurable way. The second is to silk-screen print a thin layer of Estapol (a polyurethane-based lacquer) to the back of the sensor. While this electrically insulates the sensor and adds a small series capacitance to the circuit, capacitive coupling yields a voltage signal essentially identical in form but reduced in amplitude (by about a factor of four) to that of the original signal. The polyurethane layer is highly resistant to any abrasion by the contacting pins. It has not been found necessary to implement either of these solutions at this stage. Any movement of the electronics boards (and hence the contacting pins), which may cause wearing of the sensor electrodes due to vibration during transport of the Concept Demonstrator, may be avoided by simply breaking the contact between the pins and the aluminium sheets by translating the boards using the structural mounting devices (height adjustment screws) described below.

### 3.3 Aluminium panels

The size of the aluminium panels that form the skin of the Concept Demonstrator is 220 mm x 200 mm. This represents an increase in size over the first set of panels used (200 mm x 200 mm), and was done for several reasons. Firstly, the height of the combined NAL and DAL boards was such that boards on panels adjacent to the internal corners of the hexagonal prism that forms the Concept Demonstrator would have made contact. Further, it was deemed desirable to have both non-square panels and sensors distributed over them not in a regular array. The arrangement of sensors and other features of the aluminium panels are shown in Figure 3.

The sensors were applied using Aradite 1515 as the adhesive, and were positioned using a purpose-built jig which held both the panel and a mask plate (with holes at the positions of the sensors) using two locating pins through the mounting holes of the aluminium sheet. Small divots were machined in the panel, two per sensor cell, to locate two of the earthing pins on the DAL board in order to ensure the sensor pins on the board were aligned to the sensors.

### 3.4 Mechanical fixtures

The first prototypes of the signal processing and networking electronics described in Report 4 have been miniaturized and consolidated onto two boards, each 80 mm square. These boards are referred to as the Data Acquisition Layer (DAL) board and the Network Application Layer (NAL) board. These two functional layers are also arranged in physical layers in the hardware
Figure 3: Layout of transducers, attachment holes and alignment divots on the 1-mm thick aluminium panels.
(Figure 2): the DAL board has spring-loaded pins that make contact with the sensors on the aluminium plate, and the NAL board is connected to the DAL board via a 40-pin high-density transition connector. These are described in detail in Section 4. Photographs from both sides of this composite module are shown in Figure 4. The spring-loaded gold pins can be seen in Figure 4(a): four of them contact the sensors, and the others contact the aluminium and are used for earth connection, shielding and, for two of them, board location. They can be seen more clearly in Figure 4(e), which shows the two boards mounted together.

The DAL board includes the electronics for four receivers and a single transmitter, although the board may be readily modified to be capable of transmitting on the receiving channels. Each of the active pins (either receiving or transmitting) has two earth pins nearby to reduce earth-loop interference. Therefore each sensor ‘cell’ has 15 spring-loaded pins that make contact with the aluminium panel, and with four such cells per panel a total of 60 pins are squeezed against the 1 mm-thick aluminium panel. The method of mounting these boards, with individual control of the force applied by each cell and without significant bending of the aluminium panel, is described in this section.

It was decided that the electronics boards of each cell should be mounted directly on the aluminium skin panel, and not from the frame of the Concept Demonstrator. Only the panel is mounted directly on the CD frame. The reason for this is to allow the cell hardware to be mounted, aligned, inspected and tested on the bench, before it is mounted in the frame. Similarly, if there is a malfunction, it can be removed from the frame for more convenient diagnosis of the problem.

To each cell (a DAL board attached to an NAL board) a small cross-shaped plastic (Ertalyte) fixture was affixed via four attachment points at the corners of the boards (see Figure 5). This cross had a central threaded spigot that in turn was attached via an adjusting nut and a lock nut to a larger cross made of polyurethane. (These were colloquially known as the small spider and the large spider, albeit spiders with the appearance of four legs!) The large spiders were attached to the aluminium sheet using five brass stand-offs, one at each end of a leg of the spider, and one at the centre. These roughly corresponded to the four corners and the centre of the aluminium sheet. Without the centre stand-off the aluminium sheet was found to bend excessively, requiring unnecessarily high forces to be applied to each individual cell to ensure that the pins near the centre of the sheet made contact with the corresponding sensor. On each brass stand-off a cam locking tab mechanism was attached that allowed the whole assembly to be quickly affixed to the frame by turning four locking tabs that mate with four striker plates on the frame (see Figure 6).

This light yet strong and rigid ‘double spider’ structure allowed each cell to be raised and lowered with respect to the aluminium sheet as necessary. The cells could be locked in an ‘up’ position (with the cell not in contact with the sensors) for transport or to avoid unnecessary wear on the sensors, or compressed against the aluminium sheet and the sensors with minimal force (depending on the tension in each group of spring-loaded pins in each cell) and locked in position. The location of the pins with respect to the sensors was facilitated by machining two small divots in the aluminium sheet which located two diagonally opposite earthing pins, therefore accurately aligning the active sensor pins over the sensors themselves.
Figure 4: (a) Lower side of DAL board, which faces the aluminium sheet, and (b) upper side of DAL board. The pins that connect to the sensors are the central pins in each group of three: those at the corners of the board connect to the PVDF sensors, while the group of pins at the center of the board is for connection to a piezoelectric transmitter. The DSP and the four sensor amplifiers (2 each on the left and right-hand sides) can be seen in (a). The communication link to the NAL board is carried by the large (40-pin) connector at lower center in (b).
Figure 4: (c) Lower side of NAL board and (d) upper side of NAL board. The communication link to the DAL board is the large (40-pin) connector at the top of the image in (c). The four serial ports that connect to the neighbouring cells can be seen in (d). The two chips to the right of centre in (d) are the FPGA (with the green spot) and the DSP (see Section 4 for information on these components). Both are ball grid arrays.
Figure 4: (e) DAL (lower) and NAL (upper) boards connected together.

Figure 5: The DAL and NAL boards connected, with the small ‘spider’ attached, showing the height adjustment and locking nuts on the central mounting screw.
Figure 6: (a) Assembled panel showing the large ‘spider’ attached to the aluminium panel and holding the four smaller ‘spiders’ and their DAL and NAL boards in place. (b) The inside ‘skin’ of the Concept Demonstrator showing the array of panels. (c) CAD drawing of the assembled panels showing the main mechanical features of the support structure for the electronics.
3.5 The Concept Demonstrator

The hexagonal prism that forms the Concept Demonstrator is mounted with its six-fold axis vertical, and measures 838 mm high (including the base plate), 883 mm across the vertices and 764 mm from the one of the hexagonal faces to its opposite face. Each face is approximately 440 mm x 800 mm. As described in earlier reports, its frame is made of extruded aluminium (Maytec Profile 20 mm x 20mm, 4H, LP), which basically consists of a square profile section (20 mm) with a slot along each face. Into this slot we have laid sponge rubber round cords, so that around three edges of each aluminium panel there is a compliant seal that reduces vibrations being transferred between panels and prevents panels rattling against the frame.

Panels with the four cells attached are inserted into the frame from the outside, and locked into position as described in the previous section. Each cell is connected to its nearest neighbour via four 20-pin IDC micro-ribbon cables. The entire Concept Demonstrator is mounted on a manually controlled x-y table, which is in turn mounted to a hydraulic ram allowing z motion. The Demonstrator may be locked in position to prevent rotation and translation, or may be moved about 210 mm in the x-direction, 100 mm in the y-direction (the direction of the laser beam), and 310 mm in the z-direction. It is also free to rotate about its hexagonal axis. Rapid firing of the laser combined with motion in any of these directions may be used in the future to demonstrate the systems' response to multiple hits. Photographs of the Demonstrator during assembly are shown in Figure 7.

3.6 Determination of impact location

At the present stage of the project the determination of the location of an impact has been calculated using triangulation based on measured arrival times of the lowest order extensional wave and the known group velocity of these waves at a particular frequency. At present, after the time-delay calculations, a look-up table of values is used to find the impact location. This method is fast and uses very little memory space on the DSP. The method of determining the location, and the algorithm that generates the look-up table, are described below. An analysis of impact location by triangulation, and the uncertainties involved, is included as an Appendix to this Report.

Signals from the four sensors are detected by the DAL electronics, narrow-band filtered, amplified and digitized. For each of these four channels, the time at which the first signal exceeds a preset threshold level is found. The sampling rate of the digitizer is 3.125 MS/s, giving a time step interval of 320 ns. The earliest arrival time is then subtracted from the other three times to give three time delays, which are used to estimate the location of the impact relative to the centre of the square formed by the four sensors used. The data processing results in the measurement of the arrival time of the lowest order extensional plate wave (So) centred on a frequency of about 1.5 MHz, and therefore with a group velocity in the aluminium plate of about 5300 m/s.

If standard triangulation techniques were applied to these three time delays, the equations for three hyperbolae would need to be solved simultaneously. Further, as the digitization rate is limited to around 3 MHz in the present hardware, the time of arrival of the extensional waves may not be determined accurately enough for solutions to these equations to exist. Searching for near solutions can be done, but this would take a significant amount of processor time and
Figure 7: Three stages of assembly of the Concept Demonstrator.
memory in the present configuration. In the present version of the Demonstrator a faster way has been to use a look-up table that has been generated as follows.

As each cell has four sensors arranged at the corners of a 60 mm square, the look-up table will be the same for each of the eight octants whose origin is at the centre of the square. For the present size of aluminium panel the largest area that needs to be covered by the look-up table is a truncated, isosceles (at 45°) right triangle (shown in Figure 8(a)), 165 mm long and 143 mm in the truncated direction. This geometry will cover the ‘worst case’ of an impact in a corner of the panel diagonally opposite that of the cell containing the four sensors being used. This area was then divided into 1-mm squares. For each square the time delays may be calculated. These delays are used to form a six-figure ‘index’ that is associated with each position. This index number is formed from the three delay times from each pair of sensors, the first two digits being the shortest delay time (in number of time step intervals of 320 ns), the second two-digit number is the next longest delay time, and the final two-digit number the longest delay time. While the total number of points (on a 1-mm grid) inside this truncated triangular area is about 13600, the total number of unique points (points that have different index numbers) is only 1071 due to the finite time-step interval. The mean position of all the 1-mm cells that have the same index number is stored in the look-up table with that index number. The look-up table is stored in the Flash memory on the DSP.

When an impact is registered, the delays are first ordered to quickly determine which octant of the Cartesian plane contained the impact site. Depending on the order of the impacts (the time of arrival at each of the sensors) one of eight co-ordinate transformation matrices is used to translate the look-up table result to the correct orientation. The index number of the impact is then found in the look-up table and the average position associated with that index number multiplied by the appropriate transformation matrix is given as the location of the impact. In this way any of the four sets of four sensors on a panel can detect the location of an impact. A primitive form of error estimation and impact severity has also been implemented.

Figure 8(b) illustrates this process. In the picture each pixel represents one of the 1-mm square areas. Each green point is the average position of all of the 1-mm squares that have the same index number. The other colours are a representation of the total x- and y-coordinate errors, with red shading for y-errors and blue for x-errors. The two yellow rhombs drawn are to aid the eye in visualizing the area covered by the index number. The further from the sensors the sparser are the index points and the larger the positioning uncertainties. This is, of course, due to the fact that the time differences far from the sensors make it difficult to locate the impact precisely, and this is worst outside the square formed by the sensors, and on a diagonal of that square. The error boundaries have been represented by rhombs, as if the calculation were done analytically solving for intersecting hyperbolae, the error boundaries would approximate these shapes. The analytic results given in Appendix A show how the location uncertainties increase dramatically (or, equivalently, the geometric dilution of precision increases) when the impact is outside the region bounded by the sensors.
Figure 8: (a) Position of sensors and the area of the panel covered by the look-up table. The table is transformed to the other eight octants to cover the full panel. (b) Graphical representation of look-up table points and estimates of the positional uncertainties. The top left-hand corner represents the centre of the group of four sensors, and the axes’ labels are millimeters from the centre of the square formed by the sensors. The green dots are the points in the look-up table and the yellow rhombs represent the boundaries of areas covered by these points, and therefore give a representation of the uncertainties in the estimate of the location of an impact.
4. Hardware and Software Implementation of the Physical Cells

In the System Overview (Section 2) it was explained that cells consist of sensors, a Data Acquisition Sub-module (DAS) and a Network Application Sub-module (NAS), and these are described in this Section. Point-to-point communications links are provided in the Network Application Layer by serial communication links between network application sub-modules, and in this Section the communications protocols for these physical links will also be explained.

4.1 Data Acquisition Sub-Module

The Data Acquisition Sub-module (DAS) is connected to the four sensors in the cell, and the purpose of the sub-module is to detect impacts from the signals received from each sensor. More specifically, the DAS is designed to accept signals from four PVDF sensors, condition them, sample the signals into a digital signal processor (DSP) system, and compute estimates of impact position and signal level. This information is then communicated to the attached Network Application Processor.

The prototype of the DAS was implemented in three sub-layers to speed up development. The layers performed:

- analog amplification and filtering, which was performed immediately adjacent to the sensors,
- anti-alias filtering and signal offsetting for the DSP sampling system, and
- DSP-based sampling and processing, implemented on a commercial DSP Starter Kit.

In the current version of the DAS there have been two major changes. Firstly, all three sub-layers have been integrated into a single circuit board, placed between the sensors and the Network Application Sub-module (NAS). Secondly, the system has been enhanced by the provision of an output channel capable of generating a stimulus into the skin for diagnostic purposes. The output channel requires an additional piezoelectric transducer on the skin, which is only implemented on some of the skin panels. These major changes and some minor changes will be described below.

**DAS System Integration**

The integrated version of the DAS board is equipped with spring-loaded pins to contact the sensors on the aluminium skin panel, signal amplifiers and filters to condition the analog signals, and the DSP and control functions, which enable impact position and signal amplitude determination. The whole system is implemented on an 80 mm x 80 mm, 6-layer printed circuit board as shown above in Figures 4(a) and (b). The basic design places the DSP, control circuits and power supplies in the central area of the board, and the analog processing around the edges.

The analog receivers consist of a second order high-pass filter at about 350 kHz, a fifth order Butterworth low-pass anti-alias filter at about 1.55 MHz, and signal amplification and offsetting circuits. The amplifier outputs are passed to the DSP’s analog inputs. The system has also been equipped with external hardware comparators, which have programmable thresholds that will be subsequently tested as potential digital input channels to aid with positioning calculations.
The original DAS design was intended to use the Texas Instruments TMS320F2810 processor. Production problems at TI resulted in delivery delays and, subsequently, both the substitution of the TMS320F2812 processor and the substantial scaling back from a fully populated Concept Demonstrator with 4 x 192 sensors to a smaller array of sensors. Failure of PCB assembly equipment at the selected supplier has further curtailed the size of the sensor array that can be immediately demonstrated. Consideration will be given to the optimum number of sensors to demonstrate CD functionality in the immediate future. Ongoing developments will probably consider other sensing options and modalities rather than just an increase in DAS numbers.

The connections for almost all of the digital signals have been routed through a CPLD\(^1\), which allows almost complete redefinition of the DSP’s digital connections to the on-board hardware and the connection to the NAS. The CPLD can be dynamically configured from the NAS. The DSP can have new software downloaded from the NAS as well. In this way both the software and much of the hardware for the DAS can be modified without removal from the system. In addition the CPLD allows for the definition of extra logical functions, such as access from the NAS to the DAS’s timing signals, and even direct calculation of impact time of arrival delays for the position determination.

**DAS Acoustic Signal Generation**

The use of a large number of sensors creates testing and calibration problems: there are significant variations in the sensitivities of the sensors in some cells, largely as a result of bonding variations, and it is possible that sensitivities may change with age. The DAS has therefore been provided with the capability of generating an acoustic signal from a centrally located piezoelectric disc (at this stage, PZT), to provide a means of monitoring and calibrating the sensors. This facility may also be useful for active damage evaluation.

As can be seen in the board designs above (Figures 4(a), (b)), there is an additional pin set mounted in the centre of the board. This pin set is driven from a buffer amplifier connected to the CPLD. The amplifier allows a 10 Vpp binary waveform to be applied to a piezoelectric transducer in the centre of the 4 sensors. The applied signal can be either a fundamental square-wave or a more complex pulse-width modulated binary signal. The signal can be sourced from the CPLD itself, the DSP, or even the NAS via the NAS-to-DAS interface. A subset of the sensor panels has been modified to support the PZT transducers. This function will not be detailed in this report, but will form part of the experimentation for the next stage of the Concept Demonstrator development.

### 4.2 Network Application Sub-Module

The Network Application Sub-module (NAS) receives sensor and status information from the attached DAS, is the platform on which the agent processes run, and provides the network that allows the agents to communicate with each other.

The major components of the NAS are as follows.

- Texas Instruments TMS320VC5509, which is a 288 MIPS fixed-point digital signal processor (DSP).
- 8 Mbytes of volatile memory (SDRAM).

\(^1\) Complex Programmable Logic Device – a Cool Runner II, XC2C256 from Xilinx.
• 2 Mbytes of non-volatile memory (Flash).
• High-speed synchronous serial communications link to the DAS (using the McBSP\(^2\)
built into the DSP). The communications software is implemented using a simple
fixed-length packet for the transfer of data.
• Xilinx Spartan II, XC2S400E Field Programmable Gate Array (FPGA), which controls
the four asynchronous serial communications links to the four neighbouring cells in the
network array.

The board is shown above in Figures 4(c) and 4(d).

There have been important changes in the implementation and features of the NAS since the
Phase 1 report (CTIP, 2003b). The major architectural change has been the replacement of the
original CPLD and UART\(^3\) communications interface, with an FPGA-based interface. This
allows:
• faster communications between the NAS boards,
• flexible definition of the board’s functions, and
• the transfer of some aspects of the data communications protocols from the DSP
software to external hardware. (This is expected to allow the development of much
more sophisticated communications routing protocols.)

Another enhancement is the development of interface current monitoring. As the present
power supply arrangements obtain power from the edge of the array, a single major cell failure
could overload the whole system. The new NAS monitors currents on each of its four
neighbour interfaces. The system uses the DSP’s analog input pins to measure each of the four
currents. Full scale is ± 3A, measured in approximately 5 mA steps. This facility allows the
system to detect problems with power supply loading.

The FPGA on the NAS loads its configuration file from the DSP unit. This means that the
hardware function can be modified and a new configuration loaded at any time. This is a great
advantage for the testing of new hardware protocols.

Over 192 of these NAS modules have been built and tested, allowing a fully populated NAS
array to be demonstrated (see Figures 7 and 9).

4.3 System Integration

The NAS and DAS are connected to form a single cell of the demonstrator. Four cells are
mounted together to form a panel of the system as shown in Section 3 in Figure 6(a). The four-
cell panels are mounted as shown in Figure 9 (see also Figures 6(b) and 7 in Section 3) to form
the outer skin of the Concept Demonstrator. New connectors have been used to ensure more
reliable connections. The basic power supply system can be seen at the bottom of the Concept
Demonstrator. The power distribution and communications links can also be seen at the top
and bottom in Figure 9.

4.4 Software and Configuration Updates

The cell architecture, including both the NAS and DAS, has been designed to allow easy
updating of software. The normal procedure is that each NAS DSP is initially loaded with

\(^2\) Multi-channel Buffered Serial Port
\(^3\) Universal Asynchronous Receiver Transmitter.
code that allows it to load code upgrades. After the initial NAS DSP code is installed, subsequent upgrades occur as follows.

- The network can be used to deliver code upgrades to the NAS DSPs.
- Once programmed, the NAS DSPs can load new configuration data into their FPGAs.
- The NAS DSPs can then reconfigure the DAS CPLD.s via the FPGA circuits.
- The NAS DSPs can then force a reboot and new code installation on the DAS DSPs.

In this way, after code is distributed to the NAS DSPs, all other upgrading takes place in parallel. The only process that requires each processor to be dealt with individually is the initial NAS DSP code installation. All NAS DSPs have been through this process.

Figure 9: The Concept Demonstrator with four of the six faces populated with NAS units.

**DAS Software and Programming Procedures**

At the core of the digital electronics on the Data Acquisition Sub-Module (DAS) is a Texas Instruments TMS320F2812 Digital Signal Processor (DSP). This DSP continuously samples four analog channels at 3.125 MSPS (Million Samples Per Second) through its built-in Analog to Digital Converter (ADC). These digital values are stored in a circular buffer containing 200 samples, or 64 µs of data, from each channel. Every fourth sample from each channel is tested to check if it has deviated by more than 90mV from the channel’s average value. Once a channel has exceeded this selected threshold, a further 184 samples are taken on each channel, an impact is flagged, and the buffers are processed. Each channel is processed to give the relative time that the threshold was passed. The maximum deviation from the average in a 10-sample window around the crossing of this threshold is also recorded. This provides an initial estimate of signal amplitude. The relative time delays are then used to index a look-up table, which provides an estimate of the location of the impact that caused the signals (described in Section 3). This information is then sent to the NAS using the McBSP communications.

The McBSP communications protocols have not changed in the present implementation but the communications capability has been enhanced. The Phase 1 demonstrator (CTIP, 2003b) allowed communication only from the DAS to the NAS at a burst rate of 500 kbits/s, while the current software has duplex communications between the DAS and the NAS. The data rate from the DAS to the NAS is 6.25 Mbits/s and 6 Mbits/s from the NAS to the DAS.
The Xilinx Complex Programmable Logic Device (CPLD) is used to make all digital connections on the DAS. This includes the communications between the DSP and the NAS. The channels that carry the McBSP communications from the NAS to the DAS can also be used to communicate to the DSP’s Serial Peripheral Interface (SPI), which is used when reprogramming the DSP. The CPLD is also used to enable the four analog amplifiers, which filter and amplify the signals from the sensors to the DSP ADC.

Both the CPLD and the DSP are re-programmable via the NAS. Reprogramming the Flash memory built into the DSP is a two-stage process. The boot ROM on the DSP contains a number of selectable boot modes including a boot from SPI mode. The NAS first sets the signals to enable the SPI communications, then resets the DSP in the boot from SPI mode. The DSP on the NAS contains code so that it appears as a boot PROM with an SPI-Slave interface. The boot from SPI code contained in the ROM is unable to load data to the Flash memory, so it is sent code that will run from RAM. Once all the RAM code is received it is executed. This program was deliberately written to continue the SPI communication and includes code to write to the Flash memory. Once the Flash has been erased, the SPI communication continues and the actual DAS program is sent along with the triangulation look-up table to be stored in Flash. When the DAS signals the SPI communication has finished, the NAS configures the DAS to reboot from Flash and enables McBSP communications. This completes the DSP reprogramming process.

The CPLD can be reprogrammed via an IEEE 1149.1 JTAG interface. The NAS DSP is used to emulate a JTAG interface. The source code required to implement this has been specially modified from a program written to run on a microprocessor. The programming file is in binary XSVF (Xilinx Serial Vector Format) and is generated from the design program.

4.5 Network Communications and Protocols

The network implemented in the Network Application Layer (NAL) is used for a number of purposes, some of which are only for use in the test-bed and would not be present in a deployed IVHM system. The main communication categories are:

- communication between agents (or other processing) running on separate NAL modules to implement the distributed system intelligence and initiate actions,
- distribution of software to NAS and DAS modules, and
- transmission of diagnostic information for visualizing the status of the test-bed and studying its behavior.

In this section an update on the communications protocols used in the sensor network (i.e. between Network Application Sub-modules) is presented. The communication stack is layered, with a physical layer, a data link layer and a network layer (the lowest three layers of the OSI Reference Model (Tanenbaum, 2003, p. 37)) being implemented. The higher layers are at present not separate communications protocols but are subsumed into the application code. Although the lowest two layers have not changed since the previous Report (CTIP, 2003b), further details are provided which are required to understand the significant changes in the network layer protocols.
Physical Layer

The four communications ports in each Network Application Sub-module contain eight wires, four in each direction. These are connected directly to a field programmable gate array (FPGA), which allows the hardware interface to be reconfigured. The interfaces have been configured as high-speed asynchronous serial interfaces, similar to RS-232, but with differences noted below. The signals are directly connected between FPGAs on boards without voltage translation, so the signals are 0V and 3.3V rather than the RS-232 bipolar voltages.

Of the eight available wires in the physical interface, only six in three pairs of signals are used.

- TxD (Transmit Data) and RxD (Receive Data) – the signal follows the RS-232 standard, with 8 data bits, 1 stop bit and no parity bit.
- RTS (Request to Send) and CTS (Clear to Send) – The RTS output signals the state of the receive buffer, and the CTS input stops transmissions from TxD when the buffer is almost full.
- DTR (Data Terminal Ready) and DSR (Data Set Ready) – The DTR output signals that the communications link is active, and the loss of the received signal on DSR indicates a link failure.

The remaining two wires will be used for accurate time synchronization between cells. The transmission speeds on the serial interface range from 9600 bits/s (base rate) to 1.5 Mbits/s, and each communications port has a 256 character FIFO (first-in-first-out) buffer on both the input and output. In all, this employs only 12% of the FPGA logic, so it will be possible in the future to move some of the data link and even network layer protocol processing from the DSP to the FPGA if necessary. It would also be possible to change the communications from asynchronous serial to synchronous serial at up to 48 Mbits/s without any hardware changes should the need arise (although the DSP would not be capable of processing the packets if this rate were sustained on even one of the ports).

Data Link Layer

The data framing used for the data link layer of the point-to-point communication links is a simplification of the PPP format (Simpson, 1994a,b), and is shown in Figure 10. The protocols will be discussed in the following sub-section, the payload can be up to 1500 bytes, and the checksum is the same as the 16-bit checksum used by Simpson (1994a). Byte stuffing is used to prevent the flag character appearing in the payload.

![Figure 10: Serial data link frame format.](image)

In addition to the physical cells, there are also simulated cells, and as there are many simulated cells per workstation it is not practical to have enough serial ports to allow these cells to be interconnected via serial links. Thus for communications links between simulated cells, i.e. between cells simulated on the same and other workstations, the data frame is transported using UDP (Tanenbaum, 2003, pp. 524–532), with the UDP payload consisting of the protocol, payload and checksum shown in Figure 10. This difference is hidden from the higher levels of
the communications stack. Links between workstations and physical cells use high-speed (up to 1.5 Mbits/s) serial links, the same as between physical cells.

When a serial communications link is first formed, negotiation is required to determine the serial data rate that will be used, which is initially performed at the base rate (9600 bits/s). When the link is established there are also regular packets to verify that the link is open and to monitor link delays. This is the function of the Link Control Protocol (LCP). There are only four LCP messages as follows.

- **CapReq** — Capability Request, this contains the capabilities (e.g. serial speeds) of the sender, and is used to negotiate the communications parameters.
- **CapAck** — Capability Acknowledgement, this is a reply to a CapReq message, and contains the selected communications parameters (e.g. the highest common serial speed).
- **EchoReq** — Echo Request, this is used to confirm that the link is open, and contains the sending time (millisecond resolution). The receiver can use this for coarse time synchronization.
- **EchoAck** — Echo Acknowledgement, this is sent in reply to an EchoReq message and contains the sequence number and send time in that message. Besides confirming link operation, this can be used to estimate link delays.

The MAC address is also included in each message. Agreement is reached on the communication parameters when a **CapAck** message has been both sent and received with commonly agreed communications parameters. Then, after a delay, the serial link speed is changed and the link is tested. When an **EchoReq** has been both sent and received (within a timeout period) the link is open for use by the higher layers. This exchange is illustrated in Figure 11. The protocol also provides a mechanism for renegotiating a lower link speed if the link test fails. The **EchoReq** message is periodically sent while the link is open, and if no reply is received after a few messages have been sent the link is closed to higher-level protocols until a connection is re-established.

![Figure 11: Link Control Protocol exchange to negotiate link speed and test link.](image-url)
Network Layer Protocols

The data link layer supports multiple network layer protocols (up to 255), and a range of protocols will be required to support the different types of interactions between nodes. Consideration of the type of communications interactions that will occur in the Concept Demonstrator shows that they can be divided into the following types.

1. **Concept Demonstrator Configuration**: Send packets from test-bed visualization workstation to some or all cells in the Concept Demonstrator. This is typically used to configure the network or update cell code.

2. **Network Visualization**: Send packets from a cell to the test-bed visualization workstation. This is typically used to report data for visualization on the workstation.

3. **Agent Communication**: Exchange data between agents running on cells. This will only occur between cells that are either directly connected or in close proximity.

4. **Network Routing**: Communication between a cell and a sensor network service, which could be at any distance. The service could be simple, such as a time service that is a standard cell elected to the position, or tied to a physical entity such as the vehicle propulsion system. This would also include the home service of a mobile inspection agent.

The first two types of interaction are specific to the test-bed and would not occur in an operational sensor network. For robustness the visualization workstation is physically connected to several cells well-spaced around the periphery of the Concept Demonstrator, and this will have some bearing on the design of the protocols.

Important characteristics required of all types of communication are that they be robust and scalable, and that there is a graceful degradation in the network performance with substantial damage to the sensor network. An important reason for using multi-agent algorithms for distributed processing is for scalability, as these algorithms only have local interaction, which remains constant as the network size increases. This will be the predominant form of communication in an operational network, with communication with services containing highly summarized data. Interactions of type 2 will not scale well, as larger networks result in more cells reporting their status, which in turn increases the data going to a specific node (the test-bed visualization workstation). This is not a major problem, as this protocol is not used in an operational sensor network, so the reported information needs to be limited so as to operate in the test-bed. The implemented protocols for each type of interaction are described in the following paragraphs.

**Concept Demonstrator Configuration**

Packets sent from the visualization workstation are typically sent to all cells in the network, although in some (the minority of) cases they are directed to specific cells. The simplest and most robust method to deliver the payload to all cells in the network is to use flooding (Tanenbaum, 2003, p. 355), and the selected packet format is shown in Figure 12, with the protocol being called the Master Flood Protocol (MFP). The source of the packets is not identified as there is only permitted to be a single visualization workstation in the sensor network test-bed. Packets are sent from the visualization workstation with the same sequence number, and when received by a cell, packets are either discarded, if they have been previously received, or they are sent out to all ports other than the one on which they were received, in addition to being locally processed. The *Hops to Live* parameter (also called *Time to Live*) prevents packets circulating indefinitely in the network.
Network Visualization

Packets from individual cells destined for the visualization workstation are routed through the sensor network. The routing protocol, called the Master Route Protocol (MRP), can be relatively simple as there is only a single destination for all such packets, but there are multiple destination ports on the workstation. To allow control over the robustness of packet delivery versus the amount of network bandwidth consumed, packets can be routed to the $N$ closest (counting number of hops) ports on the workstation, where $N$ can range from one to the number of workstation ports connected to the sensor network. As the cells to which the workstation connects are well distributed around the edges of the sensor network, the packets take quite different routes through the network. It is therefore expected that the system should be robust to the loss of packets due to damage or congestion.

The routing table in each cell specifies the distance (number of hops) to each port of the visualization workstation, and the port on the local cell through which the packet should be sent. The packet format is shown in Figure 13. The source MAC address is the unique 64-bit identifier in each cell. The routing table is constructed by monitoring packets from the test-bed visualization computer sent using the Master Flood Protocol.

When a packet is sent through a simulated cell, it is sent directly (i.e. in one hop) to the visualization workstation using UDP, rather than being routed via multiple hops through a chain of simulated cells. To allow for this when building routing tables, all simulated cells have a distance of one hop from the visualization workstation. This is done to reduce the computational workload of simulated cells.

Agent Communication

There are two protocols that are used for data exchange between agents. For all of the multi-agent algorithms that we are currently using the communication is only between directly connected cells. The protocol that was created for this is called the Simple Agent Protocol (SAP), and is mainly a wrapper on the data layer frames. This is used so that a consistent software interface is presented by all network protocols to the higher layers of the communications stack. Another function of the SAP is that random errors can be induced to simulate damage resulting from impacts. This is used for evaluating the robustness of the multi-agent algorithms, although clearly such intentional data corruption would not occur in an operational network.

The other situation for agent interaction is communication with other agents within a fixed distance, typically only two or three hops. For this purpose a flood protocol, which is called
the Concept Demonstrator Flood Protocol (CDFP), may be used. This is a separate protocol from the Master Flood Protocol, not only to keep separate the operational and test-bed protocols, but also because the CDFP needs to allow for multiple sources of packets, rather than just one. The packet format is shown in Figure 14, with the difference from the MFP being the inclusion of the source MAC address. Processing the CDFP packets is similar to the MFP, but the MAC address as well as Sequence Number of recent packets must be used to determine which packets have been previously received, and hence should be rejected. As the communication range is fixed (set by a multi-agent algorithm), irrespective of the size of the sensor network, the communication load on each cell does not depend on the size of the network, so both protocols will scale to any size sensor network.

<table>
<thead>
<tr>
<th>Bytes</th>
<th>Command</th>
<th>Sequence Number</th>
<th>MAC Address</th>
<th>Hops To Live</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1</td>
<td>8</td>
<td>1</td>
<td>Variable</td>
</tr>
</tbody>
</table>

Figure 14: Packet format for Concept Demonstrator Flood Protocol.

**Network Routing**

The final type of interaction requires communication between cells at any distance, but not between arbitrary cells. In all cases of long distance communication at least one of the cells will have some type of special function (it may also be an ordinary sensing node as well). The approach to the routing for this sensor network is to use hop-by-hop routing, as is commonly used in ad hoc networking algorithms such as AODV (Ad hoc On-demand Distance Vector) routing protocols. This is simpler than source routing where the node must know the entire route to the destination. Furthermore, a hybrid between a table-driven proactive approach (in which the routing table is continuously maintained) and an on-demand reactive approach (in which routes are found only when needed) will be used. (See Ilyas, 2003, Ch. 21, pp. 2-5 for further details on ad hoc routing algorithms).

The implementation divides the operation into two protocols:

i) a data forwarding and error control protocol, similar to IP and ICMP (Tanenbaum, 2003, p. 449) in functionality, and

ii) a route control protocol responsible for route discovery and maintenance.

The data forwarding protocol forwards a packet using the entry in the routing table, if it is valid; otherwise it requests a route using the route control protocol. If the packet cannot be forwarded due to an error then it is sent back towards the source of the packet, with an error bit set, until an alternative valid route is found, or the source cell is reached and the packet is discarded.

The route control protocol is still in development. The initial implementation uses flooding from the services to build routing tables in each cell for hop-by-hop routing back to the service. This is a purely table-driven proactive approach, and is adequate for current needs, but this protocol will not scale well and is not particularly adaptive to network changes. An improved protocol currently being explored is to have dynamic clustering and election of cluster heads. When a cell does have a current and valid route to a source, it requests the route from its cluster head. If this is not available the cluster head finds a route dynamically using an approach similar to AODV routing. The eventual form of the route control protocol will evolve with the types of services that are offered in the sensor network.
5. System Operation Workstation and Visualization

A PC workstation is used to operate and monitor the test-bed. It is important to make clear that this workstation does not control the operation of the system when the agent software is running: in this case it acts simply as a display system that provides a visual output of the state of each cell.

The system has been designed so that this workstation can control the network functions by being attached to either one or more of the physical cells (using serial communication via a USB port) or one or more of the simulated cells (using UDP communication). This functionality is being expanded upon with further development of the test-bed, and current operations include the following.

- Distribution of code to the cells, for both the NAS and DAS processors.
- Initialization of the clock time on the cells.
- Dynamical determination and display of the network topology status of each link, where the addition or removal of cells or links are displayed in real-time.
- Dynamic display of the current flow to and from each cell, through each port, for diagnostic purposes.
- Real time display of impact locations.
- Display of cells suffering damage, whether due to impacts or other sources of failure.
- Display of agent processing state (described below).

5.1 Visualization software

Building the Network

Starting from a point where the workstation is connected to the network of cells, the concept demonstrator visualizer, CDVis, dynamically builds the network of simulated and physical cells by probing each cell to find the status of its communication links to its neighbours, and then probing each of its neighbouring cells. This recursive method allows a topographical interpretation of the entire network array to be built showing the connectivity of every cell to its neighbours (Figure 15). At this stage a two-dimensional image of the hexagonal prism array is shown: the left- and right-hand ends of the array image are connected together, as indicated by the green status of the communication links in the Figure.

Current Monitoring

At present, each cell is connected to each of its four immediate neighbours in a square array, and these connections carry both neighbourhood communications and power distribution. As each cell can draw in the vicinity of 200 mA when both NAL and DAL boards are operating, a significant amount of current (up to ~ 40 A) is drawn by the entire network. To monitor the current flow through the system, the visualizer has a function in which it periodically polls the cells for their current measurements on each port, using the current monitoring facility outlined in Section 4.2. Each cell then responds with its current measurements, after a small random delay to prevent buffer overflows that may result in lost communication packets. The visualizer can display a view of this information (Figure 16): it provides an intuitive representation of the current flows throughout the system. This view is dynamically updated such that the visual perception is that there is continuous flowing of the pixels, which allows
Figure 15: Network discovery by the visualizer of 188 physical cells, as shown on the visualizer screen. The visualizer workstation is depicted as the cell shown in pink. The screen on the left shows the network discovery process in operation, while that on the right shows the complete network. The four missing cells at the left hand end of the array (right image) is a ‘window’ left unfilled to allow physical observation of the inside of the demonstrator (see Figure 19 in Section 7).

Figure 16: Current Flow View
for immediate discernment of the direction of current flow. In addition to current flow
direction, the current value is represented by increasing redness in colour and thickness as the
current increases. Notice that the current is naturally routing around the four missing cells on
the left in Figure 16. The actual current value for any port can be displayed by simply placing
the mouse cursor over the port (shown at the lower center of the figure).

Cell State Visualization

Each cell is capable of running multiple algorithms, and each algorithm incorporates the option
of sending state information to the visualizer at any cycle. This is useful for providing a visual
indication of how the multi-agent system is working, and particularly useful for debugging
purposes. Traditional debugging of programs allows the programmer to trace through the code
line by line. However, in an asynchronous multi-agent system, where the current state of one
agent may depend on a number of other agents that may all be in different states, debugging is
more complex. Tracing through the code of a cell may affect the cell’s interactions with
neighbouring agents, which in turn may lead to the cell following a different program path. By
displaying visual representations of the states of the cells, an assessment of the operation of the
entire system can be deduced quickly.

Impact locations, as detected by the cell sensor arrays, and their uncertainties are determined as
outlined in Section 3.6 (see also Appendix A). These are shown on the impacted cell as a
rectangular box, as shown in Figure 21, Section 7.

Impact Boundary Display

Report 4 (CTIP, 2003b) described the emergent formation of impact boundaries that delineate
damaged regions caused by particle impacts, and this algorithm has been implemented in the
Concept Demonstrator. Logic state information about the self-organizing boundary is sent to
the visualizer from each cell whenever there is a change of state. This allows the observer to
see the temporal formation of emergent boundaries, which result from purely local
neighbourhood information exchange.

The impact boundary agent algorithm results in the formation of boundaries around critically
damaged areas of the demonstrator. As it would be an expensive exercise to test this logic by
critically damaging cells for each test, simulated damage that causes communication data
corruption has been introduced. This will be described further in Section 7 below. (See also
Section 4.5.)

Impact Network Display

An algorithm that produces a network connecting sub-critically damaged cells was also
described in Report 4 (CTIP, 2003b). This algorithm simulates the behaviour of ants foraging
for food, and can result in a system with nearly all agents in different states due to the
deposition and evaporation of pheromone. Therefore, visualization information pertaining to
this algorithm is sent periodically to provide information about pheromone levels and ant
locations. Resulting views are shown in Figure 17. These impact networks may facilitate the
fast inspection of impact areas, the identification of high densities of impacts, and the routing
of repair resources.
Figure 17: Visualization screen views for the impact networks algorithm. Ants view (left): Blue ants are exploring ants; red ants have discovered a food source and are returning home. Pheromone view (right) with non-critically impacted cells shown in white, and the pheromone levels in other cells shown in green (the greener the cell, the more pheromone present).
6. Intelligent Distributed Processing

The solution that has been adopted for the problems of handling the vast quantities of data and making the IVHM system robust, is to distribute the processing so that most computation takes place near the data source, and there is no single point or small number of points of failure resulting from the use of central computers. In other words, without centralized controllers, agents (cells) are expected to self-organize and survive on the basis of local, rather than global, information – no single agent has access to information about any others but its neighbours. This approach uses the idea of localized algorithms, in which simple local node behaviours achieve a desired global objective, while communicating only with nodes within an immediate neighbourhood.

Our proposed approach to self-organizing multi-agent networks is based on an iterative process including the following steps:

a) forward simulation leading to emergent behaviour for a class of localized algorithms;

b) quantitative measurement of spatio-temporal stability of the emerging patterns, using information-theoretic metrics for phase transitions; and

c) evolutionary modelling of the algorithms, with the fitness functions corresponding to the metrics obtained at step b).

The last Report (CTIP, 2003b) outlined the development of two representative approaches to damage evaluation based on the emergent behaviour of the multi-agent system. The first of these employed the states of individual cells to collectively construct continuously-connected impact boundaries around damaged regions. This algorithm has been demonstrated on the Concept Demonstrator.

The second algorithm described in Report 4 develops impact networks, which are minimum spanning trees that connect a number of non-critical damage sites. This algorithm uses an Ant Colony System approach to the construction of the shortest paths between damage sites. It is one level more complex than the impact boundaries algorithm, because it connects groups of damaged cells whose members are within a predetermined distance of each other. This distance is set by the parameters of the ant algorithm.

Neither of these algorithms uses any information from the impact detection sensors, apart from the fact that a damage event has been detected. Damage is defined either by the failure, or partial failure, of intercellular communications, or by the simple detection of damage.

Work has continued in this area on a number of fronts during the past six months. Two areas in which significant progress has been made have aimed to develop emergent behaviour in more complex circumstances. In one case this has been the development of clusters of damaged cells, where clusters form (and re-form when new damage events occur) on the basis of the sensor signals. Thus, there is an emergent formation of clusters of cells with similar damage levels. This work will be described in the next Report.

A second problem takes a step towards developing the information required for self-repair, namely the self-replication of damaged shapes based on the emergent impact boundaries. Progress with the development of an emergent self-replication algorithm will be outlined below.
Shape Replication

In this section we investigate a possible first step towards the self-repairing ability, focusing, in particular, on the need for a robust self-replication of multi-cellular shapes. This shape replication ability should cover both ‘standard’ and ‘non-standard’ shapes. In other words, we expect that not only a standard shape predefined by an available structural ‘blueprint’ can be produced when required, but also that any non-standard and unpredictable shape covering a damaged region can be dynamically replicated on demand. Importantly, the self-replication mechanism should allow us to combine ‘standard’ and ‘non-standard’ shapes if necessary. Repair actions, such as shape replication, might be progressing in the environment where further impacts are likely to occur, and therefore there is a need for robust shape replication algorithms.

We investigate a multi-cellular shape replication mechanism implemented in a sensing and communication network, motivated by its application in robust self-monitoring and self-repairing aerospace vehicles. In particular, we propose:

- a self-referential representation (a ‘genome’), enabling self-inspection and self-repair;
- an algorithm solving the problem for connected and disconnected shapes; and
- a robust algorithm that can recover from possible errors in the ‘genome’.

The presented mechanism can replicate combinations of predefined shapes and arbitrary shapes that self-organize in response to occurring damage.

It is desirable that an impact boundary, self-organizing in the presence of cell failures and connectivity disruptions, forms a continuously-connected closed circuit. This circuit may serve as a reliable communication pathway around the impact-surrounding region within which communications are compromised. Every cell on a continuously connected closed circuit must always have two and only two neighbour cells, designated as the circuit members (circuit-neighbours of this cell). Algorithms that produce such impact boundaries have been developed in our earlier work, as mentioned above.

However, a continuously-connected closed impact boundary also provides a template for repair of the enclosed damaged region, uniquely describing its shape. Both these functions of impact boundaries can be contrasted with the non-continuous ‘guard walls’ investigated by Durbeck and Macias (2002) that simply isolate faulty regions of the Cell Matrix, without connecting elements of a ‘guard wall’ in a circuit.

The shape replication algorithms developed for this project are based on the principles of multi-cellular organization, cellular differentiation, and cellular division as well, similar to the embryonics approach described by Sipper et al. (1997) and Mange et al. (2000).

A desired shape is encoded when an emergent impact boundary self-inspects, and stores the ‘genome’ in a ‘mother’ cell. The genome contains both data describing the boundary, and a program of how to interpret these data. The mother cell is then seeded in a new location outside the affected region. Executing its program initiates cell-replication in the directions encoded in the genome. Each cell-replication step involves copying of the genome (both data and the program) followed by differentiation of the data: an appropriate shift of certain coordinates. Newly produced cells are capable of cellular division, continuing the process until the encoded shape is constructed (Prokopenko and Wang, 2004).
There may be cases when some fragments of the genome are damaged due to errors in the copying process or processor/memory failures. An advanced robust algorithm is designed to recover from such errors. The main challenge is not only to recognise corrupted data, but also to avoid a replication that may produce an incorrect shape. The proposed solution involves (1) self-inspection of the genome within a cell, determining the endpoints of disconnected boundary fragments, and (2) self-repair of the genome within a cell, filling the data between the disconnected fragments. Although the repaired genome does not cover all the missing cells, it does not introduce any cells that were not in the original shape, exhibiting soundness but not completeness. In other words, the repaired boundary is always contained within the original shape. Importantly, there is a redundancy in the shape replication process: other cells that did not suffer any damage would successfully replicate the parts not encoded in the partially repaired genomes (Figure 15).

Figure 15: Left: an impact boundary self-organizing around the damaged area. Right: the replicated shape.
7. The Demonstration System

At the time of this Report, the Concept Demonstrator is as shown in Figure 19. It has 188 physical cells instead of 192, because 4 have been removed to create the ‘window’ shown in the Figure 19 and clearly observable in the network views of Section 5. As explained in Sections 1 and 4 above, only four of these cells contain a Data Acquisition board to enable sensing to be carried out.

![Figure 19: A general view of the Concept Demonstrator system (left), taken on April 16, 2004. The hexagonal prism structure covered in aluminium skin panels is at right, with computer monitors for visualization, fault diagnosis, and sensor signal monitoring on the left. One panel (four cells) has been removed to allow visual inspection of the cells. The image on the right is a view of some of the agents and power system. The grey connecting ribbon cables are the communication links between agents.](image)

The sensing cells are mounted on the face of the hexagonal prism opposite to that containing the window, and a pulsed Nd:YAG laser is used to generate ‘impacts’ on these cells. Both the impact boundaries and impact networks algorithms were implemented.

Because the laser pulses used were unable to inflict critical damage on the CD cells, for the purposes of the impact boundaries algorithm damage regions were simulated around detected impacts. When an impact was detected, a damage region of radius proportional to the magnitude of the sensor signals was simulated by the inclusion of bit errors into the communication packets being sent by the ‘damaged’ cells. These errors are detected by neighbouring cells, which then recognise the damaged nature of the transmitting cells. An impact boundary is then formed around the damaged region.

Figure 20 contains visualizer screen views following two separate impacts of different laser pulse energy. A low energy pulse produced the small ‘damage’ region shown in the left screen, with a higher energy pulse producing greater ‘damage’ in the right-hand screen.

Figure 21 shows an expanded view of the impact region, showing the location of the impact as detected by the sensor arrays of the impacted and neighbouring cells. The impact has been detected by two adjacent cells, each of which calculates an impact location and positional uncertainty as outlined in Section 3.6. These detected locations are reported separately at this
stage, but later multiple detections of the same impact will be used to determine the most likely impact location.

In order to demonstrate the ability of the system to detect multiple impacts, and to operate effectively in the presence of damage, a cell in the sensing region was disabled and multiple impacts produced. A screen view from the visualizer, Figure 22, shows the results.

Figure 23 shows the demonstration system in its present form, with the visualizer screen next to the demonstration hardware.

![Figure 22: Screen view from the visualizer showing results of multiple impacts.](image)

**Figure 20:** Boundary formation of a single sensed impact causing data corruption of radius one cell (left) and, after reassembly, for a higher energy impact (right).

![Figure 21: Demonstration system in its present form.](image)

**Figure 21:** Location of an impact detected by two adjacent cells. These were the only two cells on the panel that had sensing capability. Each cell provides an estimate of the impact location relative to the cell centre, and an estimate of the location uncertainty. The purple rectangle is the estimate of the impact location made by the cell on the left: the area of this box is large to indicate the large positional uncertainty that is associated with impact detection remote from the sensing cell (see Appendix A). The small square region (within the larger purple box) is the location estimated by the cell on the right: the positional uncertainty in this case is small because the impact is on the sensing cell.
Figure 22: A screen view showing the boundary formed around the damage caused by three impacts, in a region containing a disabled cell. A high-energy impact was simulated on the indicated cell, and two low-energy laser impacts, almost coincident with each other, were detected as shown in the Figure.

Figure 23: The demonstration system following a laser pulse impact. The resulting impact boundary is shown on the visualizer screen.
8. Summary and Conclusions

This Report describes the second phase of the implementation of the Concept Demonstrator/Experimental Test-bed system containing sensors and processing hardware distributed throughout the structure, which uses multi-agent algorithms to characterize impacts and determine a suitable response to these impacts. It expands and adds to the report of the first phase implementation (CTIP, 2003b).

The current status of the system hardware is that all 192 physical cells (32 on each of the 6 hexagonal prism faces) have been constructed, although only four of these presently contain data-acquisition sub-modules to allow them to acquire sensor data. These cells incorporate a second version of the NAS electronics, which has increased flexibility through the use of an FPGA to implement the NAL communications, and improved functionality. The first production version of the DAS electronics has been designed, de-bugged and two samples manufactured, but a number of delays and manufacturing problems by outside suppliers and manufacturers have prevented the inclusion of more than a token number of boards at this time. Nevertheless, impact detection, location and severity have been successfully demonstrated. The software modules for simulating cells and controlling the test-bed are fully operational, although additional functionality will be added over time. The visualization workstation can now display additional diagnostic information about the array of cells (both real and simulated) and additional damage information.

Local agent algorithms have been developed that demonstrate emergent behaviour of the complex multi-agent system, through the formation of impact damage boundaries and impact networks. The system has been shown to operate well for multiple impacts, and to demonstrate robust reconfiguration in the presence of damage to numbers of cells. The next phase of the project will investigate further characterization of damage by implementing a level of secondary sensing, and will further develop the ability of the multi-agent system towards damage diagnosis, prognosis and an emergent response. This system is a powerful and flexible experimental platform for developing sensors, communications systems and multi-agent based algorithms for an intelligent vehicle health monitoring system for deployment in space vehicles.
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A.1 Introduction

This Appendix is a report on the performance of an experimental impact location system. The system consists of an array of four piezo-electric sensors located at the corners of a 60 mm square on an aluminium sheet substrate. The sensors are connected to a processor, which detects the arrival time of the elastic wave generated by the impact. This analysis takes no explicit account of dispersion of the elastic waves propagating in the aluminium sheet: it tacitly assumes that the leading edges of the impact-induced elastic disturbances detected by all four sensors contain the same combinations of frequencies. This is expected to be a reasonable assumption as long as the low frequency (leading) edge of the propagating S₀ Lamb wave is detected, since this mode is almost dispersionless at low frequencies, and/or when propagation distances are not too long (the precise meaning of this will be examined later on).

The experimental data used in this analysis was derived from a number of impacts that were simulated by short, high-power laser pulses focused onto an aluminium sheet in the vicinity of a group of four sensors (see Section 3 above and Report 4 [CTIP, 2003b]). The data consisted of the detected times of arrival of the impact-induced elastic disturbance at the four sensors, for impacts at a number of locations relative to the sensors. Figure A1 shows the positions of the sensors (red) and the impact locations relative to the sensors. The circle shown encloses the sensors and is of radius $60/\sqrt{2}$ mm.

Figure A1: Geometry of the sensors (red) and the impact locations (blue) relative to the sensors.

The four sensors are connected to a processor, which samples the data at a rate of ~ 3.125 MSPS. When a signal produced by a sensor is above a specified noise threshold, the time of arrival of the elastic wave is recorded. The speed of propagation is about 1.6 mm per clock count (equivalent to 5000 m/s). [This assumed propagation velocity is too low, the correct value being more like 5300 m/s for the low frequency components of the $S₀$ (extensional)
Lamb wave, but this difference is not expected to have a significant effect on the qualitative nature of the results presented below. From these data it is required to determine the impact location relative to the sensors. The signals from the four sensors indicate the wave arrival times relative to the local time in the processor. As the time of the impact is not known, the problem is to determine both the impact time (relative to the local clock) and the \((x, y)\) position of the impact.

The above description is equivalent to the problem of radio-location such as that used by GPS, and thus the same mathematical techniques can be applied. These techniques have been used in other CSIRO projects. In summary, two methods of solving the problem are appropriate, namely a least squares fitting technique, and an analytical technique. Details of performance of these two methods are given below.

A.2 Analysis

This section describes the position fixing performance of both the least squares fitting algorithm and the analytical position determination algorithm. The data set consists of 24 impacts with the associated four arrival times measured in integral units of clock ticks (320 ns). As the speed of propagation is about 1.6 mm per clock tick, the accuracy of the system cannot be greater than about \(\pm 1\) mm. However, geometrical factors also affect the positional accuracy, and these effects are considered in the following sub-section.

**Geometric Dilution of Precision**

The accuracy of the position fix depends both on the time-of-arrival measurement accuracy and also on geometrical factors. The geometric factor, called the Geometric Dilution of Precision (GDOP), has a significant effect when the impact point is outside the circle shown in Figure A1. Within the circle GDOP is about unity, but outside the circle GDOP increases rapidly. In particular the GDOP at the centre of the circle with \(N\) sensors can be shown to be given by:

\[
GDOP_{\text{centre}} = \frac{\sigma_d^2 + \sigma_y^2}{\sigma_d^2} = \frac{2}{\sqrt{N}}
\]  

(A1)

where \(\sigma_d\) is the standard deviation in the pseudo-range measurement, and \(\sigma_x\) and \(\sigma_y\) are the standard deviations in two orthogonal directions (not necessarily those of the sensor axes). With four sensors, the GDOP at the centre is unity. Further, it can be shown that, for \(N\) sensors, GDOP anywhere on the circle shown in Figure A1 is a constant value given by:

\[
GDOP(N) = \frac{2}{N^2 - 2C_N} \sqrt{\frac{N^4 - 3C_NN^2 + 2C_N^2}{N}}
\]

(A2)

\[C_N = 1 + S_N^2\]

\[S_N = \sum_{i=0}^{N-1} \sin \left( \frac{\pi i}{N} \right)\]

With four sensors the GDOP on the circle passing through the sensors is thus 1.978.

A particular case of interest is that of the radial line passing through the sensor location, as shown in Figure A2. (Note that the axes in Figure A2 are different from those used for the measurements in Figure A1).
Figure A2: Geometry of the radial line passing through the location of a sensor. The impact point is assumed to be outside the circle enclosing the sensors.

Inside the circle, GDOP can be computed to be:

\[
GDOP = \sqrt[2]{\frac{3 + s^2}{2s^2(3 - s^2)}} \quad (A3)
\]

\[
s = \sin \theta = \frac{L}{\sqrt{2} r}
\]

At the centre, GDOP is unity, in agreement with equation (A1). On the inside edge of the circle (at \(\theta = \pi/4\)), GDOP can be calculated to be \(\sqrt{7/5} = 1.183\). There is a sharp transition to the value 1.987 on the circle, as derived from equation (A2) (see above).

Outside the circle the characteristics of GDOP similarly can be analysed analytically, resulting in the expression:

\[
GDOP = \frac{\sqrt[2]{2(c + 1)(c + 3)}}{2s^2} \quad (A4)
\]

\[
s = \sin \theta = \frac{L}{\sqrt{2} r} \quad c = \cos \theta
\]

Thus, GDOP exhibits an interesting behaviour as a function of the radial distance. Just on the outside of the circle the GDOP has a step increase to 3.588 according to equation (A4). The value of GDOP as a function of the radial distance is shown plotted in Figure A3.

Thus, GDOP has the curious feature of being triple-valued near the circle at a sensor point, one value (1.183) on the inner edge, a second value (1.987) on the circle, and a third value (3.558) on the outside of the circle. It is discontinuous for ideal point sensors, but not for real sensors of a finite size. Such discontinuities do not occur at other positions away from the sensor point.
Figure A3: GDOP calculated along a radial line that passes through a sensor at about 42 mm from the centre.

At greater radial distances, GDOP rapidly increases. At large distances from the origin ($s \to 0, c \to 1$), equation (A4) shows that GDOP approaches the function:

$$GDOP = \frac{2}{s^2} = \left(\frac{r}{L}\right)^2$$

Thus at large distances from the origin (outside the enclosing circle), GDOP increases as the square of the radial distance measured in units of the square size. Because of the square law behaviour of the GDOP, the accuracy of the position fix rapidly decreases outside the enclosing circle. This behaviour is evident in the computed positions derived from the measured data, as will be demonstrated in the following subsection (see also Figure 8(b) in Section 4).

The large value of GDOP at large radial distances can be understood by the following qualitative argument. When the impact point is remote from the sensors a small change in the radial position (say by $\Delta r$) will result in the distances to all the sensors also increasing by about $\Delta r$. However, the fitting process uses pseudo-ranges rather than ranges, so that the common increment $\Delta r$ is interpreted as a change in the impact time offset parameter, rather than a change in the ranges. Thus the pseudo-ranges of the original point and the incremental point are essentially the same, resulting in poor position determination accuracy.

The GDOP over the square area from -100 mm to +100 mm is shown plotted in Figure A4. The rapid increase in GDOP outside the central region is evident.

**Least squares Fitting Algorithm Performance**

This section describes the performance of the least squares fitting algorithm for determination of impact location from the experimental time of arrival data. Details of the algorithm are beyond the scope of this Report.
The least squares fitting algorithm is based on the approximate linearisation of the fitting equations, and thus requires many iterations to converge to a solution of sufficient accuracy.

Figure A4: GDOP plotted over the square area from -100 mm to +100 mm. The sensors are located at ±30 mm from the centre of the figure in both vertical and horizontal directions.

For this Report the convergence limit was set at 0.1 mm, with the maximum number of iterations set at 10. The initial position was always set at the origin of the (x, y) coordinate system. The number of iterations required is shown in Figure A5. As can be observed the number of iterations required varied from 3 to a limiting maximum of 10 iterations, but typically the number of iterations did not exceed 6.

Figure A5: Number of iterations for determining the fit. The maximum is set at 10 iterations.
The LSF algorithm also requires that each measurement is given a weighting that represents the ‘quality’ of the measurement. For the analysis in this Report it is assumed that all measurements have equal weighting. Normal practice is to weight the data by the signal-to-noise ratio associated with each measurement. The SNR was not available, but the signal amplitude was measured. Thus assuming the noise is constant for each measurement, the SNR would be proportional to the signal amplitude. However, this enhancement was not used for the results presented in this Report.

The quality of the positional determination can be estimated by comparing the measured pseudo-range data with the pseudo-range data calculated from the computed position fix. The RMS error averaged over the four sensors is shown in Figure A6. If the RMS fit error is small, the data agrees well with the assumed mathematical model, while a large error probably indicates one or more measurement errors in the arrival times. Note that the RMS error is not the positional error, although the fit error and the positional error are usually highly correlated. As can be observed in the figure, the fit error is typically less than 1 millimetre (in agreement with the expectations discussed in the Introduction). However, some of the impacts (#0, #6 and #12) have much larger errors, and consequently the deduced positions of these impacts are expected to be less accurate.

![RMS Fit Error](image)

**Figure A6**: Computed RMS fit error.

The computed positions of the impacts are shown in Figure A7. This diagram should be compared with the data in Figure 1. The positional errors are shown in Figure A8. As can be observed, many of the positional errors cluster about the origin (many points are overlaid in the Figure A8 and thus cannot be distinguished), but there are some very large errors of the order of 100 mm.
Figure A7: LSF computed positions of the impact.

Figure A8: Errors in the computed positions of the impact.
The distribution of positional errors can be more clearly observed from the data in Figure A9. In this figure, the magnitudes of the errors are sorted in ascending order. The data in the figure appear to be grouped into three categories. The first category contains those with small positional errors (say less than 4 mm, impacts #0 to #10). The second group (#11 to #22) have errors in the range 5 to 30 mm; these errors are presumably due to geometric factors (GDOP). Finally two impacts have a large error, probably due to a combination of GDOP and measurement errors.

![Position Error Distribution](image)

**Figure A9:** Errors in the computed positions of the impact. The data are sorted in order of increasing error, so the impact numbers are different from those in other figures.

The nature of the errors can be further appreciated by plotting the errors as a function of radial distance from the coordinate origin. Figure A10 shows that the errors are approximately constant (about 2 mm) up to the circle radius, and then the errors increase rapidly as the radial distance increases. This behaviour is in accordance with the expectations of the analytical GDOP theory described in above.

![Position Error vs Radial Position](image)

**Figure A10:** The positional errors plotted as a function of radial distance of the impact. It can be observed that the errors are approximately constant up to the radial distance equal to that of the circle enclosing the sensors ($R_s \sim 42$ mm), and thereafter increase rapidly with radial distance.
This characteristic is further illustrated by plotting the errors as a function of GDOP, as shown in Figure A11. As can be observed, the errors are approximately proportional to GDOP, as expected from the theory. From the data in Figure A11, the positional accuracy is given approximately by:

\[ \varepsilon = 2.5 \times \text{GDOP} \text{ mm} \]  

\( (A6) \)

![GDOP and Position Error Correlation](Image)

Figure A11: The position errors are plotted as a function of GDOP. It can be observed that the errors are approximately proportional to GDOP.

**Analytical Fitting Algorithm Performance**

An alternative method of determining the position from the measured time-of-arrival data is by an analytical method originally proposed by Bancroft in 1985 for the GPS. This method can be adapted to the two-dimensional situation of this application. However, there is one complicating factor that is not relevant to the GPS case. For accurate position fixes the measured data must be suitably weighted. In particular, the optimum weighting is by the inverse of the distance from the impact point to the sensor. As the problem is to determine the position of the impact, the analytical solution must be performed twice. The first invocation of the algorithm assumes equal weighting for all the measured data, thus obtaining a first estimate of the position. Using this position the measurement weightings are calculated, and the algorithm invoked for a second time. Thus the analytical solution is also iterative, so there may be little benefit from using the analytical method.

The only situation when there may be some benefit is when the data are of poor accuracy. Figure A12 shows the data for the analytical and least-squares method for the impact data used in the previous section. As can be observed the positional estimates are essentially identical, except where the errors are largest (poorest data), where the analytical fit is superior. Thus there may be a case for the use of the analytical method when the LSF method has large fit errors. However, by comparing the fit errors with those in Figure A6, it can be observed that the worst cases of fitting (impacts #0, #6 and #12) do not correspond to points of failure of the LSF method.
The positional accuracy plotted against GDOP in Figure A13. As expected, the data are highly correlated, again showing that GDOP is the major factor in the determination of positional accuracy.

![Comparison of Positional Data](image)

**Figure A12:** Comparison of the x-coordinates generated by least-square fit (LSF) and analytical methods. Note that in general there is good agreement between the two methods.

![GDOP and Position Error Correlation](image)

**Figure A13:** Positional error (analytical method) plotted as a function of GDOP.

### A.3 Conclusions

Thus, in conclusion, the accuracy of the position fix within the circle surrounding the sensors is approximately constant, with the error determined by the time of arrival measurement accuracy. Outside the circle the positional errors increase rapidly, with the GDOP factor being the dominant effect. Indeed, for positional accuracy of (say) a few millimetres, the impact point should be within circles surrounded by sensors. Thus the impact measurement system must utilise the data from surrounding sensor arrays to ensure good positional accuracy.
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This report describes the second phase of the implementation of the Concept Demonstrator experimental test-bed system containing sensors and processing hardware distributed throughout the structure, which uses multi-agent algorithms to characterize impacts and determine a suitable response to these impacts. This report expands and adds to the report of the first phase implementation. The current status of the system hardware is that all 192 physical cells (32 on each of the 6 hexagonal prism faces) have been constructed, although only four of these presently contain data-acquisition sub-modules to allow them to acquire sensor data. Impact detection, location and severity have been successfully demonstrated. The software modules for simulating cells and controlling the test-bed are fully operational, although additional functionality will be added over time. The visualization workstation displays additional diagnostic information about the array of cells (both real and simulated) and additional damage information. Local agent algorithms have been developed that demonstrate emergent behavior of the complex multi-agent system, through the formation of impact damage boundaries and impact networks. The system has been shown to operate well for multiple impacts, and to demonstrate robust reconfiguration in the presence of damage to numbers of cells.
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