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This paper expands on the hybrid control architecture developed at the NASA Ames Research Center by addressing issues related to indirect adaptation using the recursive least squares (RLS) algorithm. Specifically, the hybrid control architecture is an adaptive flight controller that features both direct and indirect adaptation techniques. This paper will focus almost exclusively on the modifications necessary to achieve quality indirect adaptive control. Additionally, this paper will present results that, using a full non-linear aircraft model, demonstrate the effectiveness of the hybrid control architecture given drastic changes in an aircraft's dynamics. Throughout the development of this topic, a thorough discussion of the RLS algorithm as a system identification technique will be provided along with results from seven well-known modifications to the popular RLS algorithm.

I. Introduction

This paper was written as an extension of the work done in References 1 and 2 for the Integrated Resilient Aircraft Control (IRAC) project at the NASA Ames Research Center. This project is focused upon developing flight control systems that maintain aircraft flight qualities even under off-nominal conditions. Aircraft control systems are typically designed using a rigid gain-scheduled approach, which allows for precision design of the flight handling-qualities throughout the entire flight envelope. However, in the case of an aircraft experiencing either a damage or a failure condition, this rigid structure breaks down as the flight dynamics of the aircraft are no longer guaranteed to fit within the gain-scheduled design regime. It is this very issue that IRAC aims to resolve using adaptive control techniques. Indeed, much of the research under the IRAC project has focused upon the use of neural networks in a direct adaptive control framework, building particularly on the architecture proposed in Reference 3. Recently, work has extended into a hybrid approach in which direct adaptation is augmented by indirect adaptation techniques, particularly the Recursive Least Squares (RLS) algorithm. The focus of this paper is to present the practical issues associated with using the RLS algorithm to perform real-time system identification in the context of intelligent aircraft control.

The first section of this paper will present the direct adaptive flight control (DAFC) architecture and the hybrid adaptive flight control (HAFC) architecture for resilient aircraft control (both architectures are named purely for convenience in this paper). For completeness, brief proofs of the stability of these architectures are outlined. Section II then presents a thorough discussion of some general considerations related to doing real-time system identification. Here the goal is to not belabor theory or proofs, but present implementation details necessary for
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effective use of the RLS algorithm as well as point towards future research pursuits. Though the information presented in this section synthesizes many well-known sources, it remains essential to the current topic in that it fully explains how results were obtained. Section III then presents 7 well-known modifications to the RLS algorithm, briefly discusses their motivation, and then presents simulation results in the context of resilient aircraft control; results will be compared with the baseline direct adaptive flight control system. Concluding remarks will then provide a discussion of practical issues associated with real-time system identification.

II. DAFC and HAFC

The direct adaptive flight control system is presented below in Figure 1. In general, the pilot’s rudder, lateral stick, and longitudinal stick inputs are passed to a reference model (filter), which provides both an angular acceleration and an angular rate command to the system. The rate command is used with system feedback to generate a rate command error, which is passed to a PI controller. The output of the PI controller is then augmented by both the direct adaptive neural network command and the feedforward acceleration command (as outputted from the reference model); this results in a desired acceleration command or what is often termed a pseudo control command. This desired command is then passed to a dynamic inversion model to calculate the necessary actuator deflections. The direct adaptive neural network is, in this architecture, trained using the rate command errors. The dynamic inversion model is also updated with known changes to the aerodynamic coefficients as dictated by current flight conditions (angle of attack, mach number, sideslip, etc.). A much fuller discussion of this basic architecture may be found in References 4 and 5. Additionally, this architecture is based on the work of Reference 3. It is important to note here that this adaptive approach is intended to provide consistent handling qualities without reliance on extensive gain scheduling.

In the interest of completeness, we provide a brief stability proof for this architecture. Specifically, we model the aircraft as the following:

\[ \dot{\omega} = A\omega + Bu + f \]  

(1)

Here, the matrices \( A \) and \( B \) are taken as known with \( f \) representing an unknown portion of the dynamic. Additionally, \( u \) represents the scaled lateral stick, longitudinal stick, and rudder pedal commands. In Figure 1, the surface deflection commands \( \delta \) are obtained by passing \( u \) through control allocation tables, thus \( B \) combines the traditional control matrix and the aircraft allocation tables together in this model.

The reference model is then given in the following form:

\[ \dot{\omega}_m = A_m\omega_m + B_m\omega_c \]  

(2)

The pseudo control command is then formulated as the following:

Figure 1. Direct Adaptive Flight Control Architecture.

In the interest of completeness, we provide a brief stability proof for this architecture. Specifically, we model the aircraft as the following:
\[
\dot{\omega}_d = K_p (\omega_m - \omega) + K_i \int_0^t (\omega_m - \omega) d\tau + \dot{\omega}_m - u_{ad}
\]

(3)

The gain \( K_p \) is a 3x3 matrix defined as diag(k_{p1}, k_{p2}, k_{p3}); similarly, the gain \( K_i \) is a 3x3 matrix defined as diag(k_{i1}, k_{i2}, k_{i3}). The adaptive control command \( u_{ad} \) is taken as a linear combination of a series of basis functions \( \beta(\omega,u,z) \) (here \( z \) represents additional parameters such as angle of attack and sideslip) and some unknown weights \( \tilde{W} \). This is represented algebraically as the following:

\[
u_{ad} = \tilde{W}^T \beta(\omega,u,z)
\]

(4)

The dynamic inversion control law is then given as the following:

\[
u = B^{-1}(\dot{\omega}_d - Ax)
\]

(5)

We now define the tracking error as the following:

\[
e = \int_0^t (\omega_m - \omega) d\tau
\]

(6)

Combining the above equations, we can obtain the ensuing error dynamics.

\[
\dot{e} = A_e e + b(u_{ad} - f)
\]

(7)

Equation 9 below presents the Lyapunov based adaptive control law used to estimate the unknown weights.

\[
A_e = \begin{bmatrix} 0 & 1 \\ -K_i & -K_p \end{bmatrix}, \quad b = \begin{bmatrix} 0 \\ I \end{bmatrix}
\]

(8)

The adaptive control law chosen to estimate the unknown weights is the following:

\[
\dot{\tilde{W}} = -\Gamma \beta(\omega,u,z)e^T L b
\]

(9)

Here \( \Gamma \) is a diagonal gain matrix and the matrix \( L \) is the symmetric, positive definite solution to the standard \textit{Algebraic Lyapunov Equation}:

\[
A_e^T L + L A_e = -Q
\]

(10)

The term \( Q \) in Equation 10 is a designer selected, symmetric, positive definite matrix, often chosen as a diagonal matrix. The model uncertainty \( f \) is assumed to contain some non-parametric, estimation error \( \varepsilon \), as shown below.

\[
f = W^T \beta(\omega,u,z) + \varepsilon
\]

(11)

To show stability, we select the following Lyapunov candidate function:

\[
V = e^T L e + \text{trace}(\tilde{W} T^{-1} \tilde{W})
\]

(12)

Here \( \tilde{W} \) represents the difference between the true weights and the predicted weights. The derivative of the Lyapunov function is then obtained as the following:
\[ \dot{V} = -e^T Q e - 2e^T P e \]

From this result, we can conclude that:

\[ \dot{V} < 0 \quad \forall \|e\| : \|e\| > \frac{2\|P e\|}{\lambda_{\text{min}}(Q)} \]  

(14)

The direct adaptive controller is thus uniformly ultimately bounded (UUB). Were this analysis to neglect non-parametric uncertainty, Barbalat’s lemma could be employed to show that the tracking error will converge to zero.

In order to gain further insight into this controller, we can generalize the control law in Equation 5. By combining Equations 3 and 5 and introducing a set of generalized gains \( (K_e, K_m, K_c, \text{ and } K_{ei}) \) one obtains the result in Equation 15.

\[ u = K_e (\omega_m - \omega) + K_m \omega_m + K_c \omega_c + K_{ei} \int_0^t (\omega_m - \omega) \, dt - u_{ad} \]

(15)

If we combine this general form of the control law with the system dynamics in Equation 1 and the reference model in Equation 2, we obtain a generalized form of the error dynamics:

\[ \dot{\omega} - \omega_m = (A - BK_e) (\omega_m - \omega) + (A_m - A - BK_e) \omega_m + (B_m - BK_e) \omega_c - K_{ei} \int_0^t (\omega_m - \omega) \, dt + u_{ad} - f \]

(16)

In order for the real system to track the reference model, the term \((A - BK_e)\) is chosen Hurwitz and the following model matching conditions are to be met:

\[ A + BK_m = A_m \]
\[ BK_c = B_m \]

(17)

For the dynamic inversion control law that has been chosen, the model matching conditions are satisfied by the following relationships.

\[ K_e = B^{-1} (K_e + A) \]
\[ K_m = B^{-1} (A_m - A) \]
\[ K_c = B^{-1} B_m \]
\[ K_{ei} = B^{-1} K_i \]

(18)

Though not made explicit in this presentation, the uncertain term \( f \) can only be canceled by the adaptive term through the true system’s \( B \) matrix. If this matrix is not of full rank, then a portion of the uncertainty will persist because the system is not fully controllable.

Thus far we have recapitulated the theory behind the direct adaptive flight control architecture. The hybrid adaptive flight control architecture (the focus of this paper), however, is presented in Figure 2. This architecture utilizes the framework presented in Figure 1 but augments the dynamic inversion model with an indirect adaptive technique to update the model parameters in real-time, thereby introducing a system identification problem. The intention here is to add increased system performance without relying on the use of a high-gain, direct-adaptive control law. Though high-gain adaptive control can aggressively reduce tracking errors, it comes at the cost of high-frequency command signals, which may saturate control actuators or excite higher-order dynamics (such as aeroelastic oscillation modes), and marginal stability (stability margins are effectively lost with high-gain adaptive control).
To begin, the RLS algorithm is usually applied to a model of the general form:

\[ y = \phi^T \theta_o \]  

(19)

Here \( \phi \) is the vector of inputs (termed the regressor vector) and \( \theta \) is the vector of model parameters that are to be identified (a subscript "o" indicates the ideal parameters), and \( y \) is the vector of measured signals (the aircraft roll, pitch, and yaw rate derivatives in the current application). For this work, we intend to use the RLS algorithm to approximate changes to the \( A \) and \( B \) matrices for use in the dynamic inversion (in proceeding sections a non-linear dynamic inversion will be used, but for simplicity we proceed using this linear model). We can rewrite the system dynamics of Equation 1 as the following:

\[ \dot{\omega} = \hat{A}\omega + \hat{B}u - (\hat{A} - A)\omega - (\hat{B} - B)u + \gamma \]  

(20)

The over hats (\(^\wedge\)) are here used to indicate estimated parameter values. We have also replaced the uncertainty \( f \) with the model estimation error \( \gamma \), which is defined below.

\[ \gamma = \dot{\omega} - \phi^T \theta \]  

(21)

Now, the control law is more accurately expressed in the subsequent form:

\[ u = \hat{B}^{-1}(\hat{\omega}_d - \hat{A}\omega) \]  

(22)

By combining Equations 3, 20 and 22, we can now reformulate the error dynamics:
\[
\dot{\omega}_m - \dot{\omega} = -K_p (\omega_m - \omega) - K_i \int_0^t (\omega_m - \omega) \, d\tau - \gamma + \Delta \Delta \omega + \Delta Bu. \tag{23}
\]

Here the notation has been simplified by representing the error between the true parameter values and their estimates with the Greek \( \Delta \). For the hybrid adaptive control architecture, the RLS algorithm is used to estimate the parameters \( A \) and \( B \). Defining \( \tilde{\theta} = \theta - \theta_0 \), we can simplify the error dynamics to the following:

\[
\dot{e} = A_e e + b(\tilde{\omega}^T \beta(\omega, u, z) + \varphi^T \tilde{\theta} - \gamma) \tag{24}
\]

Without derivation, we present the continuous form of the RLS algorithm below (though we will be more concerned with the discrete form in the remainder of this paper). The newly introduced variable \( P \) represents the information matrix of the RLS algorithm.

\[
\dot{\theta} = P \varphi^T (\dot{\omega} - \varphi^T \theta) \tag{25}
\]

\[
P = -P \varphi \varphi^T P
\]

To show stability, we add an additional term to the Lyapunov function of Equation 12.

\[
V = e^T \mathcal{L} e + \text{trace}(\tilde{W} P^{-1} \tilde{W} + \tilde{\theta}^T P^{-1} \tilde{\theta}) \tag{26}
\]

Taking the derivative of this Lyapunov function, one obtains

\[
\dot{V} = -e^T \mathcal{L} e + 2e^T Lb(\varphi^T \tilde{\theta} + \tilde{W}^T \beta(\omega, u, z) - \gamma) + \text{trace}\left[-2\tilde{W}^T \beta(\omega, u, z) - 2\tilde{\theta}^T \varphi^T \tilde{\theta} - \gamma + \tilde{\theta} \varphi \varphi^T \tilde{\theta}\right] \tag{27}
\]

If the approximation error is assumed bounded, a thorough analysis of Equation 27 reveals that all variables (\( e \), \( \tilde{\theta} \), \( \omega \), and \( u \)) are also bounded. For brevity, further details of this proof have been omitted and left to Reference 6.

### III. General Implementation Considerations

The following section outlines and provides discussion for many of the well-known implementation details of the recursive least squares algorithm.

#### A. The Fundamental RLS Algorithm

The fundamental RLS algorithm is derived through the minimization of the cost function \( J \) presented in equation 28. In section IV, a discussion of some potential modifications to this algorithm will be presented. Here, however, we provide a brief summary of some well-known properties of this algorithm.

\[
J = \sum_{i=1}^{n} (y(i) - \varphi(i)^T \theta(i))^2 \tag{28}
\]

\[
\theta(t) = \theta(t-1) + \frac{P_{t-1} \varphi(t)}{(1 + \varphi(t)^T P_{t-1} \varphi(t))} (y(t) - \varphi(t)^T \theta(t-1)) \tag{29}
\]

\[
P_t = P_{t-1} - \frac{P_{t-1} \varphi(t) \varphi(t)^T P_{t-1}}{(1 + \varphi(t)^T P_{t-1} \varphi(t))}
\]

Of particular relevance to resilient aircraft control is the information matrix (sometimes termed the covariance matrix or gain matrix) \( P \), which is used as a gain to determine the update to the parameter estimates \( \theta \). This matrix effectively controls the learning of the algorithm. Specifically, the eigenvalues of this positive definite matrix measure the amount of prior information associated with the respective eigenvectors of \( P \), i.e. if the regressor vector is aligned with an eigenvector having a small eigenvalue, then significant learning has already been achieved in the direction of that input, and vice versa. The RLS algorithm thus weights inputs exploring new directions favorably and reduces the weight associated with well-explored directions. Provided with sufficient excitation over time, the
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information matrix will become small and the learning will effectively stop. In the context of IRAC, this presents a challenge as damage is experienced as a step change in the aircraft’s dynamics, which may occur at any point in a flight; an algorithm that remains active is essential to tracking these step changes. As a result, it is necessary to explore the RLS modifications designed to improve the tracking of time varying and/or step-changes in the system parameters. This is a motivating factor for this work. For additional properties of this algorithm, the interested reader is referred to Reference 7.

B. Update Equations for HAFC

The model of Equation 1 is a continuous time model. To implement the RLS algorithm to update the $A$ and $B$ matrices, one would have to approximate the state derivatives. In the aircraft application, these are the derivatives of the roll, pitch, and yaw rates, or more precisely, the angular accelerations. To avoid approximating these derivatives numerically we manipulate Equation 1 to the following:

$$\omega_i - \omega_{i-2} = 2A\omega_{i-1}\Delta t + 2Bu_{i-1}\Delta t$$  \hspace{1cm} (30)

Here the derivatives have been approximated by a finite center difference. The problem can now be cast in the form of Equation 19 with the following equivalencies:

$$y = [\omega_i - \omega_{i-2}]^T$$
$$\phi^T = [2\omega_i\Delta t \hspace{0.5cm} 2u_i\Delta t]$$
$$\theta = \begin{bmatrix} A^T \\ B^T \end{bmatrix}$$  \hspace{1cm} (31)

There are several advantages of casting the problem in the form of Equation 31. First, the multiplication of the input vector by the $\Delta t$ time step will have a similar affect to the normalization technique that is recommended in Reference 8; this will be discussed further in the next section. Moreover, there is no division by a small $\Delta t$, this should naturally improve the numerical quality of the learning as compared to approximating the aircraft angular accelerations explicitly. We should note here that Equation 31 is a multi-output representation, in practice we will work with the individual angular accelerations such that $\theta$ is a column vector. Finally, Equation 31 necessitates that the algorithm have an initial delay of 3 time steps to ensure that an adequate discrete time history ($\omega_1$, $\omega_2$, and $\omega_3$) is available.

An alternative approach to this is discussed in both References 9 and 10. In this approach, the structure of Figure 3 is introduced and filters are placed on the input and output of the system. These filters effectively reduce derivatives and eliminate the need to numerically differentiate or estimate signals that cannot be directly measured. In the context of the current problem, $H(s)$ could as simple as an integrator ($H(s) = 1/s$). The resulting system is then presented in Equation 32.

![Figure 3. Approach to continuous estimation.](image-url)
\[ y = [\omega(t) - A \int_0^t x(t) dt - B \int_0^t \delta(t) dt] \]
\[ \varphi^T = [\int_0^t x(t) dt \int_0^t \delta(t) dt] \]
\[ \theta = \begin{bmatrix} A^T \\ B^T \end{bmatrix} \]

(32)

In practice, we found that the former approach provided slightly better results than incorporating the filter \( H(s) \). This is in part due to the presence of a constant bias term in the regressor vector, which can grow quite large as time evolves (provided an RLS resetting approach is not taken).

C. Numerical Considerations

The finite precision of computer systems introduces round off errors and, as a result, the numerical quality of the RLS algorithm must be fully considered. Of particular concern is the conditioning of the information matrix \( P \). When the information matrix is poorly conditioned, small variations in the RLS training error result in large variations in the parameter updates. The result is that the algorithm is particularly sensitive to round off error and noise. Additionally, the information matrix can lose positive definiteness as a result of these numerical errors (\( P \) should remain \( > 0 \) for all time).

To combat this, algorithms have been developed that use a decomposition of the information matrix. Specifically, the Potter’s Square Root Algorithm and the Bierman U-D Algorithm are some well-known examples. For the current application, the simpler Potter’s Square Root Algorithm was selected. This algorithm is based on the Cholesky decomposition of the information matrix and is presented below for convenience. Here \( Q \) is the decomposition matrix such that \( P = QQ^T \).

1. \( f(t) = Q(t)^T \varphi(t) \)
2. \( \xi(t) = \lambda(t) + f(t)^T f(t) \)
3. \( \zeta(t) = 1/[\xi(t) + \sqrt{\xi(t)} \lambda(t)] \)
4. \( K(t) = Q(t-1) f(t) \)
5. \( Q(t) = [Q(t-1) - \zeta(t) K(t) f(t)^T] / \sqrt{\lambda(t)} \)

(33)

From the above, the basic RLS algorithm parameter update is modified as the following:

\[ \theta(t) = \theta(t-1) + K(t) / \xi(t)(y - \varphi^T \theta(t-1)) \]

(34)

The Cholesky decomposition of a matrix maintains the matrix \( Q \) as lower or upper triangular. However, the Potter’s Square Root Algorithm will preserve the relationship \( P = QQ^T \), but will not preserve the triangular nature of the matrix \( Q \). For potentially improved numerical quality, the algorithm presented in Reference 12 can be used to preserve the triangular nature of the matrix \( Q \). The value of this algorithm may be seen in the light of the constant trace modification to the RLS algorithm that will be discussed in section IV.C. With a triangular \( Q \), the trace of the information matrix can be easily calculated as the following:

\[ \text{tr}(P) = \sum_{i=1}^{m} \sum_{j=i+1}^{m} Q(i,j)^2 \]

(35)

This obviates the need to explicitly calculate the matrix \( P \) when using the Potter’s Square Root algorithm. Additionally, a constant trace can be enforced on the matrix \( P \) (where \( k_o \) is the desired trace) by the following:
\[ \overline{Q}(t) = \sqrt{\frac{k_0}{\text{tr}(P(t))}} Q(t) \]  

(36)

In Reference 8 it is also recommended that the regressor vector and the measured signal \( y \) be normalized with respect to the magnitude of \( q \). Thus, the RLS algorithm is trained using the following vectors:

\[
\begin{align*}
  y_n &= \frac{y}{\max(1,||q||)} \\
  q_n &= \frac{q}{\max(1,||q||)}
\end{align*}
\]

(37)

This effectively ensures that all of the components of the regressor vector are less than 1 and improves the numerical quality of the algorithm.

Many of the modifications to the RLS algorithm, however, adopt the general form for updating the information matrix as the following:

\[
P_t = P_{t-1} - \frac{P_{t-1} \psi(t) \psi(t)^T P_{t-1}}{1 + \psi(t)^T P_{t-1} \psi(t)} + R(t)
\]

(38)

Here \( R(t) \) is used to represent any number of different modifications terms, which may or may not be a function of time \( t \). This additional term may be reconciled with the Potter's Square root algorithm by decomposing the matrix \( R(t) \) as \( V(t)V(t)^T \) and incorporating the Gram-Schmidt process to perform a QR decomposition. More specifically, Equation 38 is written as the following:

\[
P_t = Q(t)Q(t)^T = \overline{Q}(t)\overline{Q}(t)^T + V(t)V(t)^T
\]

(39)

Where \( \overline{Q}(t) \) is found via the Potters Square root algorithm using \( \overline{Q}(t-1) \) as in Equations 33. Equation 39 may now be decomposed as the following:

\[
Q(t)Q(t)^T = [Q(t) \ V(t)]MM^T[Q(t) \ V(t)]^T
\]

(40)

Here \( M \) is an orthogonal matrix found from the following QR decomposition:

\[
[\overline{Q}(t) \ V(t)] = M^T Q(t)
\]

(41)

As a result of the Gram-Schmidt process for the QR decomposition, the matrix \( Q(t) \) will remain triangular. This additional discussion is provided to highlight the additional complexity in adding an \( R(t) \) modification. Primarily, the \( R(t) \) matrix must be properly decomposed and then the Gram-Schmidt procedure must be applied to find \( Q(t) \). This will prove relevant when specific modification types are considered.

D. Constrained Parameter Estimation

In order to perform system identification, a model structure \( M(\theta) \) with unknown parameters is selected to represent the dynamical system under consideration (in this case an aircraft). The unknown parameters \( \theta \subseteq R^n \) are the unknown coefficients of the chosen model. A model set \( M \) is then defined as the set of all possible models given a model structure \( M(\theta) \) and a domain \( D_M \) such that \( \theta \in D_M \subseteq R^n \).

The system identification problem is then to identify the correct model from the model set given correlated input and output data. In the context of the current problem, we wish to do this in a recursive fashion. However, the input data may not be sufficiently rich to identify the true model parameters. In such a case, any two competing models in the model set \( M \) may be indistinguishable with respect to the input data. Conversely, if the input data is able to distinguish between any two competing models (from the model set \( M \)) then the data is said to be informative with respect to \( M \). This condition is guaranteed if the input data is persistently exciting.
In more general terms, if the input data is not sufficiently exciting (or rich), the RLS algorithm may move the parameter estimates towards a physically incorrect set of parameters because that set of “wrong” parameters does indeed minimize the cost function $J$ from Equation 28 (as may other parameter combinations in the model set $M$). As such, it is desirable to select $D_M$ to at least constrain the parameters to a physically realizable set.

To perform this constraining of parameters, the following approach is suggested in Reference 13:

$$\theta(t) = \begin{cases} 
\theta(t-1) + K(t) y(t) - q(t) \theta(t-1) & \text{if } \theta(t) \in D_M \\
\theta(t-1) & \text{if } \theta(t) \notin D_M 
\end{cases}$$  \hspace{1cm} (42)

Here the RLS algorithm has been written using the general gain $K(t)$ in order to simplify the presentation. In terms of the recursive least squares algorithm, however, this approach violates the Lyapunov proofs for parameter convergence. More precisely, the Lyapunov function used in Reference 7 to prove parameter convergence (under the persistent excitation assumption) is no longer guaranteed to be a non-increasing function. The Lyapunov function used is the following:

$$V_L(t) = (\theta(t) - \theta_o)^T P(t)^{-1} (\theta(t) - \theta_o)$$  \hspace{1cm} (43)

We now use the well-known matrix inversion lemma, given in Equation 44, to illustrate that $V_L(t)$ is an increasing function.

$$P(t)^{-1} = P(t-1)^{-1} + q(t) q(t)^T$$  \hspace{1cm} (44)

If the algorithm shown in Equation 42 is enforced at time step $t$ such that the parameter estimates are not changed, the following results (using the algorithm of Equation 29):

$$V_L(t) - V_L(t-1) = (\theta(t-1) - \theta_o)^T P(t-1)^{-1} (\theta(t-1) - \theta_o) - (\theta(t-1) - \theta_o)^T P(t-1)^{-1} (\theta(t-1) - \theta_o)^T$$  \hspace{1cm} (45)

This can be reduced to the following using the matrix inversion lemma:

$$V_L(t) - V_L(t-1) = (\theta(t-1) - \theta_o)^T p(t) p(t)^T (\theta(t-1) - \theta_o).$$  \hspace{1cm} (46)

The matrix $p(t) p(t)^T$ is symmetric positive definite. This immediately shows that the Lyapunov function $V_L$ used in Reference 7 may now be increasing. This is an intuitive result in that if the cost function $J$ of Equation 28 is decreasing, the algorithm may push along that trajectory until it encounters the parameter boundary, at which point the Lyapunov function $V_L$ may increase.

As an alternative, Reference 7 suggests a transformation that preserves the nonincreasing nature of the Lyapunov function $V_L$. This transformation is presented below:

1. $\theta(t) \notin D_M$
2. Define $\bar{D}_M = P(t)^{-1/2} D_M$
3. $\rho = P(t)^{-1/2} \theta(t)$
4. project $\rho$ onto $\bar{D}_M$ to obtain $\bar{\rho}$
5. $\bar{\theta}(t) = P(t)^{1/2} \bar{\rho}$

The complexity of this approach depends entirely on the complexity of the constraint region; for simple upper and lower boundaries on the parameters $\theta$, the complexity is relatively marginal.

A third alternative is discussed in Reference 11. This alternative is given as the following:
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if \( \theta(t) \not\in D_M \)

1. Set \( \bar{K}(t) = \lambda K(t) \) where \( 0 < \lambda < 1 \)
2. \( \theta(t) = \theta(t-1) + \bar{K}(t)\gamma(t) - \varphi(t)^T \theta(t) \) \( \) (48)
3. Test \( \theta(t) \in D_M \). If no \( K(t) = \bar{K}(t) \) and go to 1, else stop.

The above algorithm must be limited to a finite number of iterations. If the algorithm fails to return success, then another action must be taken. A simple solution is to allow this algorithm to degrade to one of the aforementioned approaches.

A final possible approach is discussed in Reference 8. Here the parameters are projected into the parameter domain using the following equation:

\[
\theta_p(t) = \theta_c + \min\left(1, \frac{R}{\|	heta(t) - \theta_c\|}\right)(\theta(t) - \theta_c)
\]

(49)

Here \( \theta_p \) represents the projected parameters, \( \theta_c \) is the parameter center (the center of a hypersphere), and \( R \) is the allowable \( L_2 \) norm deviation from the parameter center.

As a final consideration for parameter constraints, it is notable that in our application the domain of the true parameters may not be exactly specifiable. Different damages and/or failures will produce different model parameters. Selecting a parameter domain \( D_M \) that contains the true parameters for all conceivable damaged or failed aircraft is a non-trivial task. As such, the results presented here do not enforce a parameter domain \( D_M \). An ad hoc procedure allowing parameters to only vary by some designer specified multiplicative factor was considered (i.e. each parameter could only increase by a magnitude of 10), but ultimately not employed at this stage. Future work, however, should aim to develop a reasonable parameter domain by thoroughly investigating the dynamics associated with an off-nominal aircraft in which the aircraft remains controllable. The potential importance of these constraints should be viewed in light of the discussion provided in section III.E. Here the motivation for presenting this material was to illustrate how parameter constraints may be enforced, why they were ultimately not enforced in this work, as well as to identify a significant area for future research.

### E. Persistency of Excitation

The persistency of excitation condition refers to the richness of the input to the RLS algorithm. If the system is not being sufficiently excited, then it is impossible to distinguish models of a certain model set, as discussed in section III.D. However, this belies the significance of the problem. Poor excitation ultimately leads to a phenomenon known as “bursting” in which the model output suddenly diverges momentarily before returning. This phenomenon is well discussed in References 14 and 15. The core problem is that the excitation signal is not sufficiently rich to distinguish between models of a given model set, thus allowing parameter estimates to drift. Because of the limited excitation, however, this parameter drift does not manifest itself in an error between the measured signal and the model output. The parameters then continue to drift until they suddenly (and somewhat catastrophically) impact the error between the measured signal and the model output. In the context of resilient aircraft control, this presents an unacceptable phenomenon that could fully destabilize the aircraft. Additionally, if the indirect adaptation is to be run nominally throughout the flight of an aircraft in which long periods of little excitation are common, this problem becomes far more relevant. Now, in the current context, it is clear that constraining the parameters to a physically based known region of existence can then serve to prevent excessive parameter drift. Techniques for achieving this were discussed in the previous section. It should here be noted that the bursting phenomenon is somewhat self-correcting as the huge deviation in the model prediction often results in a period of suddenly rich excitation.

For the results presented in this work, however, a two-fold approach was adopted from Reference 8 to handle the bursting phenomenon. First, a simple dead-zone was implemented that turns off learning when the error between the measured signal and the model output falls below a specified threshold. This effectively prevents continued parameter drift by turning off the RLS algorithm. Secondly, a measure of the system excitation was taken at each step to test whether learning was appropriate at the current step. This criteria is given as the following:

\[
\text{if } \|P_{t-1}\varphi(t)\| > C \text{ Run RLS, else Stop.} \quad (50)
\]
Here it should be understood that the information matrix $P$ serves as a measure of the directions (relative to the vector form of the regressor vector) in which information has been previously collected. Inputs aligned with the eigenvectors of $P$ associated with large eigenvalues are weighted more significantly as this represents a direction in which significant prior information has not been collected (as discussed in section III.A). As a result, Equation 50 measures the relative helpfulness of the current set of inputs (a similar approach has been recommended using the condition number for the matrix $P_{t-1}$). To simplify selecting the constant $C$, we use a normalized form of the above condition, as in Equation 51. Here, the two norm would be ideal, but it was desirable not to calculate the eigenvalues of the information matrix.

$$\frac{\|P_{t-1} \varphi(t)\|}{\|P_{t-1} \| \|\varphi(t)\|} > C$$

In practice, implementing both of these criteria may be somewhat redundant. However, a rigorous criteria for selecting either threshold is not entirely obvious. As a result, it seems entirely possible that a regressor vector could produce a small metric for Equation 50 under conditions in which the error between the measured signal and the model prediction is still above the preset value. We thus chose to implement both criteria with reasonable values to indicate when RLS should be active and dormant.

F. Model Parameterization

The model structure chosen can significantly impact the system performance, as is discussed in Reference 16 and 17. Adding additional terms increases the model order ($n$) and places greater demands on the required level of excitation to uniquely identify the model (the signal must be persistently exciting of order $n$). However, if the model is not of sufficient order to capture the system dynamics, the unmodeled dynamics can be destabilizing. Our design goal is to then select a set of parameters such that all estimated quantities are slowly varying and all system dynamics may be adequately captured.

Given the above, we now present the parameterization chosen for this work. This primarily entails identifying the appropriate regressor vector. In Reference 2, analysis was performed on the change in the equations of motion for a damaged aircraft where the aircraft C.G. has shifted due to some loss to the structure, as illustrated in Figure 4. Through determination of the angular momentum for the system shown, we find that Equation 52 specifies the aerodynamic moments for the damaged aircraft.

![Figure 4. Aircraft coordinate system and potential C.G. shift.](image)
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\[ M_{aero} = \begin{bmatrix} L \\ M \\ N \end{bmatrix} = I \frac{d\omega}{dt} + \omega \times I \omega + \Delta r \times F_{aero} \]  

Here, \( \Delta r \) is the shift in the C.G. location, \( \omega \) is the angular velocity of the body-fixed frame (a vector \([p \ q \ r]\)), \( I \) is the inertia tensor (taken about the new C.G. location), and \( F_{aero} \) represents the aerodynamic forces. The aerodynamic forces on the system are then represented as the following:

\[
F_{aero} = \begin{bmatrix} X \\ Y \\ Z \end{bmatrix} = m\dot{V} + m \frac{d\omega}{dt} \times \Delta r + m \omega \times (\omega \times \Delta r) + m \omega \times V - G
\]

Here \( V \) is the aircraft velocity as represented in the body-fixed frame and the over dots denote the relative linear accelerations. The vector \( G \) is the gravity vector, as represented in the body-fixed frame. Expanding terms and solving for the angular accelerations then yields the following:

\[
\begin{bmatrix} \dot{p} \\ \dot{q} \\ \dot{r} \end{bmatrix} = I^{-1}(M - \omega \times I \omega - \Delta r \times F_{aero})
\]

The moments and forces on the aircraft are typically modeled as the following:\[8,20,24:\]

\[
X = \bar{q}SC_x
\]
\[
Y = \bar{q}SC_y
\]
\[
Z = \bar{q}SC_z
\]
\[
L = \bar{q}SbC_i
\]
\[
M = \bar{q}ScC_m
\]
\[
N = \bar{q}SbC_n
\]

where,

\[
C_x = C_{so} + C_{xx} \dot{\alpha} + C_{xb} \dot{\beta} + C_{xh} h + C_{xV} \dot{V} |V| + C_{xp} p + C_{sq} q + C_{xr} r + C_{x\dot{\alpha}} \dot{\alpha} + C_{x\dot{\beta}} \dot{\beta} + \sum_{i=1}^{n} C_{x\delta_i} \delta_i
\]

\[
C_y = C_{yo} + C_{yx} \dot{\alpha} + C_{yb} \dot{\beta} + C_{yh} h + C_{yV} \dot{V} |V| + C_{yp} p + C_{sy} q + C_{yr} r + C_{y\dot{\alpha}} \dot{\alpha} + C_{y\dot{\beta}} \dot{\beta} + \sum_{i=1}^{n} C_{y\delta_i} \delta_i
\]

\[
C_z = C_{zo} + C_{zx} \dot{\alpha} + C_{zb} \dot{\beta} + C_{zh} h + C_{zV} \dot{V} |V| + C_{zp} p + C_{sz} q + C_{zr} r + C_{z\dot{\alpha}} \dot{\alpha} + C_{z\dot{\beta}} \dot{\beta} + \sum_{i=1}^{n} C_{z\delta_i} \delta_i
\]

\[
C_l = C_{lo} + C_{lx} \dot{\alpha} + C_{lb} \dot{\beta} + C_{lh} h + C_{lV} \dot{V} |V| + C_{lp} p + C_{sq} q + C_{lr} r + C_{l\dot{\alpha}} \dot{\alpha} + C_{l\dot{\beta}} \dot{\beta} + \sum_{i=1}^{n} C_{l\delta_i} \delta_i
\]

\[
C_m = C_{mo} + C_{mx} \dot{\alpha} + C_{mb} \dot{\beta} + C_{mh} h + C_{mV} \dot{V} |V| + C_{mp} p + C_{mq} q + C_{mr} r + C_{m\dot{\alpha}} \dot{\alpha} + C_{m\dot{\beta}} \dot{\beta} + \sum_{i=1}^{n} C_{m\delta_i} \delta_i
\]

\[
C_n = C_{no} + C_{nx} \dot{\alpha} + C_{nb} \dot{\beta} + C_{nh} h + C_{nV} \dot{V} |V| + C_{np} p + C_{nq} q + C_{nr} r + C_{n\dot{\alpha}} \dot{\alpha} + C_{n\dot{\beta}} \dot{\beta} + \sum_{i=1}^{n} C_{n\delta_i} \delta_i
\]
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We now assume that the velocity magnitude and the altitude are slowly varying. Combining Equations 54, 55, and 56 then suggests that the damaged aircraft may be modeled as the following:

$$\dot{\omega} = \begin{bmatrix} 1 & p & q & r^2 & p^2 & q^2 & r & pq & pr & qr & \alpha & \beta & \dot{\alpha} & \dot{\beta} & \delta_{lat} & \delta_{lon} & \delta_{ped} \end{bmatrix} \theta_o$$  \hspace{1cm} (57)

Here the angular accelerations are treated as a linear combination of 17 parameters. Additionally, the control surfaces have been reduced to the non-dimensional $\delta_{lat}$, $\delta_{lon}$, and $\delta_{ped}$ stick and pedal deflections. The terms representing the shift in the C.G. location are now subsumed in the estimate of the unknown parameters as this shift, once it occurs, is constant. Moreover, because the parameters associated with each of the three angular accelerations are disjoint, the system identification problem is broken up into three separate implementations of the identification algorithm (as of yet not entirely specified). Incorporating an appropriate discretization of the derivatives as in Equation 31, we arrive at the following regressor vector (the reader should here refer to Equation 19 for reference):

$$\varphi(t)^T = \begin{bmatrix} 1 & p(t) & q(t) & r(t) & p(t)^2 & q(t)^2 & r(t)^2 & \ldots & p(t)q(t) & p(t)r(t) & q(t)r(t) & \alpha(t) & \beta(t) & \ldots & (\alpha(t+1)-\alpha(t-1))/(2\Delta t) & (\beta(t+1)-\beta(t-1))/(2\Delta t) & \ldots & \delta_{lat}(t) & \delta_{lon}(t) & \delta_{ped}(t) & \Delta t \end{bmatrix}$$  \hspace{1cm} (58)

Issues associated with persistence of excitation have already been addressed in the context of criteria used to define when learning is active and inactive. It is convenient to note here that several methods have been proposed for handling systems that are overparameterized with limited excitation. In References 16 and 17, this issue was addressed by designing an artificial noise signal to be added to the regressor vector. The approach in Reference 17 is particularly noteworthy as it proffers a method for identifying when the system is indeed over-parameterized and thus when artificial noise should be injected into the regressor vector to prevent parameter drift. This approach is not adopted for this work as the more traditional on-off learning approach is favored here. Additionally, the results for all algorithms presented here appeared invariant to the incorporation of the derivatives of sideslip and angle of attack. Thus, these states were removed from the regressor vector. Moreover, a simplified model approach was not adopted because the exact nature of the dynamic coupling cannot be predicted prior to a damage event.

It is also important to note here that our system parameters are assumed, even under nominal operating conditions, to be slowly time-varying with the aircraft's operating conditions. As suggested in Ref. 28, the time-varying nature of the plant parameters can induce bursting under poor excitation, even in the presence of a dead-zone. This provides further justification for the additional excitation check discussed in section III.E. In practice, however, it is anticipated that the damaged aircraft will be trimmed by the pilot and will remain in a neighborhood about a trim state for long periods of time, only deviating significantly during short transitions from one trim state to another. The most critical period of learning will then be the time instant in which the damage or failure actually occurs, which should contain substantial excitation.

G. Dynamic Inversion

The dynamic inversion that is actually implemented in the system is a nonlinear dynamic inversion; the nonlinear model parameters are grouped together and the control matrix is separated from these terms. As long as the control matrix is invertible, a control solution can be found. To guard against the control matrix becoming singular, the determinant is examined at each time step. If the determinant is below a threshold, the newly estimated dynamic inversion parameters are not allowed to propagate to the control system. However, the RLS algorithm is continuously run in order to allow the algorithm to push the control matrix through the zero point. In practice, this is a difficult condition to examine as it is necessary to guard against the control estimate passing through zero, but the true control matrix could indeed be non-invertible (the damage could result in an uncontrollable aircraft). An alternative approach is to consider augmenting the control matrix such that the absolute value of the determinant remains above a specified value.

H. Actuators and Smoothing

For the RLS algorithm, it is necessary to provide actuator information. In practice, however, actuator position information is not available. As such, we adopt an approach where we approximate the actuator position using the
control signal of the previous time step. In a more advanced approach, a notion of the actuators rate limits would be enforced. Early studies prior to the incorporation of a dead zone and/or an excitation check found that poor actuator information could prove destabilizing. However, this destabilization would lead to a period of significant excitation and would eventually self-correct. Unfortunately this is not acceptable in a flight control application. Work on accurately estimating actuator positions is left until more advanced actuator models are available for our simulation. More precisely, the simulation technology used for this study relies upon simple actuator models that do not have higher-order dynamics; as a result, using first order models to approximate actuator positions will invariably prove successful. In practice, the RLS algorithm is turned off during actuator saturation (as is the standard direct adaptation algorithm).

As an additional consideration, experimentation was done to smooth the parameter estimates by passing them through a low-pass filter. This filtering, however, does not adjust the internal states of the RLS algorithm. Thus, the filter shown in Figure 5 does not violate any of the properties of the RLS algorithm. In practice we observed that the filter’s cutoff frequency does indeed significantly impact performance; it should be set to allow the RLS algorithm to adapt quickly while rejecting sudden, erroneous parameter jumps. This is an admittedly ad hoc modification. The intention is, however, that if bursting in the parameters does occur, it may provide temporary corrective excitement to the estimation algorithm, but, because of the filtering, the burst parameters will have a dramatically reduced impact on the dynamic inversion model. This technique was not employed in any of the subsequent results that were obtained. Interestingly, this issue will be addressed more explicitly by one of the RLS modifications discussed in section IV.G.

Figure 5. Hybrid architecture with filtering

I. Stochastic Considerations

Much of the literature on system identification contains information on stochastic approaches to the system identification problem. These techniques include the extended least squares algorithm, pseudo-linear regressions, and the Recursive Maximum Likelihood algorithm, to name a few. These approaches all entail adjoining the deterministic model with additional parameters for estimating the noise contribution. Preliminary experimentation with these methods found that they produced little to no appreciable performance improvement in the current context. This result is not surprising since, as pointed out in Reference 11, the RLS algorithm can be given a Kalman Filter interpretation; as such, the algorithm is optimal for Gaussian disturbances. Moreover, the motivation for stochastic techniques is, in larger part, an attempt to correct for parameter biasing that may occur as a result of the stochastic nature of the true system, i.e. when the disturbances are no longer Gaussian. These approaches thus provide for more accurate parameter estimation. For our application, however, no physical meaning is being derived from the estimated parameters, i.e. moments of inertia and moment derivatives are not being interpreted from the estimates. Thus, parameter bias is only a concern in as far as it impacts the accuracy of the dynamic inversion. However, the use of stochastic techniques is an ongoing research pursuit.

IV. RLS Modifications and Results

This section will present the seven RLS modifications schemes that were considered for this work. Here the modifications are presented briefly with minimal justification for their design; this is left to the original authors of these approaches. Results in section V will demonstrate the relative performance of each approach.
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A. Exponential Forgetting

The most well known approach to tracking time-varying parameters is the exponential forgetting algorithm. In this approach, old data is exponentially weighted less than new data. The resulting algorithm is the following:

\[
\begin{align*}
\theta(t) & = \theta(t-1) + \frac{\alpha P_{t-1} \varphi(t)}{(\alpha + \varphi(t)^T P_{t-1} \varphi(t))} (y(t) - \varphi(t)^T \theta(t-1)) \\
P_t & = P_{t-1} - \frac{P_{t-1} \varphi(t) \varphi(t)^T P_{t-1}}{\alpha (\alpha + \varphi(t)^T P_{t-1} \varphi(t))}
\end{align*}
\] (59)

Here the parameter \(\alpha\) is termed the forget factor and usually assumes a value of .90 to .99. A significant challenge associated with this algorithm may occur when the system being identified reaches a steady-state (i.e. the regression vector becomes a constant).\(^9\) In such a case, the information matrix \(P_t\) will begin to grow rapidly. The result is increased sensitivity to noise and round off error (the matrix \(P_t\) will become quite ill-conditioned). The information matrix can, of course, be periodically reset in order to reduce this problem (i.e. when the trace of the matrix exceeds a set value it can be reset to its initialization value). Turning off the algorithm in periods of low excitation and when only small modeling errors are present further mitigates this phenomenon. Under the presence of persistent excitation, however, the information matrix is uniformly bounded and the algorithm is exponentially convergent.\(^9\)

B. Exponential Forgetting and Resetting

The exponential forgetting and resetting algorithm is presented in Equations 60.\(^{20}\) Here it is noted that this update law is of the form previously presented in Equation 38. We note that the parameters \(\alpha, \beta, \delta, \) and \(\lambda\) are all tunable constants. Additionally, it should be observed that the addition of the constant \(\beta\) is identical to a term that would appear in a Kalman filter interpretation of the RLS algorithm; this term alone is an oft-recommended modification.\(^7\) The additional \(\delta\) ensures that \(P_t\) is upper bounded. This incorporation of a term to ensure an upper bound for \(P_t\) will be revisited again in the Levenber-Marquadt approach. Finally, it should be noted that the term \(\alpha\) is not the forgetting factor of the previous section, but is instead a gain adjustment parameter that effectively reduces the parameter update of the traditional RLS algorithm.

\[
\begin{align*}
\theta(t) & = \theta(t-1) + \frac{\alpha P_{t-1} \varphi(t)}{(1+ \varphi(t)^T P_{t-1} \varphi(t))} (y(t) - \varphi(t)^T \theta(t-1)) \\
P_t & = P_{t-1} - \frac{\alpha P_{t-1} \varphi(t) \varphi(t)^T P_{t-1}}{\lambda (1+ \varphi(t)^T P_{t-1} \varphi(t))} + \beta \delta P_t^2
\end{align*}
\] (60)

C. Constant Trace

The constant trace algorithm is presented below in Equation 61.\(^9\) Here the trace of the information matrix is taken as a measure of the amount of information contained in \(P_t\). The algorithm thus enforces a constant on this metric.

\[
\begin{align*}
\theta(t) & = \theta(t-1) + \frac{P_{t-1} \varphi(t)}{(1+ \varphi(t)^T P_{t-1} \varphi(t))} (y(t) - \varphi(t)^T \theta(t-1)) \\
\tilde{P}_t & = P_{t-1} - \frac{P_{t-1} \varphi(t) \varphi(t)^T P_{t-1}}{(1+ \varphi(t)^T P_{t-1} \varphi(t))} \\
P_t & = \frac{k}{\text{tr} \left(P_t\right)} \tilde{P}_t
\end{align*}
\] (61)

D. Self-Tuning Variable Forgetting Factor

A self-tuning approach to selecting a forgetting factor was proposed in Reference 21. Here the errors associated with the model (Equation 19) estimate are used to derive an information measure for the algorithm. Qualitatively, when the model and the measured signal differ by only a small amount, the forgetting factor is close to unity. When

---
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the errors are large, the forgetting factor is automatically reduced to improve the systems sensitivity by forgetting old information.

\[ \theta(t) = \theta(t-1) + \frac{P_{t-1}\varphi(t)}{(1 + \varphi(t)^T P_{t-1}\varphi(t))} (y(t) - \varphi(t)^T \theta(t-1)) \]

\[ \alpha = 1 - \left(1 - \frac{\varphi(t)^T P_{t-1}\varphi(t)}{1 + \varphi(t)^T P_{t-1}\varphi(t)} \right) \frac{(y(t) - \varphi(t)^T \theta(t-1))^2}{\Sigma} \]

\[ P_t = \frac{P_{t-1} - P_{t-1}\varphi(t)\varphi(t)^T P_{t-1}}{\alpha(1 + \varphi(t)^T P_{t-1}\varphi(t))} \]

It should be noted that lower bounding the forget factor at a value of .6 is recommended by the original author of this algorithm (this lower bound is enforced in the following simulation results).

E. Directional Forgetting and Adaptive Directional Forgetting

The directional forgetting algorithm was developed on the idea of adjusting the forgetting in the direction of the incoming regressor vector. The algorithm is given below.

\[ \theta(t) = \theta(t-1) + \frac{P_{t-1}\varphi(t)}{(1 + \varphi(t)^T P_{t-1}\varphi(t))} (y(t) - \varphi(t)^T \theta(t-1)) \]

\[ P_t = P_{t-1} - \frac{P_{t-1}\varphi(t)\varphi(t)^T P_{t-1}}{\beta^{-1} + \varphi(t)^T P_{t-1}\varphi(t)} \]

\[ \beta(t) = \begin{cases} \alpha - \frac{1 - \alpha}{\varphi(t)^T P_{t-1}\varphi(t)} & \text{if } \varphi(t)^T P_{t-1}\varphi(t) > 0 \text{ else } \frac{1}{\alpha(1 + \varphi(t)^T P_{t-1}\varphi(t))} \end{cases} \]

The information matrix in this algorithm, with persistent excitation, is bounded from above.22 However, the positive definiteness of the information matrix cannot, in general, be guaranteed. As a result, the algorithm may lose its ability to track jumps changes in model parameters. However, Reference 22 offers a simple solution to this with the incorporation of an additional \( \delta \) term to the information matrix update equation (as in Equation 60). This ensures exponential convergence of the directional forgetting algorithm under persistent excitation.

A more complicated version of the directional forgetting algorithm, referred to here as the adaptive directional forgetting algorithm was proposed in Reference 23 and is given below. The justification for this approach is left to the original authors.
In implementation, if $\xi=0$, then the above update to the information matrix is ignored (i.e. $P_t=P_{t-1}$). The addition of numerous additional parameters is clear from Equation 64 and is a known limitation of this approach, i.e. the previously discussed numerical techniques for improving the learning quality are not obviously applicable.

F. Levenberg-Marquardt

The Levenberg-Marquardt Method upper bounds the information matrix by adding an additional term to the calculation of the information matrix’s inverse. This results in the following algorithm (the reader should refer to the matrix inverse lemma of Equation 44):

$$\theta(t) = \theta(t-1) + \frac{P_{t-1}' \varphi(t)}{(1+\xi(t))} (y(t) - \varphi(t)\theta(t-1))$$

$$P_t = P_{t-1} - \frac{P_{t-1}' \varphi(t)\varphi(t)' P_{t-1}}{\beta(t)^{-1} + \xi(t)}$$

$$\beta(t) = \frac{1 - \vartheta(t)}{\xi(t-1)}$$

$$\vartheta(t)^{-1} = 1 + (1+\rho)(\ln(1+\xi(t))) \left[ \frac{(y(t)+1)\eta(t)}{1+\xi(t)+\eta(t)} - 1 \right] \frac{\xi(t)}{1+\xi(t)}$$

$$\eta(t) = \frac{(y(t)-\varphi(t)\theta(t-1))^2}{\lambda(t)}$$

$$\vartheta(t) = \vartheta(t)(v(t-1)+1)$$

$$\lambda(t) = \vartheta(t) \left( \lambda(t-1) + \frac{(y(t)-\varphi(t)\theta(t-1))^2}{1+\xi(t)} \right)$$

Here, the obvious challenge is that a matrix inversion calculation must now be performed. Presented in Reference 24 is a technique for obviating this problem. This approach is, however, not clearly amenable to the decomposition techniques designed to improve numerical quality (section III.C).

G. Information-Dependent Data Forgetting

Proposed in Reference 25 is an approach that incorporates a penalty for large changes in the parameter estimates. The minimization criteria now becomes:

$$J = \sum_{i=1}^{n} (y(i) - \varphi(i)'\varphi(i)^T \theta(i))^2 \alpha^{n-i} + \lambda(n)\theta(n) - \theta(n-1)^2$$

Here $\alpha$ is the standard exponential forgetting factor and $\lambda$ is the penalty for parameter changes. The resulting recursive update laws are then derived as the following:

$$\theta(t) = \theta(t-1) + P_{t\varphi(i)}(y(t) - \varphi(t)^T \theta(t-1)) + \alpha \lambda(t-1) - \theta(t-2))$$

$$P_t^{-1} = \alpha P_{t-1}^{-1} + \varphi(t)\varphi(t)^T + \lambda(1-\alpha)I$$

As with the Levenberg-Marquardt technique we observe that the update law for the information matrix requires a matrix inversion. Techniques for reducing this inversion to the inversion of a 2X2 matrix are discussed in Reference 25 and are identical to the approaches used for the Levenberg-Marquardt approach. However, as with the Levenberg-
Marquardt algorithm, this structure does not appear amenable to the Potter’s Square Root algorithm or the Bierman U-D factorization. More specifically, the techniques of Reference 25 render the numerator of the standard information matrix update equation (Equation 29) a matrix quantity, as opposed to a scalar value. This fact invalidates the derivations of the standard Potter’s Square Root algorithm and the Bierman U-D factorization.

H. General Considerations
We have provided a brief survey of some well-known RLS modifications that will be considered for this work. In doing so, the challenge of using these algorithms should be highlighted: there is no rigorous tool for making design decisions for the tunable parameters. Rules-of-thumb have been developed for some of these approaches, but the design approach is lacking in sophistication. Additionally, there are a myriad of additional algorithms that have not been discussed as well as various combinations of techniques that are not explored here. Ultimately, the primary design drivers are the algorithms effectiveness, simplicity of implementation, ease of variable selection, and general numerical quality. These issues will be revisited at the conclusion of the subsequent section.

V. Results
Brief results are first presented here for the fundamental RLS algorithm and the seven aforementioned, well-known modifications. These results are presented for the general transport model (GTM) operating with a 20% loss to the left wing and a corresponding loss of the left aileron. Ultimately, from these results we conclude that the RLS modifications of section IV can all be tuned to produce very similar results.

A. Simulation Specifications
The results presented here are obtained using the FLTz (pronounced Flight Z) desktop flight simulator used at the NASA Ames Research Center. This flight simulator is a GNU C based software package that features a full non-linear, rigid-body aircraft model. This simulator is limited by the accuracy of the aerodynamic model used to define the aircraft, as well as an inability to model aeroservoelasticity effects and some auxiliary systems (such as the fuel system). For control studies on the GTM, however, the FLTz simulation environment is the most accurate tool currently available.

To simulate the aircraft, aerodynamic data for the undamaged aircraft is obtained from wind tunnel tests on a scaled model. For the damaged aircraft, Vortex Lattice code is used to estimate the aerodynamic derivatives for coefficient buildup. A damage event is then simulated as a step change in the aerodynamic model of the aircraft — i.e. the dynamics of the actual damage occurrence are effectively ignored. To evaluate the hybrid adaptive flight control architecture, we allow the controller to run for a period of steady-state flight, a failure is then injected, followed by a series of doublet maneuvers to help evaluate the systems ability to adapt to the new aircraft dynamics.

B. Baseline Performance
Presented here are results for the baseline dynamic inversion controller (with and without direct adaptation) performing a repeated pitch doublet maneuver. For these simulations, we initialized a nominal aircraft at 8000ft and an indicated airspeed of 300Kts (approximately .52 mach). A failure is then simulated as an instantaneous change in the aircraft dynamics at a time of 25 seconds. To ensure that the aircraft speed remained relatively constant, the aircraft was operated in the auto-throttle control mode (speed mode). Without the benefit of auto throttles, speed drops and the effectiveness of the remaining aileron is reduced to a point where the aircraft becomes uncontrollable (the remaining aileron saturates and can no longer control the aircraft). As a further note, the control system on the yaw channel is an attitude hold system designed to track commanded sideslip angles; the following results thus show roll, pitch, and sideslip tracking.

In general, we are here using brief studies to provide a baseline for qualitatively comparing the RLS algorithms.
From Figures 6 and 7 we see that the direct adaptation provides an improvement in the systems tracking quality. These results were obtained using a small gain for the direct adaptive control laws presented in Equation 9 ($\Gamma = 50.0$); higher gains do provide a greater improvement in the tracking quality with a corresponding increase in the adaptive control contribution to the control signal.

C. RLS Algorithm Results

The following figures present results for the hybrid adaptive control architecture using the RLS algorithms of section IV. The scenario considered is identical to that described in the previous section (V.B).
Figure 8. HAFC with Directional Forgetting Algorithm

Figure 9. HAFC with Exponential Forgetting and Resetting Algorithm
Figure 10. HAFC with Information-Dependent Data Forgetting Algorithm

Figure 11. HAFC with the Levenberg-Marquardt Algorithm
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Figure 12. HAFC with Self-Tuning Variable Forgetting Factor Algorithm

Figure 13. HAFC with Constant Trace Algorithm
In analyzing the above results, it is generally observed that the RLS algorithm, irrespective of the algorithm chosen, provided an improvement in the reference model tracking and a reduction in the direct adaptive control signal. Moreover, cross coupling between control axes was reduced. These results are summarized with the calculated RMS values presented below in Table 1.
Table 1. RMS values for Control Performance

<table>
<thead>
<tr>
<th>Controller</th>
<th>Roll</th>
<th>Pitch</th>
<th>Sideslip</th>
<th>Roll</th>
<th>Pitch</th>
<th>Sideslip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline-No Adaptation</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.7328</td>
<td>0.3287</td>
<td>0.5089</td>
</tr>
<tr>
<td>Baseline-Direct Adaptation</td>
<td>0.0174</td>
<td>0.0647</td>
<td>0.0286</td>
<td>0.7846</td>
<td>0.2521</td>
<td>0.2847</td>
</tr>
<tr>
<td>HAFC: Fundamental RLS</td>
<td>0.0010</td>
<td>0.0106</td>
<td>0.0110</td>
<td>0.4792</td>
<td>0.1079</td>
<td>0.1686</td>
</tr>
<tr>
<td>HAFC: RLS Exponential Forgetting</td>
<td>0.0005</td>
<td>0.0142</td>
<td>0.0101</td>
<td>0.4392</td>
<td>0.6982</td>
<td>0.1749</td>
</tr>
<tr>
<td>HAFC: Exponential Forgetting and Resetting</td>
<td>0.0005</td>
<td>0.0027</td>
<td>0.0024</td>
<td>0.4924</td>
<td>0.0770</td>
<td>0.1058</td>
</tr>
<tr>
<td>HAFC: Constant Trace</td>
<td>0.0008</td>
<td>0.0109</td>
<td>0.0118</td>
<td>0.4763</td>
<td>0.0987</td>
<td>0.1629</td>
</tr>
<tr>
<td>HAFC: Self-Tuning Variable Forgetting Factor</td>
<td>0.0007</td>
<td>0.0230</td>
<td>0.0060</td>
<td>0.4579</td>
<td>0.1448</td>
<td>0.1836</td>
</tr>
<tr>
<td>HAFC: Adaptive Directional Forgetting</td>
<td>0.0006</td>
<td>0.0042</td>
<td>0.0028</td>
<td>0.5166</td>
<td>0.6616</td>
<td>0.1337</td>
</tr>
<tr>
<td>HAFC: Levenberg-Marquardt</td>
<td>0.0088</td>
<td>0.0317</td>
<td>0.0061</td>
<td>0.6956</td>
<td>0.2873</td>
<td>0.1398</td>
</tr>
<tr>
<td>HAFC: Information-Dependent Data Forgetting</td>
<td>0.0024</td>
<td>0.0304</td>
<td>0.0048</td>
<td>0.5811</td>
<td>0.1675</td>
<td>0.0973</td>
</tr>
</tbody>
</table>

To this point, the simulation has been somewhat idealized. The aircraft is simulated at a frequency of 100Hz and the control system is allowed to operate at 100 Hz. Moreover, the sensors provide perfect information. In the following results, we choose to pursue the exponential forgetting and resetting algorithm as it produced some of the better results from above. To improve the reality of the simulation, we incorporate random Gaussian noise into the sensor readings, reduce the control frequency to 25Hz, incorporate a time delay of .03 seconds in the control signal, and place a time delay of .02 seconds in the sensor readings. The results of this simulation are presented below.

For comparison, we present the baseline direct adaptive controller operating under identical conditions:
From Figure 16, we see that the system performance is degraded with respect to the original performance (Figure 9), but that the results are still quite good. As with the previous results, the hybrid architecture improves system tracking and reduces the direct adaptive control signal. An initial high-frequency transient is observed in Figure 16; however, experience has shown that tweaking the on/off thresholds and the initial value of the information matrix can eliminate these transients. Though an in-depth study of robustness to time-delay is beyond the scope of this paper, the results suggest that the measures discussed in this paper produce a control architecture that may not be overly sensitive to such delays.

VI. Conclusions

The results of this paper show that the hybrid adaptive flight control architecture can be very effective. In particular, the hybrid adaptive control architecture exhibits excellent tracking performance and a reduced dependency on the direct adaptive control signal. Moreover, with proper tuning, many of the well-known RLS modification schemes will produce comparable results. The challenge of this tuning process is, however, that there are no apparent rigorous tools for selecting the adjustable parameters or the thresholds used to shut down learning. For instance, selecting dead-zone and excitation thresholds too small or too larger can both be detrimental to performance. In the former, the system is subject to parameter burst, in the latter, the system will not have sufficient time to learn an adequate model of the dynamics. Moreover, many of the RLS algorithms that produce exceptional results introduce many more tunable parameters, this is particularly true for the adaptive directional forgetting algorithm and the exponential forgetting and resetting algorithm. Simpler algorithms, such as the constant trace algorithm, are then much more appealing for their simplicity and their compatibility with existing numerical techniques.
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