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Abstract

A particular failing of Reynolds-averaged Navier-Stokes separated turbulent flow computations is addressed within the context of a \( k-\omega \) two-equation turbulence model. The failing is the tendency for turbulence models to under-predict turbulent shear stress in the shear layers of some separation bubbles, yielding late boundary layer reattachment and recovery. Inspired by unpublished work of Volker, Langtry, and Menter, the author undertook an independent investigation in an attempt to improve the ability of the Menter shear stress transport (SST) model to predict flowfield characteristics in and downstream of separation bubbles. The fix is an ad hoc term that is a function of the local ratio of turbulent production to dissipation; it is used to multiply the \( \omega \)-destruction term, increasing eddy viscosity in separated regions. With this fix, several flowfields are investigated. Results show that, although the “separation fix” can provide dramatic improvement in some cases, it is not consistently good for all flows. Thus, although it may prove helpful in many situations in its current form, this model may benefit from further refinements, including better sensitization to the energetics of turbulence in the separated region.

1 Introduction

It is well-established that Reynolds-averaged Navier-Stokes (RANS) turbulence models often do a poor job representing separation bubble physics, especially downstream reattachment and recovery. A very-well documented case is the 2-D hump model (see, e.g., Rumsey [1]). Another well-known case is flow over a hill [2]. Although many modern models can adequately predict the onset of smooth-body separation, in the shear layer region of separated bubbles the eddy viscosity can be under-predicted. This under-prediction results in too little mixing in the separated region, and consequently a delay in reattachment and flow recovery.

It has also been noted that some models (notably \( k-\varepsilon \) variants) are often unable to predict the onset of smooth-body separation correctly (e.g., Wilcox [3], Rumsey [2]). By predicting the onset of separation too late, these models tend to predict shorter bubble size. Sometimes, the shorter bubbles coincidentally agree better with experiment, but this is for the wrong reasons. Turbulent shear stress levels within the bubble are still often under-predicted by \( k-\varepsilon \) models; the only reason why the bubble is shorter is because of its (incorrect) delayed separation.

As discussed in Rumsey [1], large eddy simulation (LES) methods, as well as some hybrid RANS-LES methods, have demonstrated dramatic improvement compared to RANS for separated flows. This improvement is due to the fact that in the separation bubble, the large eddies are resolved in space and time. By capturing the turbulent eddy motion, the separated flow physics are better represented. Of course, this improvement comes at a great cost, because LES and RANS-LES computations are necessarily 3-D and time-accurate on
highly resolved grids.

It seems reasonable to assume that RANS models could be improved to better approximate separated flow physics. After all, in attached turbulent boundary layers, RANS (with an eddy viscosity model) is doing no more than approximating the average effects of random turbulent eddies through the action of a mean local eddy viscosity. Currently, turbulence models are under-estimating the average effects of the larger (and more energetic) eddies that are present in reality in separated bubble shear layers. Perhaps it is reasonable to attempt to improve this modeling through increased eddy viscosity inside the bubble. This idea was briefly explored in a simple numerical test in Rumsey [4] and was found to be viable. If successful, improved RANS modeling would offer a far less expensive alternative to LES and RANS-LES time-dependent simulations, particularly for nominally two-dimensional configurations.

The current paper explores an idea suggested to the author.\textsuperscript{1} It is based on unpublished work by Volker, Langtry, and Menter. However, other than the idea to make use of the ratio of local turbulence production over dissipation to trigger an increase in eddy viscosity, the fix and its implementation are original. The unpublished method of Volker, Langtry, and Menter is proprietary (it is implemented in a commercial CFD code), and its details are unknown to the author. The current method described in this paper should be thought of as a complementary exploration of a possible technique to improve the predictive behavior of \( k-\omega \) models for separated flows. Further improvements are certainly possible. Using steady-state RANS, the two-equation Menter shear stress transport (SST) model is employed as the vehicle for testing the technique, although the fix should be equally applicable to any \( k-\omega \) model.

The paper is organized as follows. First, the standard SST model is described, followed by details concerning the separation fix. A brief overview of the CFD code’s numerics is then given. For results, the following separated cases are computed: hill, backstep, diffuser, hump (without and with flow control), and axisymmetric bump. Finally, conclusions are drawn.

2 The Two-Equation Turbulence Model

2.1 Menter \( k-\omega \) SST Model

The two-equation SST model of Menter [5] can be written as:

\[
\frac{Dk}{Dt} = \frac{P}{\rho} - \beta^* \omega k + \frac{\partial}{\partial x_j} \left[ (\nu + \sigma_k \nu_k) \frac{\partial k}{\partial x_j} \right]
\]

\[
\frac{D\omega}{Dt} = \frac{\gamma}{\mu_\omega} P - F_{sf} \beta \omega^2 + \frac{\partial}{\partial x_j} \left[ (\nu + \sigma_\omega \nu_k) \frac{\partial \omega}{\partial x_j} \right] + 2(1 - F_1) \frac{\sigma_\omega^2}{\omega} \frac{\partial k}{\partial x_j} \frac{\partial \omega}{\partial x_j}
\]

where in the standard SST model the new separation fix parameter \( F_{sf} \equiv 1 \). Details concerning \( F_{sf} \) will be given below. The eddy viscosity is given by:

\textsuperscript{1}Menter, F., private communication, 2009.
\[
\mu_t = \rho \frac{a_1 k}{\max(a_1 \omega, \Omega F_2)}
\]  
(3)

where \(a_1 = 0.31\), \(\Omega\) is the magnitude of vorticity, and \(F_1\) and \(F_2\) are blending functions (given below). Furthermore, \(\nu = \mu/\rho\) and \(\nu_t = \mu_t/\rho\).

The production term \(P\) is given by

\[
P = -\tau_{ij} \frac{\partial u_i}{\partial x_j}
\]  
(4)

where

\[
\tau_{ij} = \rho \bar{u}_i \bar{u}_j = -2\mu_t \left( S_{ij} - \frac{1}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \right) + \frac{2}{3} \rho k \delta_{ij}
\]  
(5)

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)
\]  
(6)

Note that the definition for \(\tau_{ij}\) varies in the literature: sometimes it is defined with the opposite sign, and sometimes it is defined without the density. The definition does not matter as long as the production term is defined appropriately in Eq. (4), with \(+2\mu_t S_{ij} (\partial u_i / \partial x_j)\) as the leading term in \(P\). In Eq. (5), the \((-1/3)(\partial u_k / \partial x_k) \delta_{ij}\) term and the \((2/3)\rho k \delta_{ij}\) term are often ignored for low-speed flows (the former term makes the strain rate tensor traceless in 3-D flows).

In an often-used variant of the \(k-\omega\) model, the production term is simplified by an approximation that makes use of the local magnitude of vorticity \(\Omega\):

\[
P = \mu_t \Omega^2 - \frac{2}{3} \rho k \delta_{ij} \frac{\partial u_i}{\partial x_j}
\]  
(7)

This vorticity source term is often a good approximation of the exact source term in boundary layer flows [6], and its use can avoid some numerical difficulties associated with the use of the exact source term. It is used for all results in this paper. Again, it is often common to ignore the \((2/3)\rho k \delta_{ij}\) term in the production source of Eq. (7) for many low-speed applications.

The “shear stress transport” (SST) part of the model is based on Bradshaw’s hypothesis [7] that the principal shear stress is proportional to \(k\), via:

\[
\tau_{12} = -\rho a_1 k.
\]

From Eq. (5), the primary term in eddy viscosity models is:

\[
\tau_{12} = -2\mu_t S_{12}.
\]

In adverse pressure gradient boundary layer flows, the standard method often leads to too much eddy viscosity (an over-prediction of \(\tau_{12}\)), inhibiting or delaying separation. In these situations, it is better for the model to choose \(\tau_{12}\) based on Bradshaw’s hypothesis. Using:

\[
\rho a_1 k = 2\mu_t S_{12}
\]  
(8)

we find how to set the eddy viscosity in order to recover values corresponding with Bradshaw’s hypothesis:
\[ \mu_t = \frac{\rho a_1 k}{2S_{12}} \approx \frac{\rho a_1 k}{\Omega} \]  

(9)

Functionally, Eq. (3) chooses the minimum eddy viscosity between the standard one and that dictated by Bradshaw’s hypothesis limited to within the boundary layer region.

In the SST model, there are two sets of coefficients that are combined using a blending function. The constants for set 1 are \( \beta_1^* = 0.09 \), \( \sigma_{k1} = 0.85 \), \( \beta_1 = 0.075 \), \( \sigma_{\omega 1} = 0.5 \), and \( \gamma_1 = \beta_1 / \beta_1^* - \sigma_{\omega 1} k^2 / \sqrt{\beta_1^*} \approx 0.55317 \). The constants for set 2 are \( \beta_2^* = 0.09 \), \( \sigma_{k2} = 1.0 \), \( \beta_2 = 0.0828 \), \( \sigma_{\omega 2} = 0.856 \), and \( \gamma_2 = \beta_2 / \beta_2^* - \sigma_{\omega 2} k^2 / \sqrt{\beta_2^*} \approx 0.44035 \). The constant \( \kappa \) is defined as \( \kappa = 0.41 \). Set 1 and set 2 are blended via:

\[ \phi = F_1 \phi_1 + (1 - F_1) \phi_2 \]  

(10)

and

\[ F_1 = \tanh(\arg_1^4) \]  

(11)

\[ \arg_1 = \min \left[ \max \left( \frac{\sqrt{k}}{0.09 \omega d}; \frac{d^2 \omega}{d x^2} \right); \frac{4 \rho \sigma_{\omega 2} k}{C_{D_{k\omega}} d^2} \right] \]  

(12)

\[ C_{D_{k\omega}} = \max \left( 2 \rho \sigma_{\omega 2} \frac{1}{\Omega} \frac{\partial k}{\partial x}; \frac{\partial \omega}{\partial x}; \frac{10^{-20}}{1} \right) \]  

(13)

2.2 Description of the Separation Fix

The new separation fix parameter is defined as follows:

\[ F_{sf} = f_d \left\{ \min \left( 12, \max \left[ 1, \left( \frac{4 \rho}{\varepsilon} - 5 \right) \right] \right) \right\} + (1 - f_d) \]  

(16)

where

\[ f_d = 1 - \tanh \left( [8 r_d]^3 \right) \]  

(17)

\[ r_d = \frac{\mu_t + \mu}{\rho \kappa d^2 \sqrt{\frac{\partial u_1}{\partial x_j} \frac{\partial u_1}{\partial x_j}}} \]  

(18)

Within the context of the current \( k-\omega \) model, the production-to-dissipation ratio is obtained via:
\[
\frac{P}{\varepsilon} = \frac{\mu_4 \Omega^2}{0.09 \rho k \omega}
\]  

(19)

The rationale for the form of Eq. (16) is the following. Volker, Langtry, and Menter noted in their unpublished work that in separated shear layer regions where turbulent shear stress is under-predicted, the \( \frac{P}{\varepsilon} \) tends to be significantly larger than 1, and often as high as 3 – 4. In most boundary layers, wakes, jets, etc., \( \frac{P}{\varepsilon} < 1.5 \) or so. In the current work, a function was devised that remains 1 when \( \frac{P}{\varepsilon} < 1.5 \), and quickly increases (to a maximum of 12 when \( \frac{P}{\varepsilon} \geq 4.25 \)) for larger values. (This maximum of 12 was chosen merely to keep \( F_{sf} \) bounded. The fix is not believed to be particularly sensitive to this number, so long as it is not too small.) In order to minimize the impact of the function on the SST model’s previously-calibrated ability to compute attached boundary layers and separation points, the function is turned off inside boundary layers through the use of the \( f_d \) function from Spalart et al. [8]. This function is intended to be 1 in LES regions and 0 elsewhere. The SST’s \( F_1 \) blending function – used as \( (1 - F_1) \) in place of \( f_d \) in Eq. (16) – was also attempted in the beginning of this study, but it tended to be much less smoothly behaved (and hence numerically more problematic) than \( f_d \) in the separated shear layer region.

The model represented by Eq. (16) is not derived from rigorous physics, but rather represents an ad hoc fix based on the recognition that a specific local turbulent quantity \( \langle P/\varepsilon \rangle \) could be used to identify an area where larger eddy viscosity levels may be warranted. The choice of influencing the eddy viscosity by increasing the \( \omega \) destruction term was made based on success with similar implementation of a curvature correction fix [9, 10]. Other choices, such as increasing the \( k \) production term (done by Volker, Langtry, and Menter in their unpublished work) or increasing the eddy viscosity (Eq. (3)) directly were not attempted here. It should be noted that, because this model reduces \( \omega \) in the separated shear region, both \( F_1 \) and \( F_2 \) (Eqs. (11) and (14)) are typically affected when \( \frac{P}{\varepsilon} > 1.5 \), somewhat extending the area in which these blending functions equal 1 in the separated shear region.

3 Numerical Method

The computer code CFL3D [11] solves the three-dimensional, time-dependent, Reynolds averaged compressible Navier-Stokes equations with an upwind finite-volume formulation (it can also be exercised in two-dimensional mode of operation for 2-D cases). It can solve flows over multiple-zone grids that are connected in a one-to-one, patched, or overset manner, and can employ grid sequencing, multigrid, and local time stepping when accelerating convergence to steady state. Second-order accurate upwind-biased spatial differencing is used for the inviscid terms, and flux limiting is used to obtain smooth solutions in the vicinity of shock waves, when present. Viscous terms are centrally differenced with second-order accuracy. For very low Mach number flows, precondition-
ing [12] is used to insure convergence and accuracy of the solutions. The code can use either full Navier-Stokes (including all cross-derivative viscous terms) or thin-layer (for which cross-derivative viscous terms are neglected and viscous derivatives in specific coordinate directions can be ignored). For all results in this paper, full Navier-Stokes was employed.

The CFL3D code is advanced in time with an implicit approximate factorization method. The implicit derivatives are discretized as spatially first-order accurate, which results in block tridiagonal inversions for each sweep. However, for solutions that utilize Roe flux-difference splitting [13], the block tridiagonal inversions are further simplified using a diagonal algorithm with a spectral radius scaling of the viscous terms.

The turbulence models are solved uncoupled from the mean flow equations using implicit approximate factorization. Their advective terms are discretized using first-order accurate upwind differencing. In all cases presented in this paper, turbulence models were integrated all the way to the wall (no wall functions), and minimum \( y^+ \) levels in all grids were less than 1, even on the coarser grids.

For boundary conditions, the two-equation \( k-\omega \) turbulence model used the following. At solid walls, \( k_w = 0 \) and \( \omega_w = 60 \mu_w / (\rho_w \beta_1 d_1^2) \), where \( d_1 \) is the distance to the first cell center off the wall. In the freestream, \( k_\infty / (a_{ref}^2) = 9 \times 10^{-9} \) and \( \omega_\infty \mu_{ref} / (\rho_{ref} a_{ref}^2) = 1 \times 10^{-6} \), giving \( \mu_t,\infty / \mu_{ref} = 0.009 \).

4 Results

4.1 2-D Hill

The 2-D hill case was originally an experiment reported by Almeida et al. [14]. Jang et al. [15] modified the geometry and test conditions for their LES study, which subsequently served as a reference for a RANS workshop [16]. The Jang et al. LES results also serve as a reference for evaluating the RANS results here. The Mach number for the 2-D hill case was very low (M=0.001), so preconditioning was employed in CFL3D. The Reynolds number was 10,595 per hill height \( H \). At the upstream boundary, the velocity and turbulence levels were specified based on the LES data, and the pressure was extrapolated from the interior of the grid. At the downstream boundary the pressure was set to \( p/p_{ref} = 1 \), and all other quantities were extrapolated from the interior of the grid. Both bottom and top walls were no-slip adiabatic. Fig. 1 shows a picture of the grid, with every fourth gridpoint shown in both coordinate directions for clarity.

Results showing separation and reattachment location on the fine (737 × 193), medium (369 × 97), and coarse (185 × 49) grids using SST and SST including the “separation fix,” termed SST-sf, are shown in Fig. 2. As with all grid studies to be shown in this paper, the medium grid was made from every other point in each coordinate direction of the fine grid, and the coarse grid was every other point from the medium grid. Locations are plotted as a function of
\[ \sqrt{1/N} \] where \( N \) is the number of grid cells. For 2-D, \( \sqrt{1/N} \) is proportional to the average grid spacing, \( \Delta h \). Here, \( \Delta h \) is used rather than \( \Delta h^2 \) because the results of interest (separation and reattachment locations) converge in this case with close to first order accuracy, likely because of the use of first-order wall boundary conditions in CFL3D. The finer the grid, the closer \( \sqrt{1/N} \) approaches zero (infinite refinement). As described in Rumsey [2], many models that predict the separation location reasonably well (say, within 15 − 20%), including SST, predict too long a separation bubble compared to the LES reference (which agrees well with experiment). This is because the turbulence mixing is under-predicted inside the bubble. Here, SST-sf significantly improved the SST results compared to LES. Standard SST over-predicted the reattachment location by 63% on the fine grid, whereas SST-sf over-predicted by only 13%.

Contours of \( P/\varepsilon \), using Eq. (19) and the SST-sf model, are shown in Fig. 3. This figure illustrates how this particular quantity had levels significantly greater than 1.5 in the separated shear region. Fig. 4 shows the resulting contours of \( F_{sf} \) for the SST-sf solutions. The contours were identically 1 most places in the flowfield, and only exceeded 1 in the separated shear region. The increase in the eddy viscosity for the SST-sf model compared to SST in the separated region can be seen in Fig. 5. Note that the eddy viscosity is affected throughout the separated region, and not just in the thin layer where \( P/\varepsilon \) is high. Streamlines are shown in Fig. 6.

Profiles of velocity, nondimensionalized by upstream reference velocity \( U_{ref} \), are plotted at ten stations in Fig. 7. Both models performed well in the initial separation region, through \( x/H = 3 \), but beyond that the SST-sf model reattached and recovered quicker. Profiles of turbulent shear stress \( \left< u'v' \right> \) and turbulent kinetic energy \( (k) \), both nondimensionalized by \( U_{ref}^2 \), are plotted in Figs. 8 and 9, respectively. In these figures it is clearly seen that SST under-predicted \( \left< u'v' \right> \) and \( k \) peak magnitudes throughout the separated region. The SST-sf model agreed better with the LES results, although its peak levels were still severely under-predicted at \( x/H = 0.5 \) and 1.0. This under-prediction is at least in part due to the fact that the fix is switched off in near-wall regions via the \( f_d \) function to avoid affecting the already well-calibrated SST model inside boundary layers.

### 4.2 2-D Backstep

The 2-D backstep is a separated case for which the standard SST model already does a reasonably good job compared to experiments [5]. (The one-equation Spalart-Allmaras (SA) model [17] also does fairly well; see Rumsey and Thomas [18].) This agreement brings up two questions. First, why do RANS models like SST and SA perform reasonably well in terms of predicting reattachment location for this separated case, but not for others like the hill and hump? (As will be seen below, standard SST does not dramatically under-predict the magnitude of the peak turbulent shear stress for this backstep case.) Second, given that SST already gives fairly good predictions, will the SST-sf
model make them worse?

Experimental data for the backstep case are from Driver and Seegmiller [19]. This is a “classic” case, often used to test turbulence models. A step of height $H$ is in a tunnel with height $8H$ (9H after the step). The Mach number is 0.128 and Reynolds number based on step height is 37,573. In the original experiment, the top wall was set to different angles, but here only the straight wall case was computed.

Fig. 10 shows the grid used, which consisted of three zones ($97 \times 257$, $385 \times 257$, and $129 \times 257$), connected with a patched interface at the step and one-to-one downstream. Both bottom and top walls were no-slip adiabatic. At the outflow boundary, $p/p_{ref} = 1.00149$ and all other quantities were extrapolated from the interior. At the upstream boundary, the $u$-velocity profile was set to approximately match the reference boundary layer thickness and wall skin friction level. The $k$ and $\varepsilon$ values were specified in a way similar to that used by Monson et al. [20], as follows. In the near wall region ($y^+ < 4$), the values for $k$ were obtained from the expression $k^+ = 0.05(y^+)^2$. The peak $k$ was specified as $0.004U_{ref}^2$, and was assumed to be at $y^+ = 25$. The value of $\varepsilon$ was computed from $\varepsilon = C_{\mu}^{3/4}k^{3/2}/L_m$, with $L_m = \kappa y$ in the inner region and $L_m = 0.09\delta$ in the outer region. Then, $\omega$ was obtained from $\omega = \varepsilon/k$. Also at the upstream boundary, the density was specified at $\rho/\rho_{ref} = 1$, and the pressure was extrapolated from the interior of the grid.

Fig. 11 shows the grid refinement effect on reattachment locations for the backstep using both SST and SST-sf, compared to experiment. The fine grid had 155,648 total cells, medium had 38,912, and coarse had 9728. In this case, SST slightly over-predicted the reattachment location by about 2% on the fine grid, but SST-sf under-predicted it by almost 35%. Contours of $P/\varepsilon$ and $F_{sf}$ for the SST-sf solutions are shown for three different grid levels in Figs. 12 and 13, respectively. The $P/\varepsilon$ levels in the shear layer were greater than 4, consequently yielding $F_{sf}$ values well in excess of 1. Streamlines are shown in Fig. 14, and bottom wall skin friction coefficient is shown in Fig. 15.

Fig. 16 shows $u$-velocity profiles and Fig. 17 shows turbulent shear stress profiles at three locations downstream of the step. At $x/H = 1$ and 4, the SST model matched experimental velocity very well, but did not recover quickly enough at $x/H = 6$. SST-sf results were poor at the first two stations, but better downstream. However, this was no doubt because it reattached too early. The SST model also predicted peak $u'v'$ reasonably well, whereas SST-sf predicted too large a peak magnitude.

This test case suggests that, although SST-sf can improve the separated flow predictions for a particular case (e.g., the 2-D hill), the fix is not universal. For the backstep, although the SST-sf model performed as it was intended (augmenting the eddy viscosity in the separated shear region) the original SST model performed much better than SST-sf compared to experiment. In this case the peak nondimensional $u'v'$ magnitudes from experiment were less than half those in the 2-D hill case. Perhaps enhancement of turbulent mixing in the shear layers of separation bubbles is not universally needed for RANS models,
and there may be some physics in the flowfield that dictate whether or not enhancement is called for. Certainly, the current results suggest that $P/\varepsilon$ may not necessarily be the most appropriate indicator for it.

### 4.3 2-D Diffuser

The 2-D diffuser case is a one-sided diffuser that comes at the end of a fully-developed channel flow. The wall angle is $10^\circ$, and separation occurs on the sloped wall and then reattaches downstream. This experiment was performed by Obi et al. [21] and again later by Buice and Eaton [22]. Like the 2-D backstep, this is a configuration for which the standard SST model already does a reasonably good job, with the exception that separation is predicted somewhat early (see, e.g., Hirsch and Tartinville [23]). Some other modern RANS models also perform reasonably well. LES has also been very successful (see, e.g., Kaltenback et al. [24]).

The grid used was $865 \times 193$, shown (with every fourth point removed for clarity) in Fig. 18. The grid extended upstream to $x = -80$ and downstream to $x = 100$. The ramp itself ran from $x = 0$ to 20. The upstream channel height was $y = 1$ and downstream channel height was $y = 4.7$. There was wall curvature with radius $R = 9.7$ at the start and end of the ramp, as described in Buice and Eaton [22]. Reynolds number based on the upstream channel height was 20,000. The computations were performed using a reference Mach number of 0.2. At the inflow, total pressure and total temperature were set to $p_T / p_{ref} = 1.02828$ and $T_T / T_{ref} = 1.008$, respectively. At the outflow, $p / p_{ref} = 1.0$ and all other quantities were extrapolated from the interior. Top and bottom walls were adiabatic no-slip.

In this case, results using SST and SST-sf were essentially identical on all grid levels. This was because the $P/\varepsilon$ in the separated shear layer was less than 1.5, so the $F_{sf}$ parameter never became active (i.e., $F_{sf} = 1$ everywhere). A plot of $P/\varepsilon$ is shown in Fig. 19. Streamlines on the finest grid are shown in Fig. 20. Separation occurred on the ramp near $x = 2.5$, then reattached downstream near $x = 29.2$. The bottom wall skin friction coefficient is shown in Fig. 21 on the three different grid densities, compared to the experiment of Buice and Eaton [22]. It can be seen that the SST and SST-sf results separated early compared to experiment, but reattached at approximately the correct location. Reattachment locations differed by only about 1% on the medium grid compared to the fine grid.

Profiles of $u$-velocity are shown at six different stations in Fig. 22, compared to experiment. Here, velocities are nondimensionalized by upstream bulk velocity $U_{bulk}$, the average velocity in the upstream channel [22]. Generally, comparison was very good in and near the separated and reattachment region. However, downstream recovery was too slow, as indicated at $x = 33.87$. Although not shown, this slow recovery persisted downstream, as also noted in Hirsch and Tartinville [23]. Turbulent shear stress profiles are shown in Fig. 23. If anything, the SST and SST-sf over-predicted the peak levels in magnitude. Overall, however, results were in reasonable agreement with the experiment.
4.4 2-D Hump without and with Flow Control

The 2-D hump case, originally tested by Seifert and Pack [25], was subsequently retested by Greenblatt et al. [26, 27] for the CFDVAL2004 validation workshop [28]. This test has served as a reference case for dozens of CFD studies. It is particularly useful because the case clearly demonstrates the underprediction of eddy viscosity by RANS turbulence models in the separated shear layer region at the back end of the hump, leading to too little mixing and hence too late a reattachment downstream. Methods like LES that resolve the unsteady 3-D turbulent eddies in the separated region have been shown to do a much better job [1].

The Mach number was 0.1 and Reynolds number was 936,000. Two conditions are shown here: no flow control and steady suction. Boundary conditions were set as follows. At the floor and hump surfaces, as well as at the side walls inside the cavity, solid wall adiabatic boundary conditions were applied. At the front of the grid, which extended to $x/c = -6.39$, far-field Riemann-type boundary conditions were applied. This boundary condition is essentially a non-reflective freestream condition; the location $x/c = -6.39$ was chosen so that the naturally-developing fully-turbulent boundary layer in the computation reached the same thickness as the experimentally measured value of approximately $\delta/c = 0.073$ at the location $x/c = -2.14$. At the downstream boundary (at $x/c = 4.0$) the pressure was set at $p/p_{ref} = 0.99962$, and all other quantities were extrapolated from the interior of the domain. This back pressure was chosen to achieve approximately the correct inflow conditions for steady flow. The top tunnel wall was treated as an inviscid wall. Its shape was contoured to approximately account for the effects of side plate blockage [4]. At the bottom of the cavity, for no-flow-control an Euler (slip) boundary condition was applied, and for steady suction a constant $v$-velocity $\rho v = -0.001248\rho_{ref}a_{ref}$ was used, with density and pressure extrapolated from the interior of the domain. This latter boundary condition was chosen to achieve a suction rate equivalent to approximately $0.01518$ kg/s through a 23-inch-span slot.

Fig. 24 shows a picture of part of the grid, with every other gridpoint shown in both coordinate directions. The fine grid had 208,320 grid cells with 4 zones connected in a one-to-one fashion. Medium and coarse levels were created by taking every other point in each coordinate direction.

Computed separation and reattachment locations for no flow control on three different grid levels are shown in Fig. 25, as a function of $\sqrt{1/N}$. SST and SST-sf produced similar separation locations, but dramatically different reattachment locations. In this case, SST reattached too far downstream (11% in error from experiment on the finest grid), and SST-sf reattached too far upstream (5% in error on the finest grid). Streamlines are compared in Fig. 26, and confirm that the SST bubble was too big, while the SST-sf bubble was too small. For reference, the $p/\epsilon$ contours on the fine, medium, and coarse grids are shown in Fig. 27; corresponding $F_{sf}$ contours from the SST-sf solutions are shown in Fig. 28.

Surface pressure coefficient and skin friction coefficient are displayed in
Fig. 29 for no flow control. Three grids are plotted for SST-sf, but only the finest grid result is shown for SST, for clarity of comparison. Profiles of nondimensional $u$-velocity and $u'v'$ at four different span stations in and downstream of the separation bubble are plotted in Figs. 30 and 31, respectively. Again, only the fine grid SST result is displayed for clarity. Within the bubble itself, both SST and SST-sf produced similar velocity profiles, but SST-sf showed faster recovery and better agreement with velocity profiles downstream, at $x/c = 1.1$ and 1.3. SST-sf behaved as it was designed to, producing higher turbulent shear stress levels than SST downstream of separation, in better agreement with experimental levels.

Computed separation and reattachment locations for steady suction flow control are shown in Fig. 32. In this case, SST reattached 19% too far downstream on the fine grid, while SST-sf reattached in good agreement with experiment, only 4% too far downstream. Streamlines are shown in Fig. 33. Results using SST-sf were significantly better in comparison with experiment than SST. For reference, the $P/e$ contours on the fine, medium, and coarse grids are shown in Fig. 34, and corresponding $F_{sf}$ contours from the SST-sf solutions are shown in Fig. 35.

Fig. 36 shows surface pressure coefficient and skin friction coefficient for the suction case (note that $c_f$ was not measured in the experiment). Profiles of nondimensional $u$-velocity and $u'v'$ are given in Figs. 37 and 38, respectively. Results for SST-sf were generally much better than results for SST, although the SST-sf turbulent shear stress levels at $x/c = 0.8$ and 0.9 were still dramatically too low in magnitude compared to the experiment. This disagreement indicates that the current ad hoc fix in the SST equations is not adequately reflecting the physics. Apparently, the suction in the experiment induces much more turbulent mixing within the bubble compared to no flow control (peak experimental $u'v'$ magnitude at $x/c = 0.8$ is 0.04 in Fig. 38 compared to 0.02 in Fig. 31). But the models generated similar turbulence levels in both cases.

### 4.5 3-D Axisymmetric Bump

The 3-D axisymmetric bump case is a widely-used test case for shock-induced separated flow, followed by reattachment / recovery. The experiment was performed by Bachalo and Johnson [29]. Current 3-D results were computed on a fine $2 \times 721 \times 321$ grid, along with a medium and coarser level that used every other point in the latter two coordinate directions, successively. The two axisymmetric planes were separated by an angle of one degree. A picture of a portion of the grid is given in Fig. 39. The Mach number was 0.875, and Reynolds number was 2.66 million based on bump chordlength. The grid extended from about 3.2 chordlengths upstream to about 4.4 chordlengths downstream. The grid farfield extent was about 4 chordlengths above the bump. Boundary conditions were periodic (rotated through one degree) on the two axisymmetric planes, farfield Riemann-type upstream, downstream, and in the farfield, and no-slip adiabatic on the body.

Traditionally, this axisymmetric bump case is one for which the standard
SST model has been considered to perform reasonably well, although reattachment is slightly late and downstream recovery is somewhat too slow. However, the shock location, surface pressure coefficient, and bubble profiles are considered excellent [5].

When using SST-sf, results were essentially identical to the SST model. Plots of $P/\varepsilon$ in Fig. 40 show that, other than at the shock, levels did not greatly exceed 1.5 in the separated shear layer on the fine grid. As a result, the $F_{sf}$ levels, shown in Fig. 41, were very close to one (except at the shock). Even on the medium and coarse grids, for which $P/\varepsilon$ levels were somewhat higher in the shear layer, the $F_{sf}$ exceeded one only in a small area, and the levels were not very high. Streamlines are shown in Fig. 42 for the SST model on the fine grid. Results for SST-sf were identical.

Surface pressure coefficient and skin friction coefficient are shown in Fig. 43(a) and (b). Computed results were excellent compared with surface $c_p$. Profiles of velocity and turbulent shear stress are given in Figs. 44 and 45, respectively. Grid convergence was demonstrated in these figures, as well as fairly good agreement between CFD and experiment. The too-slow recovery downstream of reattachment (mentioned above) can be seen in the velocity plots downstream of $x/c = 1.125$. SST and SST-sf results for the fine grid were essentially identical.

5 Conclusions

This study was an exploration of a potential fix for $k$-$\omega$ two-equation models, to improve their predictive ability in separation bubble regions. The fix was based on an idea in unpublished work of Volker, Langtry, and Menter that $P/\varepsilon$ could be used as a trigger to recognize the shear layer of a separation bubble, where increased eddy viscosity might be desired for additional turbulent mixing. The unpublished work used a proprietary methodology, so in the current work a new methodology was “invented” in order to explore the idea independently. The idea was tried within the Menter SST model for a variety of different cases. When using the fix, the boundary layer region was shielded from its effects through the use of a blending function.

Overall, the ad hoc method behaved as expected. The trigger recognized separated shear layers, and a term multiplying the destruction term of the $\omega$-equation caused an increase in eddy viscosity throughout the separated region, reducing the separation bubble size and bringing about flow recovery earlier. The two exceptions to this behavior were the 2-D separated diffuser and the 3-D axisymmetric bump. Here, the $P/\varepsilon$ levels in the shear layer were too low to trigger the fix to any significant extent, and SST-sf results were essentially identical to SST. However, these two cases are considered to be ones for which SST already yields reasonably good predictions, so the fact that SST-sf produced the same results is encouraging.

As far as improving results compared to LES and experiment, the fix was clearly not universal. It yielded improved results for the 2-D hill and the 2-D
hump (both with no flow control and with steady suction), but it degraded the results for the 2-D backstep, for which SST already worked reasonably well.

An important question that arose out of this study is the following: why do many RANS models (like SST) predict the turbulent shear stress in some separation bubbles like the backstep well, yet severely under-predict this quantity in magnitude in other bubbles like the hill and hump? Presumably in the latter cases the turbulence in the bubble is more energetic. $\mathcal{P}/\varepsilon$ may not be an ideal discriminator for determining whether or not additional eddy viscosity is needed to improve the model.

The separation fix proposed in the current work represents a possible tool that could prove very useful in certain circumstances, but it is not recommended as a permanent model addition for all circumstances. The methodology is simple to understand and implement, easy to trigger on and off inside CFD codes, and yields grid-convergent behavior. Additional RANS work in this area should focus on finding and/or recalibrating the trigger mechanism to be more closely tied to the physics of different types of separation bubbles. If a single model could be devised to work well for all of the cases described here, it would represent a significant breakthrough for RANS turbulence modeling.
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Figure 1. $737 \times 193$ 2-D hill grid, with every fourth gridpoint shown.

Figure 2. Separation and reattachment locations for the 2-D hill.
Figure 3. Contours of $P/\varepsilon$ on three different grid sizes for the 2-D hill.
Figure 4. Contours of $F_{sf}$ on three different grid sizes for the 2-D hill; SST-sf model.
Figure 5. Contours of eddy viscosity ($\mu_t$) for the 2-D hill (fine grid); (a) SST, (b) SST-sf.
Figure 6. Streamlines for the 2-D hill (fine grid); (a) SST, (b) SST-sf.
Figure 7. 2-D hill velocity profiles (RANS results on fine grid).
Figure 8. 2-D hill turbulent shear stress profiles (RANS results on fine grid).
Figure 9. 2-D hill turbulent kinetic energy profiles (RANS results on fine grid).
Figure 10. 2-D backstep grid (3 zones: $97 \times 257$, $385 \times 257$, and $129 \times 257$), with every fourth gridpoint shown.

Figure 11. Reattachment locations for the 2-D backstep.
Figure 12. Contours of $P/\varepsilon$ on three different grid sizes for the 2-D backstep.
Figure 13. Contours of $F_{sf}$ on three different grid sizes for the 2-D backstep; SST-sf model.
Figure 14. Streamlines for the 2-D backstep (fine grid); (a) SST, (b) SST-sf.
Figure 15. Skin friction coefficient for the 2-D backstep along the bottom wall (fine grid).
Figure 16. Horizontal velocity profiles for the 2-D backstep (fine grid).
Figure 17. Turbulent shear stress profiles for the 2-D backstep (fine grid).
Figure 18. Portion of $865 \times 193$ 2-D diffuser grid, with every fourth gridpoint shown.

Figure 19. Contours of $\mathcal{P}/\varepsilon$ on the 2-D diffuser (fine grid).
Figure 20. Streamlines for the 2-D diffuser (fine grid); results are identical for both SST and SST-sf.

Figure 21. Skin friction coefficient for the 2-D diffuser along the bottom wall (results are identical for both SST and SST-sf).
Figure 22. Horizontal velocity profiles for the 2-D diffuser (fine grid).
Figure 23. Turbulent shear stress profiles for the 2-D diffuser (fine grid).
Figure 24. Portion of 2-D hump grid (4 zones: $793 \times 217$, $161 \times 121$, $65 \times 121$, $49 \times 217$), with every other gridpoint shown.

Figure 25. Separation and reattachment locations for the 2-D hump, no flow control.
Figure 26. Streamlines for the 2-D hump, no flow control (fine grid); (a) experiment, (b) SST, (c) SST-sf.
Figure 27. Contours of $P/\varepsilon$ on three different grid sizes for the 2-D hump, no flow control.
Figure 28. Contours of $F_{sf}$ on three different grid sizes for the 2-D hump, no flow control; SST-sf model.
Figure 29. 2-D hump no flow control results; (a) surface pressure coefficient, (b) surface skin friction coefficient.
Figure 30. Profiles of horizontal velocity component at four stations on the 2-D hump grid, no flow control.
Figure 31. Profiles of turbulent shear stress at four stations on the 2-D hump grid, no flow control.
Figure 32. Separation and reattachment locations for the 2-D hump, steady suction flow control.
Figure 33. Streamlines for the 2-D hump, steady suction flow control (fine grid); (a) experiment, (b) SST, (c) SST-sf.
Figure 34. Contours of $P/\varepsilon$ on three different grid sizes for the 2-D hump, steady suction flow control.
Figure 35. Contours of $F_{sf}$ on three different grid sizes for the 2-D hump, steady suction flow control; SST-sf model.
Figure 36. 2-D hump steady suction flow control results; (a) surface pressure coefficient, (b) surface skin friction coefficient.
Figure 37. Profiles of horizontal velocity component at four stations on the 2-D hump grid, steady suction flow control.
Figure 38. Profiles of turbulent shear stress at four stations on the 2-D hump grid, steady suction flow control.
Figure 39. Portion of $2 \times 721 \times 321$ axisymmetric bump grid, with every other gridpoint shown.
Figure 40. Contours of $P/\varepsilon$ on three different grid sizes for the axisymmetric bump.
Figure 41. Contours of $F_{sf}$ on three different grid sizes for the axisymmetric bump; SST-sf model.
Figure 42. Streamlines for the axisymmetric bump (fine grid), colored by pressure contours to show the position of the shock; results are identical for both SST and SST-sf.
Figure 43. Axisymmetric bump results; (a) surface pressure coefficient, (b) surface skin friction coefficient.
Figure 44. Profiles of horizontal velocity component at six stations on the axisymmetric bump.
Figure 45. Profiles of turbulent shear stress at six stations on the axisymmetric bump.
### Abstract

A particular failing of Reynolds-averaged Navier-Stokes separated turbulent flow computations is addressed within the context of a $k$-$\omega$ two-equation turbulence model. The failing is the tendency for turbulence models to under-predict turbulent shear stress in the shear layers of some separation bubbles, yielding late boundary layer reattachment and recovery. Inspired by unpublished work of Volker, Langtry, and Menter, the author undertook an independent investigation in an attempt to improve the ability of the Menter shear stress transport (SST) model to predict flowfield characteristics in and downstream of separation bubbles. The fix is an ad hoc term that is a function of the local ratio of turbulent production to dissipation; it is used to multiply the $\omega$-destruction term, increasing eddy viscosity in separated regions. With this fix, several flowfields are investigated. Results show that, although the “separation fix” can provide dramatic improvement in some cases, it is not consistently good for all flows. Thus, although it may prove helpful in many situations in its current form, this model may benefit from further refinements, including better sensitization to the energetics of turbulence in the separated region.
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