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1. Introduction

CSIRO, with support from NASA, has been developing an experimental structural health monitoring (SHM) concept demonstrator and test-bed system (CD) for the detection of high-velocity impacts, such as may occur due to the impact of a micrometeoroid on a space vehicle. The distinguishing feature of this system is that its architecture is based on a complex multi-agent system and its behaviours and responses are developed through self-organisation. It has no central controller. This approach endows the system with a high degree of robustness, adaptability and scalability. Appendix A contains a list of reports and publications that have arisen from this work, and which outline the background to it.

The test-bed has been built as a tool for research into sensor design, sensing strategies, communication protocols, and distributed processing using multi-agent systems. High-velocity impacts are simulated using short laser pulses and/or steel spheres fired using a light-gas gun. Repeatable low-velocity impacts are produced using a pendulum. The SHM system has been designed to be highly flexible: by replacing the sensors and their associated interface and data acquisition electronics, the system can be readily reconfigured for other applications.

The most recent formal report to NASA [1], in April 2004, described the development of the hardware and software of the basic CD system of embedded piezoelectric sensors and processing electronics distributed throughout the structure, along with some multi-agent algorithms to characterise impacts and subsequent damage. Further development of the basic system has since been carried out, but the main focus of the work reported here is the development of a robotic mobile agent, which can move over the outer surface of the CD skin as an independent agent of the self-organising system. This mobile agent can carry out sensing functions that the embedded agents cannot, and it is able to communicate with embedded agents of the CD structure in its vicinity. It is envisaged to be the forerunner of, eventually, a swarm of small robots that will cooperatively perform both inspection and repair functions.

Statement of Work and response

This report outlines work done under NASA Langley Research Center contract no. NNL05AI81P of 23rd September 2005. The Statement of Work requires the following.

“The aim of this project is to develop and critically examine concepts for integrated smart sensing and communication systems that could form the distributed sensing function of a smart vehicle. Such an integrated system may include components deployed for structural monitoring on an NDE agent.

Specific Requirements

Development of the sensing and intelligent decision-making capabilities of the Concept Demonstrator. The contractor shall:

• improve damage evaluation with active ultrasonics so that the impact energy is identified by the concept demonstrator.
• develop and implement a secondary communications modality (wireless) so the concept demonstrator is not solely dependant on wire communications.
● integrate a single mobile (robotic) agent into the concept demonstrator sensing and communication network, to a stage where the agent’s movement is determined cooperatively with the fixed cells.
● implement a self-organising diagnostic capability with the ability to deploy secondary sensing.
● complete second stage of self-organising diagnostic capability: to distinguish between system failures (e.g. failure of electronics, comms.) and two different impact types (fast particle, slow, heavy impact).”

While there has been some departure from the specific requirements of the SoW, the general requirements have been satisfied. Developments to the CD system that will be reported here are as follows.

1. Development of a mobile robotic agent and its integration into the CD sensing and communication network.
2. Development of ultrasonic communication channels between the robot and the embedded agents of the CD that are in the immediate vicinity of the robot. This preserves the principle of agents communicating directly only with their immediate neighbours.
3. Implementation and demonstration of a fully self-organising inspection and diagnostic system with the ability to deploy secondary sensing using the robotic agent to perform this sensing function.
4. Demonstration of a self-organising diagnostic capability that can distinguish between system failures and two different impact types.
5. Incorporation of a video damage inspection capability on the robot, and a wireless communication facility. These are not yet fully functional: the hardware has been constructed, and the software designed but not yet fully implemented.
6. An active ultrasonic capability for secondary sensing has not yet been deployed, although the hardware infrastructure to do so is largely in place: fixed ultrasonic transmitters have been installed on the embedded agents, and the robot has an ultrasonic transmitter. This has not yet been done because, for practical reasons, the skin of the structure is not yet being subjected to real damage.

Structure of report

The next section provides an overview of the development and operation of the CD system as a whole, and this is followed by more detailed reports of the two major components of the system, the fixed structure with its embedded agents, and the mobile robotic agent. The overview is provided first in order to set the context for the subsequent component descriptions.

These sections are followed by a short outline of modifications to the system visualiser, a summary of what has been achieved and an indication of the next steps in this development program. An appendix lists the publications and reports that represent the written output of this program since its inception in late 2001.
2. System Overview

2.1 Introduction

The purpose of this section is to provide a high-level overview of the self-organising SHM test-bed and concept demonstrator (CD) that is under development at CSIRO, and which is the subject of this report (see [2, 3] for some background to this work). Further details of the various hardware and software components will be given in subsequent sections.

The system architecture is that of the complex multi-agent system [4], in which each of the semi-autonomous sensing agents contains a suite of sensors to enable it to gather data related to the state of the structure (generally, but not necessarily, referring to the agent’s local region), a facility to perform some processing of this data, and the ability to communicate with neighbouring agents. These agents may also have the capability to perform active tasks (e.g. repair functions), or there may be other agents to perform these functions. Agents may be embedded in the structure, eventually being integrated into the materials, or may be mobile and free to roam regions of the structure.

The present CD system contains both embedded and mobile agents, and much of the recent work has been concentrated on integrating a single mobile robotic agent into the existing system of 192 embedded agents. The single robotic agent is the forerunner of a group of smaller robots capable of acting cooperatively to perform either sensing or repair tasks.

2.2 CD structure: embedded agents

The physical structure of the CD is a hexagonal prism with an aluminium skin (Figure 2.1). The skin consists of 48 aluminium panels (eight on each side of the hexagon), each of which contains four “cells”. Cells are the fundamental building blocks of the system: they are the electronic modules containing the sensing, processing and

![Figure 2.1: The hexagonal prism physical implementation of the test-bed, lying on its side with the end open to reveal the cellular internal structure of the electronics.](image-url)
communication electronics. Each cell is an agent of the distributed multi-agent system. It communicates with its four immediate neighbours. The terms “agent” and “cell” are used interchangeably throughout this report. Each cell occupies an area of ~100 mm x 100 mm of the skin, mounted on the inside of which are four piezoelectric polymer (PVDF, polyvinylidene fluoride) sensors to detect the acoustic waves that propagate through the skin as a result of an impact. A fifth piezoelectric element, in this case a PZT (lead zirconate titanate) ceramic, is located in the centre of the square formed by the four PVDF sensors. This may be used as a generator of elastic waves, for two purposes: to actively probe the skin for damage evaluation; and to transmit signals for direct ultrasonic communication with mobile agents.

### 2.3 Damage simulation and initial sensor-based diagnosis

The present function of the CD system is to detect impacts and diagnose the level of damage to its operation. The software system has been designed to distinguish between four possible types of damage: hard impacts resulting in damage to the panel (a critical impact, requiring rapid attention by the robot, or mobile agent), lesser impacts resulting in damage that does not need immediate repair (a non-critical impact), failure of the communications channels between cells, and failure of the electronics within a cell. In order to avoid real damage, and consequently costly repair to the panels, the impacts used did not cause damage, and impact-generated damage was simulated – after a high-energy impact a red marker was stuck to the panel at the site of the impact. For lesser impacts a green marker was used.

An initial diagnosis of impact severity was made from the sensor outputs of the impacted cell (agent): a general discussion of the approach to damage diagnosis based on self-organisation is given in [5]. In this case self-organising maps (Kohonen neural networks [6, 7]) have been implemented to classify impact severity, distinguishing critical impacts from non-critical impacts. A previous discussion of the application of SOMs to the analysis of impact data is given in [8]. Electronic and/or communication failures, which are detected when a cell loses some or all of its communication capability, are distinguished from critical impacts that have damaged the electronics by the absence of an impact recorded by a neighbouring cell.

### 2.4 Robotic mobile agent

The deployment of mobile agents on or within a structure has the potential to provide an efficient means of carrying out active functions to enhance the capability of the embedded SHM system. While the eventual aim is for a swarm of small robotic agents, at this stage only a single, relatively large robot has been implemented. A critical aspect of the operation of mobile agents is that they are components of the multi-agent system: they have no central controller; they communicate with neighbouring agents (fixed or mobile); and their behaviour is determined by self-organisation.

The robot (Figure 2.2) has two legs and can move about the external surface of the CD skin rather like an inch-worm. It attaches itself to the skin using suction cups in both feet and moves either by sequentially stretching out and contracting in a linear motion, or by detaching one foot and pivoting around the other. Initially the robot will carry two small video cameras, one on each foot, which will send images back to
the network for damage evaluation. Other sensors may be included, such as an active ultrasonic transducer that can interact with the piezoelectric receivers embedded in the skin for ultrasonic damage evaluation.

![Image]

Figure 2.2: The robot on a horizontal wooden bench.

The size of the robot is such that each foot occupies a significant fraction of the area monitored by a single embedded agent. Each step moves a foot to the region of a different agent, and the robot attempts to position the moving foot at the centre of the target agent. The robot navigates entirely by information it receives from embedded agents in the structure. The methods by which this motion and navigation are achieved will be outlined below, and discussed in more detail in subsequent sections.

### 2.5 Communications

The primary mode of communication between the robot and the underlying embedded agents is via the acoustic coupling provided by the aluminium skin of the CD structure. An ultrasonic transducer, described in more detail in Section 4, is mounted in each of the robot’s feet: when a foot is attached to the skin, two-way communication can take place between its transducer and the sensors of the agent in whose vicinity the foot is placed. At this stage, only three forms of communication take place: firstly there is dialogue that enables the robot to re-position its foot close to the centre of the square bounded by the four PVDF sensors of the embedded agent. This ensures that the robot’s next step will begin from a known position, and prevents cumulative stepping errors.

The second form of communication provides navigation information from the embedded agents, which enables the robot to decide in which direction to take its next step. The nature of this information will be described below, but essentially it allows
the robot to decide to move to sites with different levels of damage, or to a docking station for a battery re-charge (although this facility has not been implemented yet).

The third form of communication allows the robot to send its sensor data back to the CD system. Implementation of this is not yet complete, but it will utilise a wireless channel that can operate in parallel with the ultrasonic communications. Initially, the wireless receiver will be located in the visualiser computer, an external agent that displays the state of the system on a monitor, but later there will be a number of wireless transceivers on embedded agents around the structure.

2.6 Robot navigation

The requirement is for each embedded agent to contain information that will enable the robot, once it has placed its foot on the agent, to determine its next move. The method by which this is achieved in this case is based on a distributed dynamic programming algorithm employing a gradient field set by each impact cell [9]. A gradient is initiated by an impacted cell, and propagated successively to neighbouring cells. Figure 2.3 shows the gradient produced from two non-critical impacts, located in the black cells. The gradient value at each cell is indicated by the shade of green. White cells are those with which the robot cannot communicate. This may be due to electronic failure or, as is the case here, sensors have not yet been fitted.

Figure 2.3: An image of the gradient produced by two non-critical impacts that occurred at the black cells. The squares indicate the cells on the surface of the hexagonal prism test-bed. The gradient values are shown as shades of green, with a higher gradient being darker. The white cells are those with which the robot cannot communicate. Absent cells in the image are those that have been physically removed.

In addition, the gradient-based algorithm incorporates multiple fields to enable an optimal prioritisation to account for the relative importance of visiting severe impact sites rapidly versus the time saved by visiting nearby sites. A gradient field is also established to guide the robot back to its base, in the event that battery recharging is required. Dynamic modifications of the gradients occur when new impacts are recorded, or when inspections and/or repairs of impact sites are completed.

When the robot foot is placed on a cell, the robot receives the value of the gradient (or gradients for multiple fields) at that cell, and for the neighbouring cells, and from these it determines the direction of its next move. This decision is based on its
priorities (e.g. always go to docking station if battery charge is less than some threshold; otherwise, always go to the nearest high severity impact; if no high severity impact, go to nearest impact or follow steepest gradient).

This navigation decision by the robot is based purely on information obtained from the local agent. The gradients are a self-organised response to the detection of an impact by a local agent. Therefore, the robot movement is a self-organised response of the system of agents to the impact.

Initially, the function of the robot is to obtain additional sensor data that can be used for damage diagnosis, i.e. it is an active inspection/monitoring agent. The robot is fitted with a video camera on each foot to enable direct inspection of damage, but it could equally well be fitted with other sensors (e.g. for active ultrasonic inspection or eddy current sensing) as well as or instead of the video camera. Eventually the robot (or robots) could also perform repair functions. The ultimate vision for a system such as this is to have swarms of very small robotic agents that can work cooperatively to perform both inspection and repair tasks.
3. CD Embedded System Components: Hardware and Software

3.1 CD architecture and hardware

The physical structure of the test-bed is a hexagonal prism with an aluminium skin (Figure 3.1), with the prism ~ 1 m in height and ~ 1 m across the hexagonal cross-section. Mechanical, electronic and software aspects of the CD/test-bed are contained in our most recent report [1].

Figure 3.1: The hexagonal prism physical implementation of the test-bed, lying on its side with the end open to reveal the cellular internal structure of the electronics.

The initial goal of the test-bed is to detect and characterise impacts on the skin, and to form a diagnosis of the accumulated damage. The skin consists of 48 aluminium panels (eight on each side of the hexagon), each of which contains four “cells”. Cells are the fundamental building blocks of the system: they are the electronic modules containing the sensing, processing and communication electronics. Each cell is an agent of the distributed multi-agent system. It communicates with its four immediate neighbours.

Each cell occupies an area of ~100 mm x 100 mm of the skin, mounted on the inside of which are four piezoelectric polymer (PVDF) sensors to detect the acoustic waves that propagate through the skin as a result of an impact. Thus the complete test-bed contains 192 cells. One of the panels, and its four cells, is shown in Figure 3.2.

The cell electronics are constructed as two sub-modules, each 80 mm × 80 mm and mounted directly on top of each other as shown in Figure 3.2. One of the sub-modules, called the network application sub-module (NAS), contains the communications and processing hardware, while the data acquisition sub-module (DAS) contains the analogue electronics and digitisation hardware specific to the attached sensors. A benefit of this division is that the NAS is flexible enough for almost any SHM sensor network application, and only the DAS needs to be changed to accommodate the different sensors that may be required in different applications. Further details of the electronics can be found in [1, 10].
Figure 3.2: Aluminium panel containing four cells. Each cell consists of a data acquisition sub-module (DAS) below a network application sub-module (NAS). Each cell is connected to its four immediate neighbours, via the ribbon cables that can be seen in the photograph, to form a square network array.

3.2 Piezoelectric sensors

The layout of the array of sensors on panels of the Concept Demonstrator has been described in detail in previous reports [1]. The aluminium panels have dimensions 200 mm x 220 mm x 1 mm. Each panel has bonded to one side an array of transducers. This consists of sixteen PVDF discs (110 µm in thickness, 2.5 mm in diameter, coated on one side with silver ink, while the other side is bonded to the aluminium) and four PZT discs (0.5 mm in thickness, 2.5 mm in diameter, with fired-on silver electrodes on the two flat faces). These are bonded to the panels with Araldite 2015 epoxy in the arrangement shown in Figure 3.3.

In the fully populated Demonstrator there are 48 panels, and therefore 768 PVDF and 192 PZT transducers. A photograph of a panel is shown in Figure 3.4.

The size and positioning of the sensors has been discussed at length in previous reports. It is sufficient to say here that the sensor size was largely determined by three factors: the requirement early in the project of being able to determine the location of impacts by triangulation of pulse-echo signals with a precision of the order of a few millimetres, the necessity of having the PVDF sensors large enough to generate a measurable voltage, and yet small enough to avoid the effects of phase cancellation if the size of the sensor becomes large compared with the wavelength of the acoustic waves.

Bonding transducers consistently to an aluminium panel requires care – the layer of glue needs to be as thin as possible without compromising the strength of the bond, little or no excess adhesive around the circumference of the transducer is desirable, and the sensors must not be accidentally shorted electrically to the aluminium panel, as can sometimes happen with the thin PVDF sensors that are punched out of a large, coated sheet of PVDF. While this is largely a matter of practised skill, every sensor was checked prior to the attachment of the electronics to the panel.
Figure 3.3: Arrangement of sensors on aluminium panel.
A simple and practical method of checking PVDF sensor function and output was to strike the panel and monitor the sensors’ voltage output. For this purpose a jig was constructed (Figure 3.5), consisting of a U-shaped holder for the panel, a pendulum for striking the panel, and a set of electronics (on a board with spring-loaded pins to connect to the sensors as does the standard DAL board of the CD) to measure the voltages from each group of four PVDF sensors. The U-shaped holder was built in such a way as to allow the panel to be accurately positioned to have the pendulum strike at the centre of each cell (i.e. at the centre of each group of four PVDF sensors). While some variation in the output of these thin sensors is expected, this method easily identified poorly bonded sensors which could be removed and replaced with a new sensor. The PZT sensors were checked individually on a gain-phase analyser.
Originally the role of the PVDF transducers was simply to detect, characterise and locate impacts on the aluminium skin. Each group of four PVDF sensors in each cell would detect elastic waves resulting from an impact travelling through the aluminium plate, and use this information to determine the location and severity of the impact. This role has now been expanded: these transducers also act as the receivers of communication signals from the mobile robotic agent.

The PZT transducers were to fulfill a number of functions. They were to be used as transmitters to send ultrasonic waves through the panel for subsequent detection by the PVDF sensors before and after impacts on the panels. This allows firstly the calibration of the PVDF sensors (or at least a measurement of their sensitivity), and secondly the possible determination of the state of damage of the panel after the impact has occurred. They were also envisaged to be transducers for bi-directional ultrasonic communication through the panel, but because of a deficiency in the original design of the DAL boards (for which such communications were not anticipated) this central PZT is used only as the communications transmitter.

3.3 Modifications to the CD panels

The present incarnation of the mobile robotic agent attaches itself to the surface of the CD by two sets of suction feet. In order to have each foot reliably and firmly attached to the aluminium panels it was decided to modify the attachment fixtures that held the electronics in place. The round socket-head cap screws were replaced by flat self-clinching studs. This made the outside surface of the panels smooth and flat. While this proved adequate to maintain a vacuum sufficient to allow attachment of the robot, a further modification for better orientation of its feet was found to be required, which additionally ensured excellent attachment.

The robot uses two infrared rangefinders on each of its feet to correctly orient the feet for placement on the panel. While the servo motors align the feet approximately, a feedback loop using the rangefinders constantly makes fine adjustments to the foot’s orientation as it approaches the surface of a panel, and does so until the suction has taken full effect, at which time the rangefinders are turned off. The rangefinders also prove useful for preventing movement of the robot that may cause damage to its feet. The standard rolled finish of the aluminium panels proved to be a poor reflector for the rangefinders, and so several surface treatments for the panels were considered and tested. The easiest and most effective was simply to apply a matt white adhesive-backed plastic film, similar to the type of plastic used to cover books. With care, this could be applied without bubbles or any other surface imperfection. It was important, however, to allow the adhesive to cure fully before applying any de-bonding force, such as the robot’s suction feet. The adhesive does not reach full strength until a few hours after application. This plastic film did dampen the acoustic waves slightly, but there was still plenty of signal for triangulation and communication purposes. Another benefit of the film was to dampen reverberations in the panel. As communications between the robot and the CD relies on the transmission and reception of a continuous train of phase-shift-keyed tones, the reduction of reverberations in the panels allowed much cleaner signal transitions, and therefore error-free information transmission.
3.4 Impacts and simulated damage

As outlined in Section 2, the CD’s present function is to detect impacts and diagnose the level of damage to its operation. The software system has been designed to distinguish between hard impacts resulting in damage to the panel (a critical impact, requiring attention by the robot, or ‘mobile agent’), lesser impacts resulting in damage that does not need immediate repair (a non-critical impact), and electronics and/or communications failures not caused by an impact. Real damage was avoided, and impact-generated damage was simulated by different coloured markers stuck to the panel at the impact site: a hard impact was indicated by a red marker and a lesser impact by a green marker. This allowed the secondary inspection system (using the robot with a small video camera and simple frame-grabbing software to determine the colour of the marker and hence the ‘severity’ of the damage, described later) to locate and diagnose the damage for comparison with estimates made from the piezoelectric sensor data.

The ‘hard’ and ‘soft’ impacts could be applied by simply rapping the outside surface with a hard object, and just guessing the energy with which this was done. Alternatively, and much more usefully in the early stages of the project when some degree of calibrated impact was necessary for debugging the algorithms, hits of fixed (high or low) energy needed to be available. To do this the pendulum apparatus used to test the performance of all the PVDF sensors immediately after bonding to the panels and before the installation of electronics, was modified. Shown in Figure 3.6 this modified, hand-held version could be set to deliver any energy impact up to the highest potential (and hence kinetic) energy obtainable from the pendulum, repeatably and reliably. It was held against a panel (using its three felt-covered stand-offs), and the pendulum drawn back to the desired and repeatable height for striking the panel with the selected energy.

Following such an impact, the PVDF sensor data was used to estimate the position (using the triangulation method outlined in Report 5 [1]) and severity (using self-organised maps, as described in next sub-section) of the measured impact.

![Figure 3.6: Hand-held apparatus for delivering fixed energy impacts.](image-url)
3.5 Impact signals and sensor-based diagnosis: use of self-organised maps (SOMs)

A general discussion of the approach to damage diagnosis by self-organisation is given in [5]. In this case self-organising maps (Kohonen maps [6, 7]) have been implemented to classify impact severity, distinguishing critical impacts for which the skin has been ruptured, from non-critical impacts. A previous discussion of the application of SOMs to the analysis of impact data is given in [8]. Electronic failures, which are detected when a cell loses its communication capability, are distinguished from critical impacts that have damaged the electronics by the absence of an impact recorded by a neighbouring cell.

The aim of this signal-based diagnosis is to identify high- and low-severity impacts in different regions of a panel: specifically, whether an impact has occurred within the cell that has recorded the signals or within one of the other three cells of the panel. In general, a cell’s sensors will detect an impact that occurs anywhere on the panel on which the cell is located, but usually not if the impact occurs on another panel. The diagnosis should be able to unequivocally identify on which cell the impact occurred (even if that cell has been damaged to the extent that it can no longer communicate), an approximate position within that cell, and whether the impact was of high or low severity.

A self-organised map (SOM) [4, 5] is an unsupervised learning algorithm that projects high-dimensional sets of data, in this case time series of sensor data, onto a two-dimensional grid. The form of the projection is determined automatically from the data. Each node of the grid corresponds to a model $M_i$ that is represented by a vector (the model vector or codebook vector) that has the same dimension as each data vector. These vectors, and the models they represent, develop a stable pattern as training of the system progresses. The SOM algorithm ensures that similar vectors are located close to each other on the grid, leading to spatial self-organisation of the information in the grid.

Briefly, the SOM algorithm works as follows. The codebook vectors are initialized with random values. If $x = (x_1, x_2, \ldots, x_n)$ is a data vector (a vector formed from the time series of the digitised sensor output), the first task is to find the codebook vector to which $x$ is most similar. In cases like this, the closest vector (the ‘winner’) is defined as that with the minimum Euclidean distance from $x$. If the codebook vector on the $i$th node of the grid is $m_i = (m_{i1}, m_{i2}, \ldots, m_{in})$, this is defined as:

$$c = \arg \min \{ || x - m_i || \}$$

where the minimum is over $i$ values between 1 and N, the number of nodes of the grid.

When the winner ($m_c$) has been identified, codebook vectors in its immediate neighbourhood, including the winner itself, are up-dated to make them closer to $x$. This is the origin of the spatial organisation of the map. It is done by up-dating the codebook vectors as follows:

$$m_i(k+1) = m_i(k) + \eta(t) \cdot h_{ci}(t) \cdot (x(k) - m_i(k))$$
where \( k = 1, \ldots, K \) is the data vector index, \( h_c(t) \) is a neighbourhood function that defines the spatial region about \( m \), that will be modified – it may be a Gaussian or a square function, for example – and \( \eta(t) \) is a learning rate function that is used to reduce the rate of modification of the vectors with increasing number of learning iterations \( t \). At each iteration \( t \), there are \( K \) updates: one for each training vector \( x(k) \). The indices \( k \) and \( t \) indicate that the set of \( K \) training vectors is used for \( t = 1, \ldots, T \) training iterations (epochs). Commonly, the learning rate is reduced and the neighbourhood function is narrowed as the number of iterations increases.

Training of the self-organised maps (SOMs) was done on a single panel, using hard and soft impacts produced by the apparatus shown in Figure 3.6 at a number of locations within each of the four cells on the panel.

The initial aim was to use the SOM to identify the following four conditions:
- A soft impact occurred within the cell.
- A hard impact occurred within the cell.
- A soft impact occurred outside the cell.
- A hard impact occurred outside the cell.

If this diagnosis can be made for each cell on a panel that has suffered an impact, then the impacted cell can be identified unambiguously.

For a particular cell on the panel, 100 soft and 100 hard impacts at random positions within the area of the cell were sampled. These samples covered most of the cell’s area thoroughly, giving roughly 3 impacts per square cm within the cell. Further, for impacts outside the cell, 100 soft and 100 hard impacts were sampled from the areas of the 3 remaining cells.

An impact event is recognised when a sensor signal threshold is exceeded. The cell DAL board then acquires 256 samples from each of its four sensors. It cannot be assumed that any of the signals reflect an accurate time of arrival of the impact pulse, because of the use of a constant threshold. In order to reduce the memory requirement for each SOM, and to maximise the size of the SOM array that can be stored, the string length was reduced to 64 by 4-point sub-sampling of each 256-sample signal. A data input vector \( x(k) \) used for training the SOM consists of the 64-point data string from each of its four sensors in the relevant cell. This allowed a 10 x 10 SOM array to be stored in binary format in 50 kB of flash memory on each agent.

For the purpose of forming the data vectors the four sensors were ordered based on time of arrival of the signal, because the training set is taken for one particular orientation and the cells on the CD are not always in the same orientation. This makes the SOM orientation-independent, but at the expense of geometric information about the direction of position at which the impact occurred. This is an issue that can be re-examined later.

In order to improve the efficiency and effectiveness of the learning process, the 10 x 10 SOM was trained in an unconventional way. The 10 x 10 array was divided into four 5 x 5 arrays, with each of these smaller SOMs assigned to learning only one of the four conditions, listed above, that are to be identified. Each of the 5 x 5 blocks was then trained separately using the sub-set of the training signals that corresponded
to the particular block, e.g. the 5 x 5 block assigned to soft impacts within the sensing cell was trained using only the signals produced by soft impacts within the sensing cell. The boundaries of the 5 x 5 blocks were wrapped around (top to bottom, left to right) to provide continuity at the edges. The four 5 x 5 blocks were then assembled into a single 10 x 10 SOM array, as illustrated in Figure 3.7. While the conventional approach to SOM formation is purely unsupervised data-driven learning, the present approach may be considered to be adding an element of supervision to the learning process.

Training of each of the four 5 x 5 SOMs was controlled by the following parameters:

- Neighbourhood function $h_{ci}(t) = 1$, i.e. a constant over the 5 x 5 block, independent of location in the array and training iteration number. This was a simplifying assumption resulting from the small size of the blocks.
- The maximum number of training iterations (epochs) was $T = 2500$.
- The learning rate function $\eta(t)$, which is required to decrease with increasing training iteration number, was taken as:

$$\eta(t) = 0.10 \cdot e^{-t/T}$$

The trained vectors thus produced were stored as a SOM on each of the agents on the CD. When identifying the type of impact, the four smaller SOMs are evaluated as a single 10 x 10 SOM.

Figure 3.7: (Left) U-matrix visualisation of the four 5x5 SOMs as one 10x10 SOM. The U-matrix is a visualisation method that assigns a colour to a cell according to the (Euclidean) difference between adjacent codebook vectors. It is useful for identifying emergent clusters of similar vectors, but it is unlikely that identifiable clusters will appear in small SOMs such as these.

(Right) Structure of the 10 x 10 SOM in terms of the 5 x 5 blocks. The black area represents the learnt vectors for hard inside impacts, white for soft inside impacts, red for hard outside impacts and green for soft outside impacts.

In order to evaluate the accuracy with which signals can be identified with the resulting SOM, only half of the training signals were used to train the SOM and the other half were used to evaluate the accuracy of recall and precision. Several separate
runs showed a consistent accuracy of ~ 93 ± 1%, independent of the signal trigger threshold over a range from ~ 1.2% to ~ 3.6% of the maximum signal amplitude. Given that each impact is detected by four cells, the probability of an incorrect assignment of an impact location is very small.

For greater accuracy, the SOM on each agent could have been trained separately – this would have individualised the SOMs to take account of the inevitably different sensitivities of the sensors in different cells. Ultimately, it is expected that SOMs will learn on-line, so even if they are initially trained with a common data set, the subsequent learning will develop a set of individualised SOMs.

So far the SOM-based impact diagnoses have proved to be highly reliable, but tests to date have all been carried out using the same impact mechanism (i.e. the apparatus of Figure 3.6) with which they were trained. It remains to be seen whether the SOMs will retain this high accuracy with impacts of different origin but similar spectral characteristics.

3.6 Self-organised robot guidance: gradient field algorithms

There are two related methods by which navigation of the robot may be achieved, directed by self-organisation. Firstly, algorithms based on ant colony optimisation (ACO) [9, 11, 12] have been developed in earlier work to link sub-critical impact locations by a simulated pheromone trail and a dead reckoning scheme (DRS) that form a minimum spanning tree [9]. The decentralised ACO-DRS algorithm has low communication cost, is robust to information loss within any individual cells, and allows navigation around critically damaged regions in which communication capability has been lost. An example of a self-organised network connecting a number of sub-critical impact sites, which was produced by this algorithm, is shown in Figure 3.8.

An alternative scheme evaluated in [9] is a distributed dynamic programming algorithm, employing a gradient field (GF) set by each impact cell.

While the concept of the robot following the self-organised pheromone trails produced by ACO is appealing, there is a trade-off between the low communication cost of the ACO-DRS algorithm and a better quality of the minimum spanning tree approximation computed by the gradient-based algorithm [9]. The GF algorithm also ensures that each cell in the system has a valid gradient value: the ACO-DRS algorithm does not guarantee a pheromone value in every cell.

The approach that has been implemented is the gradient field (GF) algorithm. The basic principle of gradient propagation is very simple. All cells are initiated with a high value for the gradient. When a cell detects an impact, its gradient value is set to zero. At each time-step, each cell compares its gradient value with that of each of its neighbours. If a cell finds a neighbour with a gradient value lower than its own, it takes this value plus a pre-defined increment (say $\delta g$) as its new gradient value. This is repeated at subsequent time-steps until a stable gradient field is produced over the whole array of cells, i.e. the gradient produced by the impact propagates throughout the system of agents. It is independent of the number of neighbours each cell has, so
Figure 3.8: Computer simulation of a reconfigurable, self-organised impact network produced by the decentralised ACO-DRS algorithm. White cells are those that have received a sub-critical impact. Green cells are those that have a pheromone level greater than a threshold value, with lighter shades indicating a higher concentration. See Report 4 [13] for further details.

It is robust in the presence of failed cells. Multiple impacts produce a gradient field with multiple minima (see, for example, Figure 2.3), analogous to a topographic map of a surface with minima that correspond to impact sites.

If impact damage is repaired, or inspection shows that it can be ignored, the gradient field can be readily modified to reflect this change. This is achieved as follows. The previously impacted cell resets its impact flag, and then increases its gradient to a value that is a small increment greater than that of its neighbour with the lowest gradient value. All cells then check all their neighbours. If a cell has a gradient value lower than those of all its neighbours, and it hasn’t been impacted, its gradient value is incremented by $\delta g$. Repetition of this algorithm removes the minimum associated with the repaired cell. This action is analogous to one of several separated weights being removed from the surface of a trampoline.

To allow the robot to identify and respond to different classes of event, a gradient field could be set up with minima of varying depths corresponding to the severity/importance of each event. However, steps would have to be taken to avoid the complication of the robot being attracted to nearby minima in preference to more distant but perhaps more important minima. A simple solution to this problem is to model different classes of event on separate gradient fields, and set all minima on a single gradient field to be equally important (deep). The multiple classes of gradient field may all model different routes to their respective sites of importance. The robot may then respond to events in order of priority by exhausting one class of gradients before switching to a gradient class with lower priority, and so on.

This multiple gradient field solution has been implemented and currently the robot responds to four classes of gradient/event:
• High severity impacts, representing critical damage – perhaps penetrating impacts and/or cell destruction.
• Low severity impacts, representing non-critical damage – non-penetrating impacts and damage which does not affect system behaviour.
• Damage not caused by an impact, such as communications and/or electronic failure.
• Dock. Models the shortest route to the robot’s docking station for re-charging, downtime, etc.

The robot can adopt different criteria to prioritise the order in which it visits impact sites. A possible modification to the behaviour outlined above would be to allow the robot to visit sites of lesser importance if they are on or near the intended path to a site of greater importance.

The major benefits of this algorithm are its stability and its fast dynamic response. A mobile agent in the system may determine the direction of the shortest path to the nearest impact location through interrogation of the local cell group. This is analogous to a ball on a slope; the ball need not know where the bottom of the hill is to know which way to roll – simply knowing the gradient of its local piece of hill is sufficient. In the GF algorithm, the shortest distance to an impact location can be determined simply from the value of the gradient in a particular cell, since each cell increments the lowest gradient value of its group of neighbours by one unit, δg.

3.7 Communication with the robot: distinguishing impact and communications signals

Communication between an embedded agent (cell) and the robot utilises ultrasonic signals propagated through the aluminium skin of the cell. The robot transmits and receives ultrasonic signals using transducers mounted in the centre of each foot. Further details about the robot’s transducers and the communications sequences are given in the next section. The agent transmits via the PZT element in the centre of the cell, and receives signals through the same four PVDF elements that it uses for impact detection.

A communication is initiated when the robot places one of its feet on the region of skin monitored by agent A (say). In order to initiate a communication sequence, the robot then transmits a tone burst from the ultrasonic transducer in this foot, which consists of 5 cycles at a driving frequency of 400 kHz. This corresponds approximately to the lowest order radial mode of the robot transducer disc, and it excites the A0 guided mode of the aluminium skin. The agent A distinguishes this signal from that due to an impact on the basis of its spectral content.

A 5-cycle tone burst has a spectral width of ~ 20% of the centre frequency, and this will be increased by the spectral response of the transmitting and receiving transducers. Nevertheless, it is expected to have significantly different spectral characteristics than an impact-generated signal. At this stage the agents use a simple combination of the responses of two band-pass filters with different cut-off frequencies to distinguish impact from communications events, but more sophisticated processing could be readily implemented.
A communications sequence is completed when the agent $A$ receives a specific acknowledgement signal from the robot. The issue of an impact that occurs during a communications sequence has not yet been dealt with: at this stage it may result in a corrupted communications packet, but will not otherwise be recorded. This is not an urgent issue for the present system, since the robot foot would shield the cell during a communications sequence, though an impact might damage the robot. However, it raises potential issues of impact damage to the robot, and impact damage to the cell when much smaller robots are in use.

More details of the cell-robot communications are given in the next section.
4. The Mobile Robotic Agent

4.1 Development of the mobile agent

An important feature of the CD system is an ability to support mobile (robotic) agents that can roam the exterior surface of the test-bed, communicating with the fixed agents embedded in the underlying structure. The function and operation of such an agent will be described in this section, and it should be emphasised that it is not controlled centrally, but cooperatively with the network of fixed local agents with which it communicates.

It should also be emphasised that the system described here is no more than a test-bed, whose primary purpose is for investigation of the practicality of the self-organised complex system approach to damage diagnosis and response. Thus, details of the specific hardware implementation (such as the use of suction for the robot’s attachment, which is obviously inconsistent with a space-based application) are not considered to be important at this stage. While the present implementation of the robot is bulky and represents a single point of failure, the eventual aim is to develop a swarm of very small robots that can perform internal or external tasks cooperatively. The work described in this report represents a first step towards that ultimate goal.

Why is a robotic agent needed? When sensing impacts using passive sensors, the information received may be insufficient to characterise the damage, and where damage is detected it may need to be repaired. One approach to obtaining additional damage data, and to providing a crude repair capability, is the development of a mobile robot that can move around the outside skin (see Figure 4.1).

![Figure 4.1: The robot on a vertical face of the test-bed.](image)

The robot moves rather like an inch-worm, with its design based on an articulated box section with six degrees of freedom. The joints are driven by commercial model aircraft servos and have no position feedback to the controlling processor. The robot
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is equipped with six suction cups on each of its two feet, and a pneumatic system with a variable speed vacuum pump and electrically controlled valves that allow it to selectively attach and detach its feet to and from the surface. To allow the robot to find the surface and attach to it reliably there are two optical rangefinders on each foot that measure the distance to the surface and the angle of the surface. A lithium polymer battery supplies power to the robot for approximately 30 minutes of operation before recharging is necessary.

The robot attaches itself to the skin using suction cups in both feet and has two modes of locomotion. The first mode is very much like an inch-worm: to move forward the robot alternately stretches out and contracts whilst detaching and attaching its feet in sequence. The second mode requires the robot to detach one foot, pivot 180° around the other (attached) foot and then reattach the first. It can change direction by pivoting through any angle up to 360°. Initially the robot will carry two small video cameras, one on each foot (Figure 4.2), which will send images back to the network for further analysis. In the future other sensors may be included, such as an active ultrasonic transducer that can interact with the piezoelectric receivers embedded in the skin for ultrasonic damage evaluation.

Figure 4.2: Close-up of one foot of the robot, showing the inspection video camera (centre, foreground), and one of the optical range finders (right).

Figure 4.3: The ultrasonic transducer mounted in the centre of the robot foot.
The robot communicates with the fixed agents in the network using piezoceramic (PZT) ultrasonic transducers in both feet (Figure 4.3) to pass messages through the aluminium skin to the underlying cells. The development and performance of these transducers will be described below. The fixed agents receive messages via the four piezoelectric polymer sensors that are used for detecting impacts. A fifth transducer, in this case a piezoceramic, has been added at the centre of each cell for transmission of messages from the cell to the robot.

4.2 Ultrasonic sensor development

On each foot of the robot is mounted an ultrasonic transducer used for communicating with the cell on which it is placed, and for indicating to the cell its foot position. This transducer had several stages of development in order to achieve a small, robust and reliable high-output device. The first version of this device is described in detail below. Subsequent improvements, based on a similar method of construction, are then outlined.

The transducer’s active element originally consisted of a 2.5-mm diameter, 0.5-mm thick PZT ceramic disc, with fired-on silver electrodes on each flat face. One side of this disc is bonded with electrically conductive (silver-loaded) epoxy to a piece of copper cut to cover the whole of the face of the disc and provide an earth return path. To the other side of this copper sheet a wear plate of alumina (aluminium oxide) is bonded, protecting the transducer from abrasion from the aluminium skin of the CD. The back side of the PZT disc is the active electrode (Figure 4.4).

This assembly fits into a cylindrical Ertalyte (PETP, a tough, easily machineable thermoplastic polyester with very good dimensional stability) housing, resulting in a small, wear-resistant transducer with electrical leads ready to be connected to the nearby electronics (Figure 4.5).

This transducer housing is spring-loaded and inserted into a threaded rod, with two thumb-screws on the outside enabling the position of the transducer with respect to the foot-plate of the robot to be varied (Figure 4.6). This construction allows us to
Figure 4.6: Exploded view of transducer mounted in a spring-loaded fitting that allows the position of the transducer to be adjusted relative to the CD surface.

vary the force with which the transducer is pressed against the skin, maximizing the ultrasonic coupling, and minimizing wear. Note that the design aim was to use dry coupling, i.e. to couple this transducer to the aluminium skin without any fluid couplant. One of these transducers is shown in the centre of one of the robot’s feet (Figure 4.7).

Figure 4.7: Schematic of the major structural components of the robot showing the ultrasonic transducer attached to one of its feet.

For a number of reasons, including the need to supply more energy through its dry coupling to the panel, the robot transducer has now been developed using a 5-mm diameter, 2-mm thick PZT disc. This transducer has its lowest-order thickness resonance just under 1 MHz (at 960 kHz). The lowest-order radial resonance of the disc occurs at 460 kHz, and is reduced to ~ 400 kHz when bonded into the transducer housing.

The increased area of the PZT element drew attention to the importance of ensuring that its face sits flat on the aluminium surface. While the robot’s foot has been
designed to try to assist this – by the inclusion of stops between each of the (flexible) suction pads onto which the applied vacuum should draw the foot – gravity, slight differences in the suction force at each pad, and surface irregularities on the aluminium would all contribute to preventing this happening. Consequently, to ensure maximum coupling, a flexible head for the transducer has been developed using a ball-and-socket coupling mechanism supported by a silicone rubber boot bonded to both ends of the inter-connecting parts. This head has been designed to give an angular variation of at most $5^\circ$ in any direction with respect to the axis of the transducer (see Figure 4.8). Limiting this range is important to prevent any damage to the connections to the transducer’s electrodes: the ball-and-socket construction and the flexible boot are designed to achieve this. This has proved to be a simple, inexpensive, and highly effective method of ensuring good coupling between the transducer face and the aluminium.

![Figure 4.8: Robot transducer mounted on a flexible head.](image)

Further improvements such as gold plating the front electrode and down the side walls of the transducer holder to effect the ground connection to the electrode have removed the possibility of having the thin copper ribbon connection (which previously acted as the earth line) break through constant flexing during operation of this transducer in the robot’s foot.

### 4.3 Communication with the embedded agents

The 2.5-mm diameter, 0.5-mm thick PZT elements bonded to the inside of the aluminium panels are used as transmitters, both for communicating with the robot and, in principle, for active ultrasonic evaluation of damage. (A problem with the original design of the DAL boards prevents their use as ultrasonic receivers.) These elements have their lowest frequency resonance near 1 MHz, which is the fundamental radial mode of the disc. Their other major resonance is the first-order through-thickness resonance at about 4 MHz. In between these two are various higher order radial modes, but the separation of the first radial and through-thickness modes is sufficient to prevent significant mixing of these modes. The 1 MHz radial resonance, with a wavelength equal to the disc diameter (~ 2.5 mm), couples efficiently with the large in-plane component of the $A_0$ waveguide mode of the aluminium panel at this ($\lambda$, $f$) combination.
The electronics of the DAL board has low-pass filters on the receiver channels to attenuate any frequency components above 1.55 MHz. This is necessary because the analogue-to-digital converters on the Texas Instruments TMS320F2812 DSP chips are operated at a sampling frequency of 12.5 MHz (they have a maximum sampling rate of 16.666 MHz, but other constraints prevented operation at this rate). This allows each of the four channels (for each of the four PVDFs on each cell) to be sampled at 3.125 MHz, which means that the highest frequency that can be sampled without aliasing is about 1.56 MHz (the Nyquist frequency for this sampling rate).

For these reasons the A₀ guided mode of the aluminium panel at ~1 MHz, with a phase velocity of ~ 2.5 mm/µs and substantial in-plane and out-of-plane displacement components, was chosen as the communications channel.

The robot transducer has its lowest-order thickness resonance just under 1 MHz (at 960 kHz), and this couples well into the panel A₀ mode for communications. The lowest-order radial resonance of the robot’s transducer occurs at ~ 400 kHz. This resonance also couples efficiently into the A₀ plate mode, which has a lower phase velocity (~ 1.75 mm/µs) at this frequency, and has been used for generating the signals that initiate a communications sequence and which enable the position of the robot foot to be determined by triangulation (see below).

The sequence of events for a communication between the robot and an embedded cell/agent is described in the following table.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Embedded agent/cell action</th>
<th>Robot action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Agent awaits a detectable event.</td>
<td>Robot moves foot to cell location.</td>
</tr>
<tr>
<td>2</td>
<td>When robot foot is attached, the robot transmits a tone burst (5 cycles at 400 kHz) to initiate communications.</td>
<td>The robot switches its transducer electronics to receive mode, and waits to receive a packet of data.</td>
</tr>
<tr>
<td>3</td>
<td>The agent detects a signal and decides whether it is a tone burst or an impact (see Section 3). (If an impact, it proceeds to impact location and diagnosis).</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Agent performs a triangulation procedure to determine the position of the robot transducer relative to the four PVDF sensors, based on the differences in the times of arrival of the tone burst.</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>The agent transmits (using its central PZT transducer) a packet of data that contains: the coordinates of the robot transducer relative to the centre of the cell; and the gradient field values of the cell and of its connected neighbours.</td>
<td></td>
</tr>
</tbody>
</table>
The agent waits for an acknowledgement signal. If a packet is not received, it makes a small random move of the foot and tries again (2).

The robot sends an acknowledgement signal and, based on the data in the packet, decides on its next action. Alternatives are as follows. Reposition its foot on the cell if it sufficiently far off-centre that it cannot make the next step. Step to the next cell as indicated by what it determines to be the highest priority gradient field values. Cease stepping and manipulate the camera (or other sensors).

If acknowledgement received, go back to (1). If not, wait for a pre-set time (~0.5 s), then re-transmit packet (5). If acknowledgement still not received, go back to (1).

The times-of-arrival of the tone-burst signal at the agent’s four PVDF sensors, which are required for triangulation as outlined in (4) above, are calculated by cross-correlation with a binary 400 kHz tone-burst filter. The peaks in the cross-correlations give the arrival times at the sensors. Triangulation is then done using a look-up table, as described in Report 5 [1].

The ultrasonic communications signals employ a 937.5 kHz carrier signal introduced into the aluminium skin. When the robot is transmitting, the carrier is generated by the robot’s transducer and is received by the four PVDF impact sensors in the cell to which the relevant robot foot is attached. When the cell is transmitting, the carrier is generated by the cell’s centre PZT transducer and received by the robot’s transducer.

The carrier is Binary Phase Shift Key (BPSK) -modulated at a rate of 100 baud, which is slow enough to allow ultrasonic reflections within the panel to decay before the next symbol is sent. The effective data rate for the channel is approximately 80 bits/s, the reduced rate compared to the baud rate being due mainly to the synchronisation and checksum bits used.

4.4 Motion: stepping and navigation

The robot can move with six degrees of freedom: it can rotate each leg about a horizontal axis, and each foot has two independent rotations, one each about a horizontal axis and a vertical axis. The higher-level steps are defined in terms of these fundamental motions.
Because the robot has no global navigation capabilities and can only move from one cell to the next using dead-reckoning, large positional errors could rapidly accumulate as the robot moves over the surface. To avoid such positional errors, the underlying cell measures the robot’s foot position by triangulation, as described above, and reports it to the robot. The robot can then either physically correct the foot position, or take it into account in calculating the step required for the next move.

A complication with this method of positional feedback is that the cell and the robot must have a common knowledge of the orientation of the cell relative to other cells and the structure. One way to avoid this issue is to build the CD structure with all cells in a prescribed orientation. However, it can be argued that this solution is inconsistent with the concept of an adaptive, self-organising structure, and a more satisfactory solution involves the cells cooperatively determining their relative orientations. This is also necessary for algorithms such as ant colony optimisation.

Nevertheless, there is a need for the robot to have some basic knowledge about the structure, since it cannot be allowed to step on the gaps between panels, and it needs to know where the face edges of the prism are located in order to be able to step from one face to another. A robot with more computational power than the present one could, for example, use its video camera to resolve local issues such as these, but for the time being the robot has been given this basic knowledge of the cell layouts.

The robot’s navigation and functions will be determined cooperatively with the local agents embedded in the test-bed skin with which it is in contact. The robot will navigate around the surface of the test-bed using gradient field data available from the underlying cell to which it is attached at the time. This data is specific to the cell’s local neighbourhood, and does not contain any global information about the system. Further information about the gradient fields is contained in Section 3 above.

4.5 Manipulation of camera and image data transmission

It was hoped that by the time of this report the robot would be using its video cameras to image the “damage” (at this stage a red or green spot stuck to the skin at the impact location), but the implementation of this has not yet been completed. The concept is that when the robot arrives at the neighbourhood of a damaged cell, as indicated by minimum in the gradient field, instead of putting its foot down on the damaged cell it will hold it above the cell in an orientation such that the video camera (Figure 2) can be directed at the damage. A routine has been written to recognise the colour of the damage indicator spot from its video image.

In the initial implementation of this damage imaging capability the data will be sent via a 2.4 GHz wireless link to the system visualiser PC for analysis, but the longer-term aim is for the image data analysis to be carried out on the robot. Use of the visualiser for this function would give it an essential role in the operation of the system, which is not intended. It also creates a potential single point of failure. While at present the robot represents a single point of system failure, the intention is to eventually have multiple (and large numbers of) robots that may share the damage evaluation task.
5. The System Visualiser

As described in earlier reports (e.g. [1], Sections 5 and 7), the system visualiser is a computer that is used for initialising the multi-agent system and displaying the state of the system, but which plays no essential role in the operation of the system. It can be attached via a USB port at a number of points around the edge of the CD system (in principle it could be anywhere), and its function is to request state information from the embedded agents and display this information.

The visualisation function has now been extended to show the robot position, and this is illustrated in Figure 5.1. This information is not obtained from the robot itself, which in principle doesn’t need to know its absolute position on the structure, but from the agents with whom the robot is communicating. Thus, an observer doesn’t need to be able to see the robot to be able to monitor its activities. This principle can of course be extended to more than one robot.

![Visualiser screen (left), showing an animation of the robot in its actual position on the CD structure (right).](image)

Four new views of the Concept Demonstrator have been developed to display and debug the gradient algorithm. Each view uses a different colour and represents the value of the gradient field on a particular cell by the shade of colour (see Figure 2.3). Lighter shades represent higher gradient values, which are further away from impact locations. Cells that the robot cannot reach because they have no DAL board attached are displayed in white. By double-clicking on a cell in the display the numerical values of the cell’s gradients are displayed.
As was pointed out in the previous section, it is intended that, as an initial short-term measure, the visualiser will perform the role of analysing video image data from the robot to determine the severity of the damage. This is to be used to confirm (or otherwise) the damage diagnosis made by utilising impact data from the embedded piezoelectric sensors. The longer-term intention is for this analysis to be carried out by the robot (or robots).

This image analysis role is enabled by an image capture card with a 2.4 GHz wireless link to the video cameras on each foot of the robot. The images transmitted from the robot can be viewed in a new window that has been incorporated into the visualiser display. A Matlab routine that enables the colour of the “damage” indicator (as described in Section 3) to be identified has been compiled and added to the visualiser.

In the present simplified situation, identification of the colour of the damage indicator will provide an authoritative diagnosis of the damage that will supersede the tentative diagnosis made from data from the embedded piezoelectric sensors. However, the situation may not always be as clear cut as this. An optical image may underestimate internal structural damage within a material (e.g. in laminated composites), and the use of other sensor modalities for this secondary sensing may also give rise to ambiguities or uncertainties in some cases. In the longer term it will be desirable to make a diagnostic decision based on all of the available sensor data, possibly with the assistance of material or structural models. The use of data from multiple sensing modalities for damage diagnosis and prognosis will be the subject of future work.

In cases of suddenly occurring major damage, which will usually be the result of an external influence such as an impact, it may be necessary to initiate a response to an initial indicator (such as the sensing of the impact) without waiting for a subsequent detailed inspection and diagnosis. In such a perceived emergency situation a precautionary principle must clearly be adopted: rapid action should be taken first and a more detailed diagnosis made later.
6. Conclusions

This Report describes a significant advance in the capability of the CSIRO/NASA structural health monitoring concept demonstrator (CD). The main thrust of the work has been the development of a mobile robotic agent, and the hardware and software modifications and developments required to enable the demonstrator to operate as a single, self-organising, multi-agent system. This single-robot system is seen as the forerunner of a system in which larger numbers of small robots perform inspection and repair tasks cooperatively, by self-organisation.

While the goal of demonstrating self-organised damage diagnosis was not fully achieved in the time available, much of the work required for the final element – enabling the robot to point the video camera and transmit an image – has been either completed or planned. It is expected that this will be completed shortly. Nevertheless, what has been achieved is an important step. A demonstration video of the system operating will be made and forwarded to NASA.

The next steps in the development of the system are as follows.

- Completion of the present task of achieving camera operation and integration of diagnostic information.
- Adaptation of the system to incorporate a damage scenario of specific interest to NASA, namely monitoring the integrity of thermal protection tiles using a combination of acoustic emission and thermal evaluation. This work, which is being carried out in collaboration with NASA Dryden Flight Center, is now under way.
- Damage diagnosis based on data from multiple sensing modalities. This will be initially addressed through the work on thermal protection systems, but the development of a general framework for the use of multiple data sets for damage diagnosis is a significant problem.
- Expansion of the single-robot capability to accommodate multiple robots. There is a lot of current research interest in self-organised cooperating groups of robots for a wide range of applications in various environments.

While these are all substantial steps, the developments reported here represent an important advance and a sound base from which to make further progress.
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This report describes a significant advance in the capability of the CSIRO/NASA structural health monitoring Concept Demonstrator (CD). The main thrust of the work has been the development of a mobile robotic agent, and the hardware and software modifications and developments required to enable the demonstrator to operate as a single, self-organizing, multi-agent system. This single-robot system is seen as the forerunner of a system in which larger numbers of small robots perform inspection and repair tasks cooperatively, by self-organization. While the goal of demonstrating self-organized damage diagnosis was not fully achieved in the time available, much of the work required for the final element that enables the robot to point the video camera and transmit an image has been completed. A demonstration video of the CD and robotic systems operating will be made and forwarded to NASA.
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