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PREFACE

Selected papers from MODSIM World 2009 Conference & Expo are contained in this NASA
Conference Publication (CP). Managed by the Center for Public/Private Partnership (CP3),
MODSIM World is a unique multi-disciplinary international conference and exposition for
the exchange of modeling & simulation knowledge, research, and technology across
industry, government, and academia. MODSIM World 2009 was held in Virginia Beach,
VA, October 14-16, 2009, at the Virginia Beach Convention Center. The theme of the 2009
conference & expo was “21% Century Decision-Making: The Art of Modeling& Simulation”.
MODSIM World 2009 included pre-conference workshops, presentations, papers, working
group meetings, exhibits, and a K-20 student career outreach program.

The 79 papers submitted for presentation were peer-reviewed and 64 were accepted for
presentation. As a condition of acceptance, the first authors were responsible for securing/
obtaining all permissions associated with the general release and public availability of each
paper. To be included in the proceedings, first authors also agreed to grant NASA the right
to publish their papers. There are 53 papers in this NASA CP.

Progress in simulation-based engineering and science holds great promise for the
pervasive advancement of knowledge and understanding through discovery. As an
interdisciplinary activity, simulation-based engineering and science enables more accurate
design, development, and integration of complex engineering systems, sub-systems, and
individual components; improves the conduct and understanding of engineering and
science; provides more precise representation of operational environments; and improves
the predictive capabilities of system performance based on quantifiable margins and
uncertainties. Modeling and simulation-based engineering allow engineers and scientists to
model processes too costly or impossible to investigate in other ways. Tools such as
modeling and simulation represent new ways of doing science, along with experimentation
to test hypotheses. Modeling and simulation-based engineering science has become an
indispensible tool for investigating and resolving complex scientific and technological
problems in a multitude of disciplines. Simulation-based engineering and science is also
essential to the success of NASA's research, missions, and projects.

MODSIM World 2009 Conference & Expo was divided into six “standalone” tracks and
one “cross-cutting” track. The 53 papers are distributed (in this publication) according to
the following tracks: Defense & Homeland Security (7), Education & Training (4),
Engineering & Science (6), Health & Medicine (5), Human Dimensions (Factors) (14),
Serious Games (12), and Transportation & Logistics (6). There are two appendices in
this publication. Appendix A contains the names of the conference organizing
committee members and Appendix B includes the names of the individuals who chaired
and organized the technical tracks. MODSIM World 2010 Conference & Expo will be
held October 13-15, 2010, at the Hampton Roads Convention Center located in
Hampton, VA.
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Walking the walk/Talking the talk:
Mission Planning with Speech-Interactive Agents

Benjamin Bell'; Philip Short?; Stewart Webb?®
'CHI Systems, Inc; ?Ael Ltd
bbell@chisystems.com; phil.short@baesystems.com; stewart.webb@baesystems.com

Abstract. The application of simulation technology to mission planning and rehearsal has enabled
realistic overhead 2-D and immersive 3-D “fly-through” capabilities that can help better prepare tactical
teams for conducting missions in unfamiliar locales. For aircrews, detailed terrain data can offer a
preview of the relevant landmarks and hazards, and threat models can provide a comprehensive
glimpse of potential hot zones and safety corridors. A further extension of the utility of such planning
and rehearsal techniques would allow users to perform the radio communications planned for a
mission; that is, the air-ground coordination that is critical to the success of missions such as close air
support (CAS). Such practice opportunities, while valuable, are limited by the inescapable scarcity of
complete mission teams to gather in space and time during planning and rehearsal cycles. Moreoever,
using simulated comms with synthetic entities, despite the substantial training and cost benefits,
remains an elusive objective. In this paper we report on a solution to this gap that incorporates
“synthetic teammates” — intelligent software agents that can role-play entities in a mission scenario
and that can communicate in spoken language with users. We employ a fielded mission planning and
rehearsal tool so that our focus remains on the experimental objectives of the research rather than on
developing a testbed from scratch. Use of this planning tool also helps to validate the approach in an
operational system. The result is a demonstration of a mission rehearsal tool that allows aircrew users
to not only fly the mission but also practice the verbal communications with air control agencies and
tactical controllers on the ground. This work will be presented in a CAS mission planning example but
has broad applicability across weapons systems, missions and tactical force compositions.

1. MISSION PLANNING, REHEARSAL GAPS 2. POTENTIAL SOLUTIONS

Mission planning and mission rehearsal are
routinely performed using  sophisticated
automation and simulation technology. Planners,
commanders and their personnel are now able
to “fly-through” a mission, employing threat
models and advanced visualization tools that
can render accurate geospatial and terrain data.
Such realistic simulations help prepare tactical
teams for conducting missions in unfamiliar
locales. For instance, detailed terrain data can
prepare aircrew to recognize relevant landmarks
and hazards, and threat models can provide a
comprehensive glimpse of potential hot zones
and safety corridors.

There is one aspect of mission performance that
is critical to success which has remained beyond
the reach of even the most advanced mission
planning tools: verbal communication. Missions
such as close air support (CAS) depend heavily
on timely, succinct, correct and relevant spoken
dialogue between air and ground elements. Joint
Terminal Attack Controllers (JTACs) and CAS-
rated aircrew typically train on live ranges to
reach some criterial performance level. But once
deployed, practice opportunities are severely
limited by the inescapable scarcity of complete
mission teams to gather in space and time
during planning and rehearsal cycles.

Mission planning and rehearsal should allow
users to practice the radio communication along
with the other aspects of mission performance.
In CAS, for instance, the air-ground coordination
is critical to the success and safety of the
mission and should be represented in walk-
through/fly-through activities. Unfortunately this
is seldom the practice, due largely to the
separation in time and space of the respective
staffs in the air and ground elements planning
and rehearsing the mission.

In general there are two constructs for meeting
this gap: (1) use of live confederates as role-
players; and (2) software simulations of entities
in the scenario.

2.1 The “Wetware” Option

Option 1 is the use of live personnel and
requires no sophisticated technology. But there
are cost and access penalties incurred by the
use of live role-players:

1. When participants are drawn from the
trainee ranks their time is spent on providing
cues to keep the scenario moving rather
than on effective mission rehearsal;

2. When drawn from the instructor ranks, role-
playing interferes  with  performance



assessment, since instructors are called
upon to divide their attention between
evaluating mission success and role-play;

3. It creates  variabilty that makes
standardizing rehearsal difficult due to the
human element influencing events in each
scenario.

4. Costs arise from compensating, transporting

and lodging role-players at dedicated
facilities.

5. Availability is compromised because expert
role-players can be exceedingly difficult to
arrange, particularly for missions in new
areas of operation or that employ novel
tactics or recent equipment changes.

The consequence is that access to mission
planning and rehearsal is measured and
scheduled and conducted at specific facilities.

2.2 The Software Option

Option 2 is to employ software simulations of
entities in the scenario in lieu of live role-players.
We are exploring this option by introducing
intelligent, interactive agents into a mobile
mission planning package. We commenced this
investigation by defining the core capabilities
needed for synthetic teammates. To provide
interaction effectively for mission planning and
rehearsal, our analysis revealed that synthetic
teammates must possess the following
capabilities:

1. simultaneous execution of: taskwork (e.g.,
flying the aircraft, working the console);
teamwork (interacting with other members
of the team); and measurement (for
subsequent analysis and feedback );

2. interaction via spoken language (required
for rehearsing mission communications);

3. modulating behaviors to replicate various
error modes, to allow for varying the
proficiency of the synthetic team members
(important for playing out contingencies and
stress-testing the plan).

We expect that the above generic requirements
extend well beyond conventional computer-
generated forces (CGFs), semi-automated
forces (SAFs), and game-based artificial
intelligence, or “Al"s — largely scripted entities
with limited abilities to respond to events beyond
a predefined range of simple behaviors.
CGF/SAF technologies do have an important
role to play, but for our purposes they fall short
of addressing specific needs that remain unmet.
To meet these needs, we are employing

cognitive modeling using CHI Systems’
computational development tool, IGEN®, for
encapsulating human expertise and behavior in
synthetic agents (Zachary, LeMentec & Ryder,
1996). Sophisticated agents, such as those
which may be built using iIGEN, can provide
dialogue-capable synthetic teammates to reduce
reliance on human role-players and make
mission planning and rehearsal more
accessible, less costly, and more standardized.

2.3 Previous Work: On-Demand Team
Training

Mission planning and rehearsal each share a
simulation dimension with training, where this
technique has received the most attention. We
first integrated the cognitive modeling approach
with full speech interaction for a US Navy
program called Synthetic Cognition for
Operational Team Training (SCOTT) (Zachary,
et al, 2001). SCOTT is a simulation-based
practice and training environment in which a
single human crewmember of an E-2C tactical
crew can ftrain in cross-platform coordination
skills by interacting verbally with synthetic
teammates, both on and off the E-2C. More
recently, we developed Synthetic Teammates
for Realtime Anywhere Training and
Assessment (STRATA), a Close Air Support
(CAS) trainer built on the progress made under
SCOTT but using more sophisticated cognitive
modeling and more advanced speech
technologies (Bell, Johnston, Freeman & Rody,
2004). The emphasis in STRATA was to validate
“on-demand team training” by making the
instructor and the other CAS team members,
such as the Forward Air Controller, entirely
optional. Most recently, we developed the Virtual
Interactive Pattern Environment and
Radiocomms Simulator (VIPERS). VIPERS
offers users opportunities for guided practice
and feedback in radio communications skills and
decision making in a simulated pattern
environment (Bell, Ryder & Pratt, 2008). The
format of this practice is simulation-based
training with intelligent software agents
performing in both tutoring roles and synthetic
teammate roles, in a laptop-based portable
application for anytime/anywhere training.
Specifically, VIPERS provides three types of
speech-interactive entities: (1) a synthetic
instructor that provides coaching and feedback
during scenarios and makes assessments to be
used in a debrief; (2) a synthetic controller that
maintains knowledge of all aircraft in the pattern
and verbally responds to clearance requests and
issues directives to all aircraft in the pattern; and
(3) synthetic pilots/aircraft in the pattern
behaving appropriately and making radio calls.



3. CAS MISSION PLANNING &
REHEARSAL: AN EXPLORATORY STUDY

Work reported in this paper was aimed at
applying some of the capabiltes we had
developed in the training domain to explore
more realistic and more accessible mission
planning and rehearsal tools. Our focus was on
users in high OPTEMPO contexts, engaged in
missions requiring a great deal of teamwork. We
looked particularly at cases where teams are
distributed and where verbal communication
enjoys a key role in mission coordination,
selecting CAS for this study. To accelerate our
research, we employed a fielded mission
planning and rehearsal tool, so that we could
devote our attention to investigating the utility of
speech-interactive synthetic teammates rather
than on creating a suitable testbed. The tool we
employed is called the Combined Arms Gateway
Environment (CAGE).

3.1 Summary of CAGE

CAGE, developed by Ael, is a mission support
tool that enables operators to plan, rehearse and
then conduct platform specific or independent
missions under a wide variety of operational
conditions. The system can be configured to
support the operational needs of any given
operator or platform configuration. CAGE is
based on an open architecture JAVA framework.

CAGE allows planners to employ the rehearsal
capability to create routes, inspect and deconflict
airspace, view corridors and define threat cones.
Planners and mission personnel can view the
mission in 2-D (top-down) and 3-D. The 3-D
view provides dynamic lighting (sun, shade,
moonlight) to assess the tactical implications of
time of day and visibility effects (fog, haze,
cloudbase) to project the visibility under the
forecast weather conditions.

3.2 A Human-Centric Approach

Our analysis started with a human factors
integration approach by considering what
features would be required of a speech
interactive agent for training, planning and
rehearsal; and what the associated benefits
were. This was to ensure that the use of such
technology was driven by the needs of the
warfighter, rather being implemented as a
technology push simply for its own sake. This
analysis yielded four required characteristics of a
speech-interactive agents:

1.Real-time — includes element of time pressure
on decision making and actions;

2.Unpredictable — able to include unanticipated /
unexpected events;

3.Dynamic — able to respond to user actions;

4.Replicates the modality of real dialogue — user
must process information in same way (e.g.,
cannot simply read prompts from a screen).

We also identified the following anticipated
benefits:

-

.Reduced instructor input — elements of
automation mean that multiple users can train
or rehearse concurrently on multiple systems,
without the need for multiple instructors or
mission commanders.

2.Increased combat readiness — availability of
multiple, less costly systems reduces reliance
on expensive, scarce simulators;

3.Reduced flying / simulator hours — system
enables training that was previously only
possible in the ar or on a full mission
simulator;

4.Reduced cost - as a result all of the above.

3.3 Needs Analysis

A high-level needs analysis was performed for a
CAS scenario. This was a limited analysis, in
alignment with the exploratory nature of this
research, and so was focused specifically on
voice interaction. This entailed performing a
Hierarchical Task Analysis (HTA) for the
scenario, and reviewing each relevant step' to
identify:

- The objective for that step.

- How to gauge that the objective has been
achieved, i.e. the measure of effectiveness
(MoE);

- The required inputs for that step (what the
instructor has to include over and above the
synthetic agent component in order to
accomplish the step);

- The specific benefits that the synthetic agent
provides, which would not have been
achieved by other means (e.g. by displaying
the dialogue as text on a screen);

- What the technology must be able to do in
order to provide the required benefit.

! By 'relevant step' we mean those steps that involve the user
doing something, as the HTA also covers the actions of the Joint
Terminal Attack Controller (i.e. the actor being 'played’ by the
synthetic agent).



The results of the HTA were captured against
the following criteria (example outcomes shown
in parentheses):

e Task: (Look for described area and features).

* Obijective: (Rapidly and accurately identify
areas based on description of the visual
scene).

* MoE: (/dentify target within elapsed time
parameters).

e Required inputs: (A representation of the
visual scene that relates to the descriptions
being provided).

* Benefit: (Synthetic agent allows natural
interaction between user and JTAC, with
correct sensory input (auditory) and output
(speech)).

* Requirement for agent: (able to provide
descriptions that relate to the visual scene
provided).

3.4 Technical Approach

To bound the scope of our initial experiment, we
created a set of CAS scenarios, focusing on
dialogue between the pilot and JTAC, allowing
for alternative dialogue branches and error
correction. The complexity of the scenarios
determines the necessary sophistication of the
grammar, synthesized voice, and agent model.
For this exploratory effort, therefore, the
scenarios were limited to specific phases of a
representative CAS mission.

In order to efficiently introduce voice capabilities
to CAGE, a TCP socket-based network protocol
using XML-based messaging was employed to
enable communication between CAGE and our
existing speech-enhanced synthetic agent
framework. The XML schema was directly
derived from the High Level Architecture (HLA)
interactions used in some of our previous work
(e.g., Chapman, Ryder, Bell, Wischusen &
Benton, 2004). A network-based API was
chosen based on direct routine calls as this
approach involved minimal modification of the
existing systems, each of which was able to
retain its modes of operation, largely
independent of the others. CAGE is responsible
for loading the dialogue information (in the form
of an XML file) and sharing that information with
the agent framework as the scenario
progresses. Data is shared at a semantic level.
Position data, for instance, is shared to allow the
agent component to generate the appropriate
synthetic speech. CAGE determines the pace of
the exercise by sending the information at the
desired time intervals based on user responses
and progress through the mission.

The speech-enabled agent framework consists
of modules to synthesize and recognize speech,

an agent implementaton to respond
appropriately, and a messaging framework
called the Socket Executive to mediate

communication among the modules and with
CAGE over TCP (see Figure 1).

Figure 1: Architecture integrating CAGE, iGEN

We built an iGEN model to play the role of the
ground-based observer - the Joint Terminal
Attack Controller (JTAC) - and exported it to
XML. The speech dialogues from the scenarios
were divided into phrases spoken by the user
and those spoken by the synthetic teammate.
Speech synthesis was accomplished using the
Festival speech synthesis engine (Black &
Taylor, 1997) and Limited Domain Synthesis
(LDOM) (Black & Lenzo, 2000), which uses
phonemes derived from recordings to synthesize
speech. This approach provides speech that is
tactically realistic and based on concatenated
recordings of domain experts; but also
preserves the capability to dynamically generate
speech in real-time, voicing variables such as
coordinates, call signs and mission times.

One requirement of the LDOM approach is that
recorded samples be collected for any lexical
token in the vocabulary. This is a minimal
requirement since word pair, tuples and longer
phrases are permitted as well. We enhanced
realism by recording phrase variants similar to
those expected during mission planning and
rehearsal. By carefully examining the dialogues,
and constructing phrases covering the expected
vocabulary including all possible numerals, call-
signs, and directions, a corpus of phrases was
created and then recorded by a domain expert.
The recordings were volume normalized, broken
into phonemes, and indexed for use by the
Festival engine at runtime. Additional recordings
made to accommodate revisions to the
vocabulary were incorporated into the previous



corpus. Pauses were inserted into some of the
communications (e.g., reading coordinates) to
more realistically capture the manner in which
such phrases are spoken operationally.

The user-spoken dialogue was represented
semantically as a string identifier followed by any
variables (e.g., coordinates, directions) optional
words or phrases, and modifiers (such as “not").
These forms were coded into a Backus-Naur
Form (BNF) grammar for the speech recognition
engine. These semantic representations were
also encoded into the grammar so that when a
user-spoken phrase is recognized, the engine
would return not only a plain-text representation
but also the semantic frame with optional
parameters included. This enabled the agent to
more easily understand the recognized speech.

The socket executive uses a publish-subscribe
mechanism to distribute information among the
synthetic teammates, and constructs XML
messages for communicating with CAGE over
TCP. The synthetic teammate framework and
components were built with native C++ code.

4. RESULTS

4.1 Scenario Definition

The implemented scenario demonstrates a
mission rehearsal with a user in the role of lead
CAS pilot, interacting with a synthetic JTAC.
When a scenario is started, the components
load their required data (CAGE loads its
scenario data, the speech components load the
grammar and voice data, and iGEN loads the
JTAC model) and each initializes the appropriate
communication channels. The user selects a
call sign from a set of nominal identifiers and
two-digit suffixes. The user then begins the
mission and initiates communication by
checking in with the chosen call-sign. Figure 2
shows a representative display at this point in
the mission, with a 3-D view on the left and the
2-D view on the right.

Figure 2: Representative display in CAGE

The JTAC agent transmits a 9-line brief, based
on information given to it by CAGE (the user can
request a re-transmit at any point during the
mission). The user then repeats the 9-line and
the read-back is checked by the synthetic JTAC
for accuracy. If an error is found in the readback,
the user is asked to repeat any incorrect
portions of the communication until it is correct
(and only the incorrect portions). The JTAC
agent then directs the user to the target, who
must read back the targeting information, which
is again checked for accuracy. Following an
accurate read-back, the JTAC clears the user
for attack. After attack the JTAC responds with a
battle damage assessment, and the user signs
off. During each exchange the JTAC waits for
the appropriate response from the user, and
asks the user to repeat any communication that
is incorrect or unrecognizable. A representative
transcript is shown in Figure 3.

User:  Widow 76 this is Vader 28 checking in as

fragged

Vader 28, Widow 76 Loud and dlear, this is a

Type 1 control, call ready to copy.

User:  Vader 28 Type 1 control, ready copy

JTAC: IP U278, Heading 055 magnetic, Distance
9260 meters, Elevation 70 feet. Target is a
Helicopter parked on western edge of
dispersal. Location North 51 00.89 West 002
38.01. Mark Laser 1111 LTL 355 Magnetic.
Friendlies 1000 South, Egress North to Bad
Wolf. Advise when ready for remarks

User:  Ready to copy remarks

JTAC: Final attack heading 055 through 030

User:  Elevation 70 feet , Location North 51 00.89
West 002 38.01. Friendlies 1km South. Laser
1111 LTL 355 magnetic. Attack heading 055
through 030 magnetic

JTAC: Readback correct, report leaving IP

User:  Leaving IP, abort alfa romeo sierra

JTAC:

JTAC: Widow 76, abort alfa, romeo, sierra your target
is one of 2 helicopters on the western edge of
a dispersal.

User:  Helicopter, western edge, dispersal. Vader 28
leaving IP.

JTAC: Short of target, airfield

User:  Short of target, airfield

JTAC: North of runways, group of 8 hangars. From
there, 12 o'clock 500, further set of 3 hangars,
North East corner airfield. Laser on. Friendlies
to South of all runways.

User:  Contact 10 seconds. Further 3 hangars Laser

on. Visual friendlies

Right of hangars is large dispersal, in sunlight,

target is helicopter on right hand side

User: Contact Target, left of target further helicopter
against building.

JTAC: Affirm, deared hot

User:  In hot. Rifle away. Terminate

JTAC: Terminate, Vader 28, widow 76, Delta Hotel,
helicopter destroyed, End of mission.

User:  Target destroyed, Delta Hotel, End of Mission.

JTAC:

Figure 3: Representative dialogue between
aircraft (user) and JTAC agent



4.2 Synthetic Teammate Interactions

An important design consideration is the degree
of variability in whether user utterances are
treated as “legal”. Too restrictive an approach
erroneously emphasizes syntax over semantics,
frustrates users, and undermines mission
planning and rehearsal objectives. Too
accommodating an approach not only adds
complexity to the recognition process but could
introduce non-doctrinal phraseology.

There is no quick-fix solution; striking a proper
balance depends on thoughtful, comprehensive
consultations with subject matter experts, guided
by a cognitive task analysis methodology (e.g.,
Zachary, Ryder & Hicinbothom, 2000). For our
exploratory study we employed a CAS-rated
RAF pilot and implemented logic in the JTAC
agent that permits lexical and syntactic
variations based on the tactical context. Each
communication spoken by the user can thus be
phrased in different ways; optional wording can
be omitted and some alternate wordings are
accepted.

This flexible grammar, combined with the
selective requests for read-back (i.e., only
incorrect portions of the 8-line need be
repeated) afford a transparent dialogue
capability. The work reported here was speaker-
independent — no training to a specific voice was
required. Our testers consisted of both U.K. and
U.S. speakers with no noticeable differences in
recognition rates among them.

Initial results showed that there was an
immediate benefit to being able to practice
techniques as they would be performed for real
while remaining in a benign environment. For
early-stage training, this removes the stress of
the real situation in order to put the trainee at
ease; for planning and rehearsal the realism is
sufficient to provide the necessary situational
awareness to adequately exercise the plan and
measure an individual's performance in
executing it.

Early feedback from end-users also indicates
the scaleability of this technology. There is
significant potential to increase the richness of
the training experience, including using the
synthetic agent to increase the user’s exposure
to operational stress; to augment the simulated
environment with more diverse players and to
provide voice interaction in situations where it is
not currently available.

4.3 Broader Implications

The investigation reported here provides
preliminary support for the utility of speech-
interactive synthetic teammates in the mission

planning and rehearsal domain. We recognize
that our results are based on a limited scenario,
and we are currently planning to develop more
comprehensive, complex scenarios, which will
require behavioral, speech and grammar
components with additional sophistication.

To achieve the performance reported here in
richer scenarios, we require more robust speech
recognition and discourse management. We will
address this by employing a dynamic grammar,
where an intelligent agent activates and de-
activates sub-grammars as the tactical situation
changes, an approach we have reported in
previous work (Bell, Johnston, Freeman & Rody,
2004). Our work has indicated that there is
significant training benefit to be gained from
using speech interactive agents through
increased richness or improved efficiency of the
training environment (Bell, Ryder & Pratt, 2008).

We are also expanding the reach of this
approach through integration of the capabilities
reported here with a more sophisticated testbed
called the Distributed Synthetic Air Land Training
(DSALT) facility operated by the UK MOD.
Results from that experiment will provide a
firmer foundation for assessing the utility of
speech-capable synthetic teammates for
training, mission planning and rehearsal.

5. CONCLUSION

New simulation capabilites that extend the
benefits of synthetic training can yield parallel
advances in mission rehearsal and mission
planning. For missions that rely on effective
communication and coordination, though, the
verbal exchange among tactical teammates is
trained, planned and rehearsed only if and when
suitable role-players are available, co-located in
time and place.

In this paper we have introduced speech-
interactive synthetic teammates as a capability
that overcomes these limitations and provides
on-demand team simulation. Using CAS as a
mission representative of the need for effective
tactical communication and coordination, we
present a mission planning and rehearsal
system that is augmented with a synthetic JTAC
agent. This added capability allows commanders
and aircrew to plan and fly through a CAS
mission while communicating verbally with the
synthetic JTAC.

By employing the knowledge encapsulated in an
intelligent agent, we can overcome many of the
challenges faced in human-computer dialogue,
and continue to enrich synthetic training while
migrating the benefits of this approach into the
realms of mission planning and rehearsal.
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Abstract. The Information Age Combat Model (IACM) was introduced by Cares in 2005 to contribute to
the development of an understanding of the influence of connectivity on force effectiveness that can
eventually lead to quantitative prediction and guidelines for design and employment. The structure of the
IACM makes it clear that the Perron-Frobenius Eigenvalue is a quantifiable metric with which to measure
the organization of a networked force. The results of recent experiments presented in Deller, et al., (2009)
indicate that the value of the Perron-Frobenius Eigenvalue is a significant measurement of the
performance of an Information Age combat force. This was accomplished through the innovative use of
an agent-based simulation to model the IACM and represents an initial contribution towards a new
generation of combat models that are net-centric instead of using the current platform-centric approach.
This paper describes the intent, challenges, design, and initial results of this agent-based simulation

model.

Introduction

The Information Age Combat Model (IACM),
recently introduced by Cares (2005), attempts to
describe combat (or competition) between
distributed, networked forces or organizations.
The basic objects of this model are not platforms
or other entities capable of independent action,
but rather nodes that can perform elementary
tasks (sense, decide, or influence) and links that
connect these nodes. Information flow between
the nodes is generally necessary for any useful
activity to occur.

Once the IACM has been defined in terms of a
network of nodes and links, the language and
tools of graph theory (see, for example, Chartrand
1984) can be used for both description and
analysis. A concise description of any graph is
provided by the adjacency matrix A, in which the
row and column indices represent the nodes, and
the matrix elements are either one or zero
according to the rule: A; = 1, if there exists a link
from node i to node j and A; = 0, otherwise. One
method used in studying the evolution of complex
adaptive systems (chemical, biological, social,
and economic) is calculation of the principal
(maximum) eigenvalue of the adjacency matrix
(Jain and Krishna, 1998). The existence of a real,
positive principal eigenvalue of A; is guaranteed
by the Perron-Frobenius theorem. This
eigenvalue, Apre, represents the ability of a
network to produce feedback effects in general
and combat power specifically in the case of the
IACM.

The structure of the IACM makes it clear that the
Perron-Frobenius Eigenvalue (Apre) is a
quantifiable metric with which to measure the

organization of a networked force. The results of
recent experiments presented in Deller, et al.,
(2009) indicate that the value of the Apee is a
significant measurement of the performance of an
Information Age combat force.  This paper
describes the intent, challenges, design, and initial
results of this agent-based simulation model.

The Information Age Combat Model (IACM)

The IACM employs four types of nodes defined by
the following properties:

e Sensors receive signals about observable
phenomena from other nodes and send
them to Deciders;

e Deciders receive information from
Sensors and make decisions about the
present and future arrangements of other
nodes;

e Influencers receive directions from
Deciders and interact with other nodes to
affect the state of those nodes;

¢ Targets are nodes that have military value
but are not Sensors, Deciders, or
Influencers.

Each node belongs to a “side” in the competition,
of which there are at least two. We will restrict the
present discussion to two sides, conventionally
termed BLUE (depicted in black in the figures)
and RED (depicted in gray). In principle, any pair
of nodes can interact, regardless of side, but
some restrictions will be found to occur for both
theoretical and practical reasons. It is worth noting
that Influencers can act on any type of node, and
Sensors can detect any type. The Target type was
introduced primarily to reflect the fact that not all



military assets fall into one of the other three
types. In most situations, however, an Influencer
will target an adversary Sensor, Decider, or
Influencer. The figures in this paper utilize the
basic elements of graph theory.

The basic combat network shown in Figure 1
represents the simplest situation in which one side
can influence another. The BLUE Sensor (S)
detects the RED Target (T) and informs the BLUE
Decider (D) of the contact. The Decider then
instructs the BLUE influencer (I) to engage the
Target. The Influencer initiates effects, such as
exerting physical force, psychological or social
influence, or other forms of influence on the
target. The process may be repeated until the
Decider determines that the desired effect has
been achieved. It should be noted that the effect
assessment requires sensing, which means that
this will be conducted in a new circle. This most
basic combat network is also referred to as a
combat cycle.

Figure 1. The basic combat network represents
the simplest situation in which one side can
influence another.

Each of the four links in Figure 1 is shown with a
different type of line in order to emphasize the fact
that the flows across these links may be very
different. In particular, some links may represent
purely physical interactions, while others may
entail both physical processes and information
flows. Two opposing combat cycles comprise the
simplest two-sided combat network.

Cares (2005) described the simplest complete
(two-sided) combat network as having 36 possible
links. While the number of possible links for eight
nodes (four each for BLUE and RED) is 64, we
were able to exclude 28 and reduce that number
to 36 based on the following important
assumptions. The results are shown in Figure 2.

e Targets are passive; their only role is to
be sensed and influenced. Therefore, 12
links from Targets to any nodes other
than a Sensor were excluded.

e Sensors take no action; they provide
information to Deciders and Sensors.
Therefore, 10 links from Sensors to any
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nodes other than a Sensor or own
Decider were excluded.

¢ Deciders act only through Influencers but
can be sensed. Therefore, 6 links from
Deciders to any adversary nodes except a
Sensor were excluded.

Figure 2. The simplest complete combat network
represents all the ways in which Sensors,
Deciders, Influencers and Targets interact
meaningfully with each other.

When the BLUE/RED symmetry is taken into
account, the number of link types is reduced to
18. These are listed in Table 1, where the nodes
are identified as in Figure 2. Links between a
node and itself in Figure 2 have been interpreted
as connecting two different nodes of the same
type and side.

Table 1. Types of links available in the IACM.

Link

Type | From | To Interpretation

1 Seue | Seiue | S detecting own S, or S
Srep | Srep | coordinating with own S
S D

2 BLUE BUEl s reporting to own D

sRED DRED

S S
3 BLUE i - detecting adversary S

SRED SBLUE

4 DeLue | Seiue | S detecting own D, or D
Dreo | Srep | COMmManding own S
D D

5 BLUE BV b commanding own D

Drep | Dreo

DsLue | leLue
6 D commanding own |

DRED IRED

D i

7 BLUE | BRI p commanding own T
Dreo | Tren

8 Dgwue | Srep | S detecting adversary




Dreo | Sewve | D

9 leue | Sewue | | attackingown S, or S
lkeo | Srep | detecting own |

- lsue | Derue | | attacking own D, or |
Irep Drep | FEPOrMting to own D

1 lse | lsiue | 1 attacking own |, or |
lren lrep | COOrdinating with own |
| T

12 BLUE BB attackingown T
IRED TRED
lsue | Srep | | @ttacking adversary S,

13 or S detecting
Iren SeLue adversary |
! D

14 BLUE REC 1 attacking adversary D
|RED DBLUE
I !

15 BLUE | RED | attacking adversary |
IRED IE!LUE
I T

16 BLUE RED 1 attacking adversary T
lrep | Taerue
T S

17 BruE s detectingown T
TRED SRED
T S

18 BLUE R ls detecting adversary T
TRED SBLUE

The interpretation of some of the links (types 1, 4,
9, 10, 11, and 13 in Table 1) is ambiguous, and
was recognized in the initial development of the
IACM (Cares 2005). Overcoming this ambiguity
was a necessary step in developing a simulation
that would enable an analysis of the value of the
Aere as  a  significant measurement of the
performance of an Information Age combat force.
The simulations presented here are a step in this
direction, since they employ only basic combat
networks similar to Figure 1, but with the Target
replaced by an adversary Sensor or Influencer.
These combat cycles (Cares 2005) contain only
links of types 2, 3, 6, 13, and 15. Of these, only
type 13 is ambiguous.

A Basic Agent-Based Model Using the IACM

The structure of the IACM makes it clear that the
Aere is a quantifiable metric with which to measure
the organization of a networked force, but is it an
indicator of combat effectiveness? To determine
this we constructed an agent-based simulation
representation of the IACM and conducted a
series of force-on-force engagements using
opposing forces of equal assets and capabilities,
but differing in their connectivity arrangements or
configurations. These differences in connectivity
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often, but not necessarily, lead to unequal Apge
values.

The agent-based paradigm was utilized for this
purpose because the resulting models provide the
ability to account for small unit organization,
maneuver, and the networked effects that are the
focus of our investigation. An additional
advantage of utilizing an agent-based simulation
was the ability to work around the ambiguities of
link interpretation in the IACM. For example,
instead of a mutually exclusive choice between
defining a directional link from a BLUE Influencer
to a RED Sensor (type 13 in Table 1) as either the
Influencer “targeting” the Sensor or as the Sensor
“sensing” the Influencer, both abilities can be
represented in the agent-based simulation.

The first challenge in modeling the I|ACM
concerned the adjacency matrix representation of
the network. The IACM as originally described by
Cares (2005) uses a single adjacency matrix to
reflect the collective organization of both BLUE
and RED forces. In this approach, the Apge value
is dependent on the configurations of both the
BLUE and RED forces and might well represent
the extent to which feedback effects occur in the
engagement. Obviously, BLUE and RED each
seek separately to maximize their own networked
effects while minimizing those of the opposing
force. This cannot be represented by a single Apee
value, so we calculate separate values (Ag e and

"Arep) to reflect the potential networked effects of

the configurations of each of the opposing forces.
These calculations required the adjacency
matrices include a single Target node
representative of all the enemy forces capable of
being targeted. In other words, the values of Ag e
and Aggp are determined solely by the
arrangement of their respective  assets,
independent of the asset arrangement of the
opposing force.

In order to best associate any difference in force
effectiveness to the difference in connectivity, the
opposing forces consisted of the same number of
Sensors, Deciders, and Influencers, differing only
in the manner in which they were arranged (i.e.,
linked). Since the potential value of a Sensor may
not equal the potential value of an Influencer, the
composition of each configuration considered in
this work contained an equal number Sensors and
Influencer to preclude any bias towards those
configurations that have more of one or the other.
Additionally, both types of nodes had identical
performance capabilities (i.e., the sensing range
was chosen equal to the influencing range, and
the speeds of movement of the two types of node
were equal). :

In order to gain a “first order” understanding of the
IACM, we made two key scoping decisions. First,
each Sensor and Influencer would only be



connected to one Decider (but any given Decider
could be connected to multiple Sensors and
Influencers). Second, the connectivity within any
force was limited to only those “vertical” links
necessary to create combat cycles (i.e., link types
2, 3, 6, 13, and 15 in Table 1), which are the
essence of the Asre (the most basic element of the
IACM).

Developing the NetLogo Model

The agent-based simulation environment utilized
for this research was Netlogo (Wilenski 1999).
The code of the agent-based model closely
follows the logic of the IACM, with a few notable
exceptions. Agents served as Sensors, Deciders,
and Influencers, but Targets were not included as
they served no purpose other than to absorb
losses. Given that this work represents a “first cut”
effort, including Target agents with no detect,
direct, or influence capabilities would only serve to
clutter the results.

Additionally, Deciders cannot be destroyed in the
present model. This was done in recognition of
their unique role in connecting multiple Sensors
and Influencers. Destruction of a Decider typically
renders a number of other nodes useless
(effectively destroyed), making it a particularly
high value target. Since targets are detected and
engaged in random order in our model, we wished
to give all targets equal value in order not to
generate atypical engagements that might bias
the results.

The agent rules sets, themselves, function in
accordance with the IACM. Sensors detect enemy
nodes within the sensing range parameter, and
communicate that information to their assigned
(connected) Deciders. Deciders communicate the
sensing information to their assigned Influencers.
Influencers destroy the nearest enemy node that
is both “sensed” by a Sensor connected to that
Influencer's Decider, and within the influencing
range parameter. Deciders direct Sensor
movement towards areas of suspected enemy
nodes. Deciders direct [nfluencers to move
towards the nearest “sensed” enemy node. All
nodes are assumed to perform their functions
perfectly and instantaneously. Agent interactions
are deterministic, i.e., the probabilities of detect,
communicate and kill are all “1”. A stochastic
dimension to the model can be built once a better
understanding of the research questions is
gained, and this new dimension can be used to
model errors and delays representing
technological and human performance factors.
Most importantly, the rules sets and parameter
values for both BLUE and RED agents were
identical.
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Each agent in the model is defined as a part of an
agentset (i.e., “breed’) associated with a
particular Decider. Since the nodes of the IACM
are generic, the most important defining
characteristic of any agent is its connectivity. For
example, all BLUE Sensors and Influencers
connected to the BLUE Decider, are established
by the following breeds:

breed [ BInfluencerls BInfluencerl ]

breed [ BSensorls BSensorl ]

The actual numbers of agents within these breeds
will vary according to the configuration being
tested. Sliders were utilized for this purpose,
thereby enabling the BehaviorSpace feature to
vary the configurations automatically and allowing
us to execute the large number of engagements
necessary to complete this research. The BLUE
Decider; itself is also defined as a breed, but
consists only of just that single agent. Similar
agents for all other BLUE and RED Sensors,
Influencers and Deciders were established.

The connectivity between these breeds
represents the combat cycle links of the IACM
(specifically link types 2, 3, 6, 13 and 15 as
explained in Table 1). Link types 2 (“detection”), 6
(“order”), 13 (“LOF")! and 15 (‘LOF”) are defined
in the simulation by the directed-link-breed
keyword.

As mentioned earlier in this paper, link type 13
has an ambiguous meaning in the IACM. The
directed-link-breed keyword defines the
Influencer-to-Sensor link as the Influencer
attacking an enemy Sensor. Both link type 3 and
the other IACM interpretation of link type 13 (i.e.,
a Sensor detecting an adversary Influencer) will
be defined by the sense procedure later in the
code. Finally, all agents within each breed have
certain variables that are tracked during the
simulation, such as side (i.e., BLUE or RED),
dead (i.e., agents that are attacked by an
opposing Influencer may no longer act), and
sensed (i.e., at any given tick count within the
simulation an agent may be within sensing range
of one or more opposing Sensors).

Given the large number of engagements within
this experiment, it was imperative to utilize the
BehaviorSpace feature of NetLogo. To enable
this, each of the different force configurations
were defined by using the set command to
establish the appropriate numbers of Sensors and
Influencers for each of the BLUE and RED
Deciders. For example, BLUE Configuration (i.e.,
“BID”) #0 assigned 5 Sensors and 5 Influencers to

' LOF is an acronym for “line of fire,” which is a
direct horizontal line from a firing weapon to its
target.



BLUE Decider,, and one of each to the other 4
Deciders:
if BID = 0 [set Bconfig [51 1115111 1]]
if BID = 2 [set Bconfig [5111142111]]

set number-BSensorls item 0 Bconfig

set number-BSensor2s item 1 Bconfig

set number-BSensor3s item 2 Bconfig

set number-BSensor4s item 3 Bconfig

set number-BSensor5s item 4 Bconfig

set number-BInfluencerls item 5 Bconfig

set number-BInfluencer2s item 6 Bconfig

set number-BInfluencer3s item 7 Bconfig

set number-BInfluencer4s item 8 Bconfig

set number-BInfluencer5s item 9 Bconfig
BLUE Configuration #2 is nearly identical, differing
only in one link. Decider; now only has 4
assigned Influencers while Decider, now has 2.
The movement of a single link is not trivial as it
may have a significant impact on both the Apge
value and the average probability of Win for that
particular configuration. All  different force
configurations were established in this manner,
thereby allowing the BehaviorSpace feature to
automatically cycle through all possible
engagements between the BLUE and RED
configurations instead of running the simulation
one engagement at a time.

Since the focus of this effort is to gain insight into
the relationship between the Apge value and the
effectiveness of a networked force, the agent-
based simulation rules of engagement were quite
simple. The battlespace (i.e., “world”) within the
model is deliberately featureless in order to focus
on the configurations themselves. The agents are
randomly distributed across the battlespace at the
beginning of each engagement. Engagements
continued until either all of the Sensors and
Influencers of one force were annihilated, or both
forces were incapable of continued combat (i.e.,
neither side contained a functioning combat
cycle). A single run of the agent-based model will
result in a BLUE win, a RED win, or an undecided
result.

During each time tick of the simulation, the
following procedures are executed: establish-
links, sense, track, shoot, kill, move-
Influencer, move-Sensor, and reset. The
establish-links procedure establishes the
links defined by the directed-link-breed
keyword earlier in the code. It does so by breed,
thereby ensuring each Sensor and Influencer is
connected to only one Decider.

to establish-links
ask BDeciderls [
ask BSensorls
myself [set color blue] ]
ask BInfluencerls
myself [set color blue] ] ]

[create-detection-to

[create-order-from

At this time, two of the four necessary links (types
2 and 6) of the JACM combat cycle have been
established in the simulation. Link type 3 and one
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of the two interpretations of link type 13 are
established in the sense procedure. In this
procedure, every Decider asks its assigned
Sensors (i.e., “in-link-neighbors”) to identify
all adversary Sensors and Influencers within its
sensing range (e, ‘“s-range”). Upon
identification, the specific sensed variable of the
targeted agent for that particular opposing Decider
is set to a value of “1.” The s-range parameter
remains constant for all Sensors, either BLUE or
RED, over time. The sense procedure depicted
below includes all opposing breeds (only
RInfluencerls is shown in this example) and is
repeated for every BLUE and RED Decider
breed:
to sense

ask BDeciderls [

ask in-link-neighbors [
ask RInfluencerls in-radius s-range [set

sensedBD1 1]
The remaining links necessary to complete the
IACM combat cycles (link type 15 and the
alternate interpretation of link type 13) are
established by the track, shoot, and kill
procedures. During the track procedure, every
Decider asks its assigned Influencers (i.e., “out-
link-neighbors”) to identify all adversary
Sensors and Influencers within its influencing
range (i.e., “i-range”). Upon identification, the
targeted agent is linked to that particular
Influencer using the create-LOF-from-myself
keyword. The i-range parameter remains
constant for all Influencers, either BLUE or RED,
over time. The track procedure depicted below
includes all opposing breeds (only
RInfluencerls is shown in this example) and is
repeated for every BLUE and RED Decider
breed:
to track

ask BDeciderls [

ask out-link-neighbors [
ask RInfluencerls in-radius

[create-LOF-from myself]
Now that the complete IACM combat cycle has
been established, the shoot and kill
procedures represent its execution. During this
procedure, each Decider directs its assigned
Influencers to identify the single closest opposing
Sensor or Influencer with which it shares a LOF
link. This limits all Influencers to the same rate of
fire of one targeted node per time tick.
Identification is portrayed by setting the dead
variable equal to “1.”

to shoot
ask BDeciderls [
ask out-link-neighbors [
ask out-link-neighbors [
let Stargets-sensed
{(sensedBDl = 1) and (side = 2)]
if any? Stargets-sensed [

i-range

turtles with



ask min-one-of $targets-sensed
[distance myself] [set dead 1} ] ] 1 1

Following this identification, the ki11 procedure
deletes all agents that have been “sensed,”
“tracked” and “shot.” The purpose of separating
the ki1l procedure from the shoot procedure is
to allow simultaneous shots, thereby precluding
any advantage that would be gained by the order
of execution of the shoot procedure code.
to kill

ask turtles with [(dead = 1)] [die]
end
The collective effect of the sense, track, shoot,
and kill procedures is to require that a Sensor
and an Influencer must be assigned to the same
Decider and within their respective s-range and
i-range in order to successfully complete a
combat cycle (i.e., eliminate the targeted node).

Upon completion of all combat cycle execution, all
remaining Sensors and influencers are moved.
The move-Influencer procedure directs all
Influencers to move towards the nearest opposing
Sensor or Influencer that has been sensed by a
friendly Sensor assigned to the same Decider. If
there are no qualifying opposing Sensors or
influencers, then the Influencer will not move.
Each time tick includes five iterative moves of a
distance of “1” that are sequential between
Deciders and sides in order to preclude any
advantage of moving first or last. An example
iteration for one Decider follows below:
to move-Influencer
ask BDeciderls [
ask out-link-neighbors [
let Stargets-sensed
[(sensedBDl = 1) and (side = 2}]
if any? Stargets-sensed [
set heading towards min-one-of

Stargets-sensed [distance myself] forward 1 ]
1]

turtles with

The move-Sensor procedure directs all Sensors
to move towards the nearest Sensor or Influencer
that is not currently sensed by a friendly Sensor
assigned to the same Decider. This procedure is
necessary to enable both sides to eventually
target those opposing Sensors and Influencers
that did not start the simulation within any friendly
Sensor's s-range.
to move-Sensor
ask BDeciderls [
ask in-link-neighbors [
let Stargets-sensed
[ (sensedBD1 =
1) and (side = 2)]
if not any? S$targets-sensed [
let S$targets-unsensed turtles with
[(sensedBDl = 0) and (side =

turtles with

2)]
if any? S$targets-unsensed [
let $nearest-unsensed min-one-
of $targets-unsensed [distance myself]
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set heading towards $nearest-
unsensed forward 1 ] ] ] ]

The final procedure during each time tick is
reset. During this procedure, all sensed
variables are reset to “0” and all links, to include
the LOF “tracking” links, are deleted in preparation
for the establish-links, sense, track,
shoot, kill, move-Influencer, move-
Sensor, and reset procedures for the next time
tick.

Initial Results

The initial experiment consisted of all possible
engagements of the 42 different configurations of
two networked forces (BLUE and RED), each
containing 7 Sensors, 3 Deciders, 7 Influencers,

and 1 Target. The sole Target node is
representative of all the opposing nodes
vulnerable to destruction. Additionally, the

capabilities for each of these node types were
identical between the forces. A comprehensive
test of each of these 42 configurations against
each other required 1,764 different engagements.
Each engagement was represented by 30
replications, each with a random distribution of the
BLUE and RED nodes across the battlespace.

The results clearly show that the probability of a
BLUE win increases for those BLUE
configurations with a greater Apee value. A simple
linear regression confirmed this with a coefficient
of determination (Rz) equal to 0.896 for the
following equation:

y = 1.0162(x) — 1.5780

where, y = the average probability of a BLUE
win for that configuration

x = the Apee value of a configuration

Summary & Conclusion

The agent-based simulation described in this
paper was employed to analyze the value of the
Mere @s a quantifiable metric with which to
measure the organization of a networked force.
This simulation was specifically designed to
overcome the challenges of the IACM link
ambiguity and the large number of engagements
necessary to complete the research. The results
of recent experiments presented in Deller, et al.,
(2009) indicate that the value of the Perron-
Frobenius  Eigenvalue is a  significant
measurement of the performance of an
Information Age combat force.
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Abstract. The use of robots in different fields is common and effective in developed countries. In case of
incident management or emergency rescue after a disaster, robots are often used to lessen the human effort
where it is either impossible or life-threatening for rescuers. Though developed countries can afford robotic-
effort for pro-disaster management, the scenario is totally opposite for developing and under-developed
countries to engage such a machine-help due to high cost of the machines and high maintenance cost as
well. In this research paper, the authors proposed a low-cost “Rescue-Robot” for pro-disaster management
which can overcome the budget-constraints as well as fully capable of rescue purposes for incident
management. Here, all the research works were performed in Bangladesh — a developing country in South
Asia. A disaster struck structure was chosen and a thorough survey was performed to understand the real-
life environment for the prototype. The prototype was developed considering the results of this survey and it

was manufactured using all locally available components and facilities.

Keywords: Rescue-robot, pro-disaster management, cost-effectiveness.

INTRODUCTION

Disaster causes can be classified into two main
groups-natural and man-made. In the past, pro-
disaster rescue work was performed by human
where machine assistance was not effectively
utilized as it was not improved enough. As the time
passed, the unprecedented number and scales of
natural and human-induced disasters has urged the
emergency search and rescue community around
the world to seek for newer, more effective
equipment to enhance their efficiency. Rely on
search dogs, camera mounted probes and human
help is still considered as the assisting tools and
technology for rescue as well as search purposes.
But, with the advancement of science and
technology, intelligent robots (i-robots) equipped
with advanced sensors and detectors are attracting
more and more attentions from researchers and
rescuers. The developed countries though achieved
the technology and went on production for rescue
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robots, in case of developing or underdeveloped
countries, this advanced and intelligent assisting
tool remains a dream to-date. The reason is mainly
for the budget constraints- without the money, no
research work is possible, and without the research
work, no innovation is capable-ultimately the aim for
rescue robot as a mass production becomes a
latent hope. In this paper, the researchers tried to
illustrate how to develop the technology of a rescue
robot within a limited budget or low-cost in a
developing country as well as effectiveness of
reusable materials in making this rescue robot.

Background of the Research

Natural and human-induced disasters always cost
in terms of money or lives. Natural disasters in
recent years, such as the Hurricane Katrina and
Rita in 2005, China earthquake in the capital of
Sichuan in 2008, Cyclone Nargis in Burma and
Bangladesh in 2008 and so others throughout the



world claimed deadly and costly tolls to the affected
communities [1]. Human-induced disasters in the
form of civil-war, terrorist attacks etc. also have
direct casualties not fewer than the natural
disasters. Collapsed buildings are common field
environment for humanitarian search and rescue
operations. Earthquakes, typhoons, tornados,
weaponry destructions, and catastrophic explosions
can all generate damaged buildings in large scales.
The use of heavy machinery in such incidents is
prohibited because they would destabilize the
structure, risking the lives of rescuers and victims
buried in the rubble [2].

Figure 1: Actual site after the building collapsed in
Dhaka, Bangladesh.

Rescue specialists use trained search dogs,
cameras and listening devices to search for victims
from above ground. Though search dogs are
effective in finding human underground, they are
unable to provide a general description of the
physical environment the victim locates. Camera
mounted probes can provide search specialists a
visual image beyond voids that dogs can navigate
through, however their effective range is no more
than 4-6 meters along a straight line below ground
surface [2]. Robot assisted search and rescue
systems though took much attention from different
perspective but the actual field work was started
from 2001. The first real research on search and
rescue robot began in the aftermath of the
Oklahoma City bombing in 1995 [3]. Robots were
not used at the bombing response, but suggestions
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as to how robots might have been applied were
taken. In 2001, the first documented use of urban
search and rescue robots took place during the
9/11 World Trade Center (WTC) disaster where
mobile robots of different sizes and capacities were
deployed. These robots range from tethered to
wireless operated, and from the size of a lunch box
to the size of a lawnmower [4].

The goal of this research project was to build a
prototype of a robotic vehicle capable of working in
the rescue process of some natural as well as
human made disasters those generally occur in
Bangladesh. According to the OFDA/CRED
International Disaster Database, from 1942 to 1991,
seven major wind storms caused the death of
570,413 people in Bangladesh [11]. Although
earthquake did not claim life toll as wind storms but
Ali et al. [12] explains that, the historical seismicity
data of Bangladesh and adjoining areas indicate
that Bangladesh is vulnerable to earthquake
hazards. As Bangladesh is the world's most
densely populated area, any future earthquake shall
affect more people by unit area than any other
seismically active regions of the world. So, taking
into account principally these types of disasters
where there may be destruction of structures, that
may lead to confinement of human inside the
debris, a disaster affected building was chosen to
perform a survey on the environment that the
prototype would have to face. Then the design
procedure was performed basically concerning of
the use of locally available and cost effective
product and technology.

LITERATURE REVIEW

Hi-tech robots and related works have been done
for last couple of years, but robots with high
efficiency within a low cost budget may not gain that
type of attention. In Johns Hopkins University,
Baltimore, Maryland, four undergraduate
engineering students designed and built a remote
controlled robotic vehicle to find deadly land mines
in rugged terrain and mark their location with a
spray of paint. The student spent about $5000 to
design and build their prototype. They estimated the
vehicle could be mass-produced for $1,000 or less,
not including the cost of more sophisticated



detection sensors [6]. Educational robot like The
Trikebot was claimed as a ground-up design effort
chartered to develop an effective and low-cost
educational robot for secondary level education and
home use with its chassis to be produced
economically (approximately $500 per chassis) by
its inventors [7]. In India a team of students from the
Sree Chithra College of Engineering,
Pappanamcode, developed a low-cost working
model of robot called “RASOR” capable of
functioning in domestic and industrial environments.
Though the team would not like to reveal the exact
production cost of RASOR, "for marketing reasons",
they said that making a RASOR would take less
than Rs. 30,000 (approximately $615 USD) [8].
Albert Ko and Henry Y. K. Lau had worked for the
low-cost autonomous robotic search and rescue
system to design and cooperate in large quantity to
search for survivors in rubbles. These robots were
equipped with wireless communication module to
facilitate data and video/audio transfer. These
wireless robots, with no tethers, could navigate
freely in obstructed environment but were difficult to
track their locations once they wandered out of the
operators’ sights [2]. A team from the University of
New South Wales, Sydney, Australia had built
several “Redback” robots, each for a cost of
approximately $4,500 USD including the cost of the
onboard PC, batteries, communications and
sensors [9]. Utilizing off-the-shelf low cost parts,
Mundhenk et al. had constructed a robot that was
small, light, powerful and relatively inexpensive (<
$3900) [10]. From all these previous works, it is
found that robots making with hi-technology and
performance as well as low-cost budget sometimes
cause hindrance to reach the goal. Our effort in this
respect was to overcome all the previous failures as
much as possible and to utilize reusable materials
so as to negotiate with the budget limits.

METHODOLOGY
Field Work and Site Survey

On December 8, 2007, a 22 story high rise building
(called RANGS Bhaban) in Dhaka, the capital of
Bangladesh, collapsed while it was going on for
demolition to make a link road. The casualties
numbered more than 22. Dhaka, the capital of
Bangladesh, is now one of the congested and
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mostly populated cities in the world with the
population density 14,608/km[5]. With the
population increase and urbanization, buildings are
built for reasons, but in most cases without
following proper guidelines and building codes. As a
result, if a medium intensity of earthquake once
strike Dhaka, the scenario will be disastrous.
Keeping this fact in mind, a research work was
carried out for the first time to make a machine help
(hereinafter called rescue robot) for pro-disaster
management and rescue purposes. The collapsed
building site was investigated for getting the real life
scenario after the disaster and also for the design
purpose of the rescue robot to overcome all type of
hindrance for rescue work.

Figure 2: Comparison of the gravel size on site with
apen.

The concrete structure building's 14" floor
collapsed due to improper demolition methods
which caused the collapse of all the floors up to 4"
floor and took lives of several workers. The
condition of the building was considered as quasi
similar to a natural disaster struck building. A place
was chosen on the 6" floor that had the possibility
of having someone trapped in. The survey results
showed that for a beeline course for the robot, on
an area having the length of 3 meters and width of
1 meter, the average length of concrete blocks (the
length being in the same direction of the robot's
path) came to be as 198 mm. In this measurement,
concrete blocks having length of 50 mm to 300 mm
were considered as potential obstacles for the
robot. Blocks with length less than 50 mm were



considered as too easy to overcome while those
more than 300 mm were considered as too large
that the robot could accommodate on it.

Similarly, the average height of the obstacles came
as 106 mm and the average slope of the obstacle
was measured as 60 degrees, that is, the robot
would have to be capable of moving on the 60
degree slope to overcome that certain block.

These data were necessary to identify the size of
the robot's wheels and also the overall dimensions
of the total robot. This also helped to find the
required torque for the drive motors.

Search for Local Components

After the completion of the robot's mechanical
component design, a thorough investigation was
performed on the availability of those components
in the local market. The researchers had to rely on
the reusable components wherever possible to
imply. For example, aluminum chips collected from
the lathe machine refusals were used to prepare
the wheels of the robot. But because of the
presence of too much slug, they did not appear to
be a good choice for casting.

. Zi'. -5 AMISSETEE 5 TS S A
Figure 3: Aluminum chips for robot wheel.

Then aluminum alloy automobile engine cylinders
were melted and casted which showed very good
performance for the casting. These cylinders were
collected from the junkyards. Custom tires were
prepared from heavy duty timing belts. This would
help the robot to move about in a very rough terrain.
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Figure 4: Robot wheel before finishing.

DESIGN

Design for Work Environment

The work environment for a rescue robot differs
from the conventional robots principally because of
the rough terrain caused by the debris. This is
similar to the international rescue robots
competitions which require robots to negotiate
complex and collapsed structures, find simulated
victims, and generate human readable maps of the
environment [13]. The wheel size was optimized
considering the torque supplied by the motors and
the average height of the obstacles obtained from
the field survey. Four shock absorbers were made
using metal spiral springs and steel plates. These
were provided to minimize the shock created on the
robot's body as well as the effect of a dislocated
center of gravity that might have caused the risk of
falling down of the robot while moving through an
inclined surface or passing a large obstacle.
Triangular brackets were provided in the chassis of
the robot to induce extra strength to the structure.
But aluminum was used wherever possible to keep
the total weight of the robot down which is important
for economic power consumption.

High torque worm-wheel motors (from surplus
store) were used as drive and these were coupled
to rear wheels. Each of the rear wheels was
coupled to the front wheel by a chain-sprocket
system to enhance the torque and work as a four
wheel drive vehicle. This would help in its vigorous



movement through the rough terrain and also to
overcome obstacles.

Figure 5: Spring plate to resist bumping.

The tires of the wheels were made from heavy duty
timing belts which had very good grip to move on
an inclined surface. These had an additional
property of heat resistance up to such a level which
may help this robot perform rescue works in a hot,
fire affected zone.

Rear Wheel 1 Front Wheel 1
= Chain 1 L_C‘i,
Bearings
Motor 1
Motor 2 Sprocket
'a]_' Chain 2 ‘_EH
Rear Wheel 2 Front Wheel 2

Figure 6: Schematic of the Robot’s drive system.

Design for Manufacturability and Assembly

Some of the Design for Manufacturability (DFM)
and Design for Assembly (DFA) methods were
followed even though this was a prototype. This
would help in the manufacturing and assembly of
several robots if the prototype would work
successfully. These techniques would in turns help
reduce the labor and capital cost and also to keep
the cost of the robot down.
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Figure 7. Rescuemate PDA (official name of the
rescue robot).

Standardized parts were designed and used
wherever possible. For example, standard sized
screws were used in most of the parts of the
assembly. The brackets and the aluminum channel
stocks were interchangeable parts.

The whole chassis of the robot was composed of
four symmetric and interchangeable sub-
assemblies. Most of the screws were inserted as a
top down manner. But in some cases the DFM and
DFA were not possible to follow such as, parts
count was tried best to minimize but to sacrifice for
interchangeable and symmetric subassemblies, it
increased to some extent. Secondary operations on
the wheels were performed by machining the rough
casted surface which also goes against DFM but
this was important to reduce the material cost. If the
wheels were manufactured from a large shaft then it
would not only induce high cost for the material but
also a large amount of aluminum would be wasted.

COST ANALYSIS

The cost can be divided into three broad categories
as the cost for mechanical components, cost of
manufacturing and the cost of the electronics and
programming components.

Mechanical Components

These components shared a cost of around $550.
The motors were collected from surplus stores
which were still in very good working condition.
These were power window motors of automobiles.



The chassis was made of mainly aluminum and
these components were collected from the
hardware stores which incurred a higher price. But
the wheels were custom made from rejected
aluminum alloy components from a junkyard. The
chain sprockets were scrapped ship components.

Cost of Manufacturing

Most of the manufacturing works were performed in
the university facility which included lathe and
shaper machine operations, foundry and welding
operations etc. and these were not counted to the
cost of manufacturing. But for some special
operations such as delicate welding or machining,
local machine shops and the expert help was
sought which took about only $100. This was
possible as labor cost is very low in Bangladesh
compared to any first world country.

Electronic Components

These components had two extremes. Some
components were prepared in the lab as the simple
circuit boards and wirings. But for some
components the estimated cost was sacrificed for
the high-tech components such as camera for the
robot vision, high intensity search lights,
microcontroller circuit boards, and radio frequency
generating and receiving circuits giving clean
signals. Although the robot's test run was
performed by using very simple motor control
circuit, these components were essential for the full
fledged working for the rescue robot and so these
costs were included in the estimation. These
components shared a price of about $800.

Analyzing the costs, it can be concluded that the
manufacturing cost and the cost for mechanical
components were successfully kept low without
affecting the quality much. The total cost including
sophisticated sensor parts and some other costs
were no more than $2,000.

RESULTS

From this research work, it is found that robotic
assistance is quite important in Bangladesh for pro-
disaster situation. In this three phase research
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work, the authors demonstrated the first phase
whereas the second and third phases were still
going on. The first phase was that a robot will be
able to overcome all the difficulties to run in a
disaster strike site where rubbles and other
obstacles were by produced. In the second phase,
it will be able to identify any live person/ living
animal by its audio-visua! system. The last and
ultimate part is to attach a robotic arm with the
vehicle so that it can assist the trapped person to
rescue. The robotic arm has already prepared in the
BUET mechanical engineering lab, but the on-site
test is still to run. With a very low budget, the
researchers/ authors were not only able to meet the
research objectives but also made it possible how
to use the scrap goods/materials to make a new
robot. From this perspective, we can call this robot
an “Environmental Friendly” rescue robot. During
the initial test run of the robot, it showed good
performance to overcome moderate sized discrete
obstacles (maximum height being 55mm and on a
plane surface having a slope up to 40°). But these
performances need to be improved to achieve the
goals set by the initial survey.

Limitations

There were some limitations like all other research
works which the authors accept as of short funding
and allocation of proper money in this project. The
research work was carried out for only six months
by the authors as they had to come to the USA for
higher studies. But, before coming, they were able
to complete the first phase which already have
described. The micro-controller system was not
completed for the first run of this robot. The robotic
rescue arm was made by this time. The authors
expect to contribute this kind of research work in
the developing countries where the governments
face budget constraints to do research work for
making robotic rescue effort.

CONCLUSION AND FUTURE WORKS

Within a limited low-cost budget and reusable
materials using, the Rescuemate PDA showed its
effectiveness to match the research goals. For field
test purpose, wire-connected experiments were



done, but micro-processor control system was the
research goal which is still under research options.
Currently some works are going on for making it
more affordable to the local agencies in Bangladesh
in case of emergency rescue works. This was the
first effort in Bangladesh to make a rescue robot
from reusable materials and scrap goods. It is true
that sometimes mass production can make
anything available with low-cost, but the
researchers at least tried to meet the need of
rescue works by robotic effort within a low-budget in
Bangladesh. In case of mass production, this type
of robot can be built within $1000. In future, this
current rescue version of robot in Bangladesh will
get more rescue capabilty and preciseness
because of the “Central Robotic Research (CRR)”,
the authors would like to contribute to this goal.

ACKNOWLEDGEMENT

The authors would like to thank Dr. Jobair Bin Alam,
Professor, Department of Civil - Engineering,
Bangladesh  University of Engineering and
Technology (BUET), Bangladesh for his generous
support and inspiration as well as giving the
opportunity for this research work. Both the authors
were research assistants of Dr. Jobair Bin Alam at
the time of this research. This research work was
solely carried out for BUET and Bangladesh
Government. All the photographs included in this
paper were taken by the researchers from real site
investigation.

REFERENCES
[1] http://www.guardian.co.uk/world/natural
disasters.

[2] Albert Ko and Henry Y. K. Lau. Robot Assisted
Emergency Search and Rescue System,
International Journal of Advanced Science and
Technology Vol. 3, February, 2009.

[3] Murphy, R. R. (2004). " National Science
Foundation Summer Field Institute for rescue
robots for research and response (R4)". Al
Magazine. Vol. 25, issue 2: pp.133-136.

[4] Snyder, R. (2001). “Robots assist in search and

rescue efforts at WTC,” IEEE Robot. Automation
Magazine, vol. 8, pp. 26-28.

23

(5]
http://archive.wn.com/2009/07/10/1400/dhaka/index
6.htmi '

[6] http://www.scienceblog.com/cms/node/2947.
Retrieved on 06/07/20089.

[71 Hsiu, T and et al. (2002). “Designing a Low-
cost, Expressive Educational Robot,” The Robotics
Institute, Carnegie Mellon University, Pittsburgh,
PA.

[8]http://www.hinduonnet.com/2004/07/04/stories/2
004070408280300.htm. The Hindu, oniine edition of
India’s National Newspaper, published on July 4th,
2004.

[9] Raymond Sheh. “The Redback: A Low-Cost
Advanced Mobility Robot for Education and
Research”.

[10] Mundhenk et al. “Low cost, high performance
robot design utilizing off-the-shelf parts and the
Beowulf concept, The Beobot project.”

[11] EM-DAT: The OFDA/CRED International
Disaster Database, Université Catholique de
Louvain, Brussels, Belgium (05/01/2003).

[12] Earthquake Database and Seismic Zoning of
Bangladesh, Md. Hossain Ali, Bangladesh
University of Engineering and Technology, INCEDE
Report, February 1998, Bangkok.

[13] Test Arenas and Performance Metrics for
Urban Search and Rescue Robots Adam Jacoff,
Elena Messina, Brian A. Weiss, Satoshi Tadokoro,
and Yuki Nakagawa; Proceedings of the 2003
IEEE/RSJ International Conference on Intelligent
Robots and Systems, Las Vegas, NV, October 27-
31, 2003.



it B




ROUTE GENERATION FOR A SYNTHETIC CHARACTER
(BOT) USING A PARTIAL OR INCOMPLETE KNOWLEDGE
ROUTE GENERATION ALGORITHM IN UT2004

Gregg T. Hanold, Technical Manager
Oracle National Security Group
gregg.hanold@oracle.com
David T. Hanold, Animator
DavidHanoldCG
dhanold@comcast.net

Abstract. This paper presents a new Route Generation Algorithm that accurately and realistically
represents human route planning and navigation for Military Operations in Urban Terrain (MOUT). The
accuracy of this algorithm in representing human behavior is measured using the Unreal Tournament™
2004 (UT2004) Game Engine to provide the simulation environment in which the differences between the
routes taken by the human player and those of a Synthetic Agent (BOT) executing the A-star algorithm
and the new Route Generation Algorithm can be compared. The new Route Generation Algorithm
computes the BOT route based on partial or incomplete knowledge received from the UT2004 game
engine during game play. To allow BOT navigation to occur continuously throughout the game play with
incomplete knowledge of the terrain, a spatial network model of the UT2004 MOUT terrain is captured
and stored in an Oracle 11g Spatial Data Object (SDO). The SDO allows a partial data query to be
executed to generate continuous route updates based on the terrain knowledge, and stored dynamic
BOT, Player and environmental parameters returned by the query. The partial data query permits the
dynamic adjustment of the planned routes by the Route Generation Algorithm based on the current state
of the environment during a simulation. The dynamic nature of this algorithm more accurately allows the
BOT to mimic the routes taken by the human executing under the same conditions thereby improving the
realism of the BOT in a MOUT simulation environment.

1.  INTRODUCTION

Research on Human Behavior Representation have defined it. To further improve the realism of

(HBR) in synthetic agents (BOTS) has focused
predominantly on Cognitive Modeling. A Cognitive
Model attempts to represent human thinking or
decision making and translate that to human
action. The corollary to Cognitive Modeling is
Behavior Generation, which we have defined as
the representation of human behavior that mimics
or emulates the human. We have found very little
research which examines Human Behavior
Modeling (HBM) in this context [2], [3].

The research indicates that a system today can
be smart enough to give the illusion of life by
concentrating on creating consistent believable
high level behavior instead of natural looking
human actions [1], [5]. The UnrealTournament™
2004 (UT2004) game engine selected for this
research, for example, provides an interface to the
physics and Al components that generate the
BOT behavior and actions that are used to
implement the new route planning and navigation
algorithm.  The high level behavior elements
received from the game engine form the inputs to
the algorithm that plans and generates the routes
that the BOT executes. BOT execution of the
routes includes dynamic behavioral actions based
on sensory information to better mimic the human
thereby giving this illusion of life or realism as we
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BOT route planning and navigation we introduce
the concept of using partial or incomplete
knowledge of the environment. This concept
results in the dynamic calculation of routes based
on sensory information and behavioral actions
that more closely mimic those available to
humans executing similar actions. To be realistic
the behavior must mimic that of the human.

The simulation of Human Behavior for the
purpose of measuring realism requires a virtual
environment that can closely resemble that of the
real world. The game industry has successfully
achieved this goal with the Massively Multiplayer
Online (MMO) games and First Person Shooter
(FPS) Games such as Quake Il Arena™, Half-
Life2™, and Unreal Tournament's Americas
Ammy™ Mod. As previously indicated, in this
paper we develop a new route generation
algorithm that is executed wusing Unreal
Tournament 2004 (UT2004). The simulation of
this new algorithm is accomplished using the
Gamebots 2004 (GB2004) UnrealScript package,
the Pogamut BOT (agent) and Java Libraries and
its Netbeans plug-in, and an Oracle 11g spatially
enabled database.



2. Background

Generating realistic human behavior in a virtual
environment continues to challenge the simulation
community. In recent years the explosion in game
technology and advances in multi-agent systems
and behavior representation in BOTs, make
possible the ability to mimic human actions such
as route planning and navigation. A key issue in
the virtual environment that remains is how to
generate human-like behaviors for BOTS. In
recent years, game developers are contributing
more and more effot on game artificial
intelligence (Al), further supporting the importance
of the need for simulating realistic human
behaviors.[6] Real world events and the rising
training costs in response to them has further
shifted emphasis in the simulation community
toward realism. This increased emphasis on
realism suggests that Al-driven BOTs should be
able to act as opponents against human players
or as team members to cooperate with human
players in the virtual environment. One well
studied BOT action in this context is route
planning.

Route planning, in general, is a well studied
problem with a wide range of application areas,
including artificial intelligence in games, robotics,
and military simulation. While many algorithms
exist for discovering and producing routes or
paths, when the terrain can be represented as a
graph, A* is arguably the most frequently used
graph search technique. First described in 1968
[7], A* has been intensely studied and developed
and now has several specialized forms. A* or one
of its specialized forms is the basis of route
planning in many computer games [8]. The route
planning algorithm presented in this paper
expands on the principles of A*.

3. SIMULATION ENVIRONMENT

The simulation environment used to develop and
implement a new route generation algorithm
satisfied several unique factors. First, the
application program interface (API) should not
introduce bias or confounding variables into the
experimental design resulting from the virtual
environment. Second, the APl must allow for the
collection, measurement and storage of game and
environmental parameters without impacting
game engine performance. Third, the APl must
support integration of the client application with
the game engine physics and artificial intelligence
(Al) engines. Finally, the virtual environment (map
or level) must have an interface to allow physical
parameters collected from humans executing
defined scenarios in the physical environment to
be input for statistical comparison. The Unreal
Tournament 2004™ game engine with the
Gamebots 2004 (GB2004) UnrealScript package
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and Pogamut BOT (agent) and Java Libraries and
its Netbeans plug-in addressed these factors.

3.1 Unreal Tournament 2004 ™ (UT2004)

UnrealTournament (UT) was the first game to ship
with synthetic agents or BOTS. UT provides a
custom scripting language, UnrealScript, through
which game developers can modify (MOD) the
host game. UnrealScript provides a rich Object
Oriented (OO) interface to the UT game engine
producing MODS such as Ravenshield™ and
Infiltration™. Other UT based games, such as
America’s Army™ and Vegas, extend the UT2004
game engine and lock or limit the ability to MOD
through UnrealScript. With the rich OO interface
and the availability of Pogamut Integrated
Development Environment (IDE) with its Netbeans
plug-in and BOT and Java Libraries, UT2004 was
selected as the base game engine.

3.2 Gamebots 2004(GB2004)

Gamebots, an UnrealScript package, was jointly
developed by USC and Carnegie Mellon
University (CMU) as an interface between the
server and client. The interface provides access
to sensory information such as the location and
direction of a player in the game world or a
message received from a teammate through
synchronous and asynchronous messages
communicated between server and client. BOT
action commands from client to server are also
accessed through this interface. Andrew Marshall
at USC-ISI created a higher-level interface based
on the Gamebots protocol, called JavaBot API
[Marshall, 2002] to handle the specific Gamebots
protocol, network socket programming, message
passing, and other related issues, which makes
the development of BOT Al neater and simpler.

3.3 Pogamut

Expanding on the JavaBot API and extending the
Gamebots’ UnrealScript, Jakub Gemrot and
Rudolf Kadlec developed the Pogamut plug-in to
the Netbeans™ IDE
(http://artemis.ms.mff.cuni.cz). The base Pogamut
Architecture, shown in Figure 1, integrates the
UT2004 Server through the GameBots 2004
(GB2004) API with the Client and Netbeans IDE.
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Figure 1 - Pogamut Architecture [4]



3.4 Oracle 11g Database with Spatial Data
Objects

The basic Pogamut architecture integrated with
UT2004 was extended with database functionality
to permit advanced analytical processing of the
environmental information available through the
GB2004 and Pogamut interface. The Oracle 11g
database provides two important functions. First, it
provides for the parameter storage and
subsequent analysis and retrieval based on BOT
and Player sensory and action logic. Second,
with the Spatial Data Objects (SDO), network and
spatial analytics could be applied to the UT2004
map environment and collected during BOT
initiation. Player/BOT monitoring functions added
to the base GB2004 and Pogamut Core library
provide near real time sensory and game
parameters and spatially aware updates to the

database. Figure 2 represents the simulation
environment implemented.
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Figure 2 — Simulation Environment Architecture

4. ROUTE PLANNING ALGORITHM

Executing realistic route planning and navigation
in the UT2004 game environment introduced
several challenges. First, most game virtual
environments (maps or levels) model the terrain
as a graph by inserting pathnodes along
navigable features such as urban streets,
intersecting at distinct intersections, hall ways and
stairs within buildings, and paths or trails in rural
environments. A typical pattern is shown in
Figure 3 for the McKenna MOUT virtual terrain
used in this research. The UT2004 function to
build Al Paths then computes the navigable edges
between the nodes taking into account non-
trafficable buildings, barriers and terrain. BOT
logic programmed in the Pogamut Client instructs
the BOT navigation Al to either execute a
computed A* route to destination or to proceed to
a specified pathnode. Because these pathnodes
are predetermined during map design, do not
change (i.e. are always reachable) and do not
represent all paths the human can travel within
the map, realism is not achieved. Second,
UT2004 stores the pathnodes and the calculated
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edges in the map. BOT logic then retrieves this
data during initialization and builds the navigation
paths using A*, nearest neighbor or pathnode
lookup. Because all the information is available,
the routes a BOT plans are always perfect (i.e.
shortest distance, shortest time, or least cost).
Leveraging the graph available through the
Pogamut interface to UT2004 and GB2004 and
the Oracle 11g database with SDO, we developed
a route planning algorithm which has at its core
A*, but uses incomplete or imperfect knowledge in
its execution. In addition to the SDO, the

database makes available near real time dynamic
information about the environment upon which the
BOT logic can react. Thereby creating a more
realistic BOT and addressing the challenges of
the UT2004 environment.

Figure 3 — Pathnodes with UT2004 edges

4.1 A* (A-star) Algorithm

A* is a best-first search algorithm that finds the
least cost path from a given start pathnode to an
end pathnode. Cost in A* is an attribute of the
graph edges and pathnodes included in the path.
The cost values are defined to correspond to a
desired property of the real-world terrain the graph
represents. In UT2004, the value of the cost is
determined by the map designer. Later, in our
realistic design we will show how to change this to
allow dynamic calculation of this cost based on
the environment.

As previously noted A*, is a well researched and
documented algorithm. A good description and
representation of the algorithm is found at:
http://en.wikipedia.org/wiki/A* algorithm. The
pseudo-code is shown in Figure 4. Execution of
A* begins with the identification of the start and
the goal pathnode. Working partial paths are
assembled from the start pathnode along the
edges connecting surrounding pathnodes towards
the goal pathnode. This process of following the
edges from pathnode to pathnode is repeated,
adding pathnodes to the partial paths until one
reaches the goal pathnode. A heuristic function,
denoted f(x), where x is the end pathnode of a
partial path currently being considered, is used to




calculate the next pathnode of the graph to extend
the path to.
f(x) = g(x) + h{x) (4.1)
where: g(x) is the total cost of the partial path
h(x) is the distance from x to the goal

For A* to be optimal, the distance function h(x)
must underestimate the distance to the goal. The
Pogamut implementation of A* used in this
research computes h(x) as the straight-line
(Euclidean) distance to the goal pathnode,
guaranteeing the underestimate (admissibility)
criteria is met.

function A*(start,goal)
closedset := the empty set % The set of nodes already evaluated.
openset := set containing the initial node % The set of tentative nodes to be
evaluated.
g_score[start] ;=0 % Distance from start along optimal path,
h_score[start] := heuristic_estimate_of_distance(start, goal)
f_score[start] := h_score[start] % Estimated total distance from start to goal
through y.
while openset is not empty
x := the node in openset having the lowest f_score[] value
if x = goa!
return reconstruct_path{came_from,goal)
remove x from openset
add x to closedset
foreach y in neighbor_nodes(x)
ify in closedset
continue
tentative_g_score := g_score[x] + dist_between(x.y)
tentative_is_better := false
ify notin openset
add y to openset
h_scorely] := heuristic_estimate_of_distance(y, goal)
tentative_is_better := true
elseif tentative_g_score < g_score[y]
tentative_is_better ;= true
if tentative_is_better = true
came_from[y] := x
g_scorely] := tentative_g_score
{_scorely] := g_score[y] + h_scorefy]
return failure

function reconstruct_path{(came_from,current_node)
if came_from[current_node] is set
p = reconstruct_path(came_from,came_from{current_node])
return (p + current_node)
else
return the empty path

Figure 4 — Wikipedia's or the A* algorithm.

The Pogamut A* multiplies an edge cost value
determined by the level or map designer with the
edge length to calculate cost variable (g(x)). The
value of the edge cost is always greater than or
equal to 1, to ensure admissibility or the heuristic
function, h(x).

4.2 Imperfect Knowledge Algorithm (1KA)

From the preceding discussion of A* two
limitations to the generation of realistic routes
stand out. First, A* guarantees an optimal path
based on the heuristic, which in this case is
distance. To mimic the route planning and
subsequent navigation of humans, A* must be
modified to account for additional variables, such
as cover, terrain type, slope, doors, and windows.
Second, A* calculations compute a-priori, a single
optimal (based on the heuristic) path to the goal
during BOT initialization. Updates to this path are
computationally impractical during game play
unless the number of pathnodes is minimized.
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Minimizing the number of pathnodes would
unrealistically limit the possible BOT paths.

To solve these limitations, we first modify the A*
heuristic function’s cost variable g(x) to permit
dynamic calculation of cost based on current
game environment.

) =W *gx) + wat Wyt LWy 4.2

where: wjis the length cost factor
w; — W, are cost factors determined
from BOT, Player and environment

The modified heuristic function:

f(x) =g'(x) + h(x) 4.3

where g'(x) > g(x)

Second, we develop a mechanism for dynamic
collection environmental parameters and limiting
the available pathnodes for planning [9). The
dynamic collection of environmental parameters
that include BOT, Player, and game parameters
use the modified Pogamut architecture, which
includes the database component and extension
to the GB2004 UnrealScript Library and Pogamut
Core Java Library for Player monitoring. The
initial parameters (w, — w,) used include Player
Visibility, Door, Window, terrain type and the
standard edge length. To limit the available
pathnodes, a network model of the UT2004
pathnodes and calculated edges is constructed at
BOT initialization using the Oracle 11g database
with Spatial Data Objects. The network model
and SDO permit expanding the pathnode and
edge density to more closely approximate the
possible paths a human might execute. To
ensure timely IKA route calculation, retrieval of
pathnodes and edges is accomplished using the
SDO geometry function:

SDO_FILTER( p.geom, boundingbox) 4.4

where p.geom is the SDO geometry column
of the NavPoints Table, and
boundingbox is the SDO geometry of the area
visible to the BOT

The listing in figure 5 returns the navigable nodes
and edges contained within the boundingbox
(SDO_BB(player)) modified pathnode pattern,
shown in figure 6, for application in the IKA. The
modified pathnode pattern ensures the possible
paths available to the BOT are consistent with
those available to the human player.

SELECT n.unrealid
FROM navpoints n
WHERE SDO_FILTER(n.geom,
SDO_BB(player) ) = TRUE', //SDO_BB(player retums Geometry of player
I location

Figure 5 — SQL listing for bounded pathnodes.

In addition to the SDO_Geometry objects stored
in the NavPoints table, we added the tables
tbl_PParams and tbl_BParams to provide the
structure for storing the BOT, Player and game
parameters that are used in computing the
dynamic cost function of the Imperfect Knowledge
Algorithm (IKA). This data structure also permits

Ifreturns unrealid of navigable points
IInavpoints table constructed at BOT init




dynamic near real time updates to the BOT,
Player, and game parameters used in the

heuristic, through the monitored player class
added to the Pogamut Core library. The
monitored player class performs sense functions
on human players and BOTS running in the game
and updates tbl_PParams and tbl_BParams with
the sense results.

i St 2N

Figure 6 — UT2004 Network Model

The IKA requires additional modifications to the
map or level design to identify specific terrain
features such as doors, windows, and terrain type.
UnrealScript is used to create additional pathnode
actors that can be placed in the map or level to
identify these features as well ‘as the general
planning pathnode that provides intermediate
pathnodes from which the IKA will calculate the
overview routes used to produce the IKA goal
pathnodes. The concept of two pass route
planning using UnrealTournament was introduced
by Zhuogian Shen to provide navigation through a
multi-level (room) map [6].

/I BotGPPathNode. General Purpose Node

class BotGPPathNode extends PathNode
placeable;

/I BotDestinationPathNode. Goal Node

class BotDestinationPathNode extends PathNode
placeable;

/I BotDoorPathNode. Door Node

class BotDoorPathNode extends PathNode
placeable;

/I BotWindowPathNode. Window Node

class BotWindowPathNode extends PathNode
placeable;

Figure 7 — UnrealScript Listing for Pathnode
extensions

As noted above, the IKA is implemented in two
passes. The first pass is executed at BOT
initialization to generate and store all goal
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pathnodes that will be used by the IKA. During
initialization, all pathnodes and their neighbors, as
computed by the UT2004, are stored in a SDO
within the NavPoints table. The IKA then uses A*
to compute the optimum path from the UT2004
pathnode, PlayerStartNode, to the pathnode,
BOTDestinationPathNode, using only the

BotGPPathNodes (Figure 8). Once the initial path
has been generated as part of initialization, these
points are used to determine the goal pathnodes
for subsequent IKA path calculations.

Figure 8 —- BOTGPPathNodes Pathnodes

Subsequent passes execute the IKA using the
dynamically generated cost variable g'(x) (4.2)
and the modified heuristic function f(x) (4.3). The
IKA has built into the BOT'’s doLogic() function the
sensory function that triggers route calculation,
and when appropriate re-calculation of the IKA
goal nodes. The pseudo-code for the IKA is
shown in Figure 9.

5. MEASURING REALISM

The last section demonstrated the use of the
UT2004 based simulation environment in the
development of the Improved Knowledge
Algorithm (IKA). The next step is to provide a
quantitative approach to measuring its realism.
Recall that in this paper we have defined realism
to be a representation of human behavior that
mimics or emulates the human. The UT2004
based simulation environment and the added
monitor player class to the Pogamut Core Library
and modifications to GB2004 provide the
capability to record human player and BOT
actions during a simulation run and store them in
a data structure for subsequent numerical and
statistical analysis. This feature will enable the
development of a realism metric that measures
the deviation of BOT actions from the human
player. Combining the realism metric with the
classic Turing test an objective and subjective
assessment of the realism of the specific action
being tested is possible.



function KA (start, goal, pf) % pf = pass flag (0 or 1)
bpclosedset := the empty BotGPPathNode set
bpopenset := set containing the initial BotGPPathNode
closedset := the empty set % The set of all pathnodes already evaluated.
openset := set containing the initial node % The set of all tentative
pathnodes nodes to be evaluated.
g'_score[start] :=0 % Distance from start along optimal path.
h_score[start] := heuristic_estimate_of_distance(start, goal)
f_score[start] := h_score[start] % Estimated total cost from start to goal
through y.
ifps=1 % Compute intermediate route using BotGPPathNodes
closedset := bpclosedset
openset := bpopenset
w2[] ;= w3[ :=w4[l := 0 % traditional A*
else
closedset := the empty set
openset := set containing the initial node
while openset is not empty
x := the node in openset having the lowest f_score[] value
if x = goal
return reconstruct_path(came_from,goal)
remove x from openset
add x to closedset
foreach y in neighbor_nodes(x)
if y in closedset
continue
tentative_g'_score := w1 * g_score[x] + w2[x] + w3[x] + wd[x] +
dist_between(x,y)
tentative_is_better := false
ify notin openset
add y to openset
h_score(y] := heuristic_estimate_of_distance(y, goal)
tentative_is_better := true
elseif tentative_g’_score < w1 * g_score[y] + w2[y] + w3[y] + wé[y]
tentative_is_better ;= true
if tentative_is_better = true
came_from[y] == x
g’'_scorely] := tentative_g'_score
f_scorely] := §’_score[y] + h_score[y]
return failure

function reconstruct_path(came_from,current_node)
if came_from[current_node] is set
p = reconstruct_path(came_from,came_from[current_node])
return {p + current_node)
else
return the empty path

Figure 9 — IKA Psuedo-Code

6. CONCLUSIONS AND FUTURE WORK

The simulation architecture presented in this
paper demonstrates an improved simulation
architecture for development and testing of BOT
actions. This simulation architecture was used to
develop the Imperfect Knowledge Algorithm (IKA)
which provides a more realistic representation of
the BOT route planning action.

Continuation of this research will develop the
realism metric, using the methodology described
in this paper to provide a quantitative validation of
the realism of the IKA.

The design and implementation of the virtual
environment that supports the UT2004 based
simulation architecture is very labor intensive.
Functionality that can be implemented within the
UnRealED to automate the terrain analysis for the
placement of pathnodes and generation of the
path edges should be studied and implemented.

In the current implementation of the IKA, the
parameters that affect the route cost are manually
set. A method for tuning the IKA parameters to
optimize for realism as measured by the realism
metric should be studied.

Finally, validation of the realism metric requires
human data collected in a real world environment
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that has been modeled in UT2004. The Fort
Benning, McKenna MOUT site was selected for
this research to allow for this validation. Future
research should be undertaken to collect human
data executing a defined scenario that can be
compared using the realism metric with human
player and BOT data executing the same scenario
in the virtual world. :
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Abstract. In August 2003, the Secretary of Defense (SECDEF) established the Adaptive Planning
(AP) initiative [1] with an objective of reducing the time necessary to develop and revise Combatant
Commander (COCOM) contingency plans and increase SECDEF plan visibility. In addition to reducing
the traditional plan development timeline from twenty-four months to less than twelve months (with a
goal of six months)[2], AP increased plan visibility to Department of Defense (DoD) leadership through
In-Progress Reviews (IPRs). The IPR process, as well as the increased number of campaign and
contingency plans COCOMs had to develop, increased the workload while the number of planners
remained fixed. Several efforts from collaborative planning tools to streamlined processes were
initiated to compensate for the increased workload enabling COCOMS to better meet shorter planning
timelines. This paper examines the Joint Strategic Capabilities Plan (JSCP) directed contingency
planning and staffing requirements assigned to a combatant commander staff through the lens of
modeling and simulation. The dynamics of developing a COCOM plan are captured with an
ExtendSimg [3] simulation. The resulting analysis provides a quantifiable means by which to measure
a combatant commander staff's workload associated with development and staffing JSCP [4] directed
contingency plans with COCOM capability/capacity. Modeling and simulation bring significant
opportunities in measuring the sensitivity of key variables in the assessment of workload to
capability/capacity analysis. Gaining an understanding of the relationship between plan complexity,
number of plans, planning processes, and number of planners with time required for plan development
provides valuable information to DoD leadership. Through modeling and simulation AP leadership can
gain greater insight in making key decisions on knowing where to best allocate scarce resources in an
effort to meet DoD planning objectives. ’

1. INTRODUCTION

Secretary of Defense Donald Rumsfeld
originated the Adaptive Planning initiative in
August 2003 to improve the joint operation
planning system. Secretary Rumsfeld believed

« Link  planning, readiness and force
management processes and data in a virtual
environment,

Provide a full range and menu of military

that the joint operation planning process was too
lengthy, existing plans were out dated in the new
strategic environment, existing contingency
plans could not quickly transition to execution,
and the planning system was unable to
coordinate military operations within the context
of a whole of government response to a
contingency or crisis situation [5].

Overcoming the shortcomings of the legacy joint
operation planning system, the AP initiative
included the following objectives [2]:

* Produce plans on demand in 1 year or less
with plan revisions as needed,

» Shape plans throughout development through
periodic dialogue among DoD leaders and
planners,

« Perform planning in parallel and concurrent at
strategic and operational levels,
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options to meet changing circumstances,

* Prioritize plans and planning effort to enable
seamless transition to execution

+ Determine force, logistic, transportation and
operational feasibility throughout the planning
process.

The AP initiative increased the workload in the
planning community by reducing planning time,
increasing planning visibility, increasing the
number of plans and increasing the level of
detail desired in the planning process.

Leadership in the AP community was sensitive
to the increased workload with shorter planning

timelines. However, they lacked tools necessary
to quantify the increased workload and measure
its impact on the existing planning capacity.

This paper addresses the adaptive planning
workload to capacity study from a modeling and
simulation perspective. Study details are initially
presented. The value of modeling and simulation



as it supports complex process analysis is
summarized at the conclusion of this paper.

2. ADAPTIVE PLANNING WORKLOAD TO
CAPACITY MODEL

AP leadership initiated an adaptive planning
workload study to assess the capacity of
COCOM planners to develop contingency plans
within the guidelines of the AP objectives.

Establishing a common framework from which to
look at challenges brought on by AP initiatives
was an important first step of this study.
Defining metrics, variables and the relationship
of those variables to each other was essential in
providing a quantitative assessment of workload
to capacity. AP documentation discussed
timelines for plan development. Additionally,
legacy plan development has also been
interested in planning timelines. For these
reasons, planning timelines was selected as the
underlying metric to measure goodness within
this study. Planning timelines was selected to
become the dependent variable. There were
many issues that affected planning timelines.
These issues were divided into four themes or
independent variables; number of plans, level of
plans, number of planners, and white space.
Figure 1 provides a graphical representation
between independent variables, the work at
COCOMs and the dependent variable in the AP
Workload Model.

Independent Variables Dependent Variable
A

oot AN

AP Workload Model

i
Figure 1: AP Workload to Capacity Model

2.1 Variables

Number of Plans was the first independent
variable defined as the quantity of JSCP,
Chairman of the Joint Chiefs of Staff (CJCS) and
COCOM directed plans assigned to a combatant
commander. This includes both the number of
plans requiring development and those under
review.

Level (Types) of Contingency Plans was the
second independent variable defined by the
JSCP, CJCS or COCOM directed planning level

(i.e. Level 1, 2, 3, 3T, 4). Contingency planning
includes the preparation of four levels of
planning detail. Planning levels are further
defined as follows:

Level 1 planning (Strategic Concept) requires
the least amount of planning detail and is
normally completed in the shortest amount of
time. Generally, COCOMs complete Level 1
planning in 10-12 weeks. From a COCOM
perspective, completion of level 1 planning,
documents an initial concept of operations.

Level 2 planning (Base Plan) require completion
of strategic concept planning. A level 2 plan
contains paragraphs one through five of the
standard Operation Plan (OPLAN) format with
annexes.

Level 3 planning (Concept Plan) require
completion of strategic concept and completion
of the base plan planning. A Level 3 plan is an
abbreviated OPLAN that would require
considerable expansion to be considered an
OPLAN or Operation Order (OPORD). A
COncept Plan (CONPLAN) contains the base
plan, the commander's CONOPS with the
appropriate annexes (A, B, C, D, J, K, S, V, Y
and Z) and appendixes. If directed by the
JSCP, planners do not calculate detailed
support requirements or prepare detailed
support requirements or prepare Time Phased
Force Deployment Data (TPFDD) files. A level 3
plan that contains a TPFDD typically requires
more detailed planning for the phased
deployment of forces.

Level 4 planning (Operational Plan or OPLAN)
contain the base plan, all required annexes with
associated appendixes and a TPFDD. The
OPLAN identifies planning assumptions and the
specific forces, functional support, deployment
sequence, and resources to execute the plan.
The combatant commander may initiate
contingency plans not directed by the JSCP.
The format and content for a contingency plan is
prescribed in Joint Operation Planning and
Execution System [6].

The number of planners was the third
independent variable defined as the quantity of
planners and subjective quality of planners
assigned to a COCOM staff developing and
reviewing plans.

The last independent variable is defined as
white space. White space was a measurement
of the calendar time that it took for a planning
function to be completed. More detail defining
white space is presented in the next section of
this paper.

The AP Workload to Capacity Model had one
dependent variable called planning time.
Planning time was defined as the calendar time
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that it took to complete a planning cycle for the
JSCP, CJCS and COCOM self directed plans. In
reality, the planning cycle never ends since as
soon as a plan has been approved, it goes into
upkeep and refinement stage to remain relevant
in the changing global environment.

2.2 Adaptive Planning Processes and White
Space

In its simplest form white space is a gauge of
planning process inefficiencies measured in
calendar time. Figure 2 presents a graphical
representation of the numerous plan
development and review processes and
functions that occur and the organizations that
participate in those events.

Figure 2: Planning Processes and White Space

Examples of white space occur when plan
development or review is halted waiting on a
decision brief, additional analysis, or a planning
conference where aligning schedules becomes
the overriding factor. White space occurs in the
time involved in collaboration between
organizations. White space occurs in vetting
and agreeing to assumptions, enemy threat and
force allocation.

Many of the same contingency planning steps
and processes employed by planners occur in
crisis action planning. Contingency planning is
measured in weeks to months; crisis action
planning is measured in days. This time
difference can be attributed to several factors.
During crises action planning there is a clearer
view of the threat, a greater sense of urgency in
decision making, and priority alignment amongst
the stakeholders. This difference in time is a
form of white space, where additional layers in
the planning process are often added to serve
other interests.

2.3 Adaptive Planning Workload Simulation

Using a mathematical formula to conduct
analysis is not always the most effective way to
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gather data. Oftentimes simulations are more
effective tools in analysis. Understanding the
relationship between the dependent and
independent variables and the large volume of
calculations necessary to evaluate the range of
issues lent itself to a simulation approach in this
study. The simulation language, ExtendSimg,
was used to build a simulation replicating the
processes and interactions that occur during
plan development.  Figure 3 portrays two
screenshots of the simulation modules that were
developed for the AP workload simulation. The
larger screenshot portrays the high level
modules that represent specific activities within
the simulation such as assigning planners to
specific plans for development.
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Figure 3: Screenshot of AP Workload
Simulation

The smaller screenshot portrays an expansion
of the activity that occurs within one module
displayed in the larger screenshot. In the
example presented, various activities that occur
during the development of one type of plan are
presented.

The AP workforce model simulation pulls data
from an Excelg spreadsheet containing data
collected from the COCOMs. The data was
collected and triangulated by three sources;
anecdotal information and document review, site
visits and video teleconferences, and surveys.
The survey was developed following the
research phase of this study and site visits to
ensure appropriate survey questions were being
asked. Furthermore, sample model runs were
conducted on notional data to ensure that the
data collected from the survey would provide the
necessary information to conduct meaningful
data analysis. The data collection survey was
sent out as a formal task from the Joint Staff.



Most COCOMs had their lead planner sign off
on the data submission.

The purpose of this model and the underlying
analysis is not to be predictive on the amount of
time it takes COCOMs to develop their plans but
to show the relative impact of changes in
planner workload, policies and resources. The
number of plans and plan level determines
workload. Planning inefficiencies and resources
affect the planning timelines. And the number of
planners, their availability and training
determines resources.

3. DATA ANALYSIS

The primary objective of the data analysis was
to provide a quantifiable basis to compare
variables that affect planning timelines. Four
independent variables (white space, plan
complexity, number of plans, and number of
planners) were assessed in isolation relative to
their impact on planning, see Figure 4.
Additional insights were gleaned by comparing
the affect of the independent variables with each
other. The independent variables were adjusted
in 10% increments up to 30%. Adjustments were
made that positively and negatively affected the
dependent variable (planning time).
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Figure 4: Comparison of Variables

The four independent variables appear fairly
linear. Zero on the x axis represents status quo
today. Values left of zero represent worsening
conditions while values to the right of zero
represent improving conditions. The y axis
represents average days required for all of the
plans to be processed through one cycle. This
represents the total plan development and
review workload. In reality, the concept of a
living plan implies that plans are never complete.
Once they have been approved at the
appropriate level, review begins again based on
changes that have occurred since the plan was
initiated during the previous cycle. As discussed
earlier, underlying assumptions are always
being challenged. This simplistic view of
averaging the time it takes for all of the plans to
complete their journey from JSCP release to

plan approval (for a new plan) or plan review (for
an existing plan) allows for a baseline from
which to conduct analysis.

Figure 4 depicts four lines with varying slopes.
Variables with greater slopes have a larger
impact on planning timelines than variables with
lesser slopes. For instance, changes in white
space have a greater impact on planning
timelines than plan complexity. In this example
influencing the time it takes to complete all plan
approvals/reviews has a greater impact than
changing the level of some of the plans.

4. SENSITIVITY ANALYSIS

Sensitivity analysis is treated from two
perspectives. The first perspective explores
changes in the baseline date. The second
perspective evaluates data ranges provided by
COCOM surveys.

4.1 COCOM Input Data

First, the point of the exploratory analysis is
based on evaluating changes in the input data
collected from the COCOMs. The primary
analysis of this study is based on changes to the
input data in an attempt to address how
sensitive the input data is to change. For
example, manning level sensitivity relative to the
planning timeline is tested by changing planner
manning levels by plus or minus ten percent
increments.

4.2 Baseline Data and Changes to Input
Parameters

Second, as stated in the previous section, the
COCOM data reflected a range in planning
times from plan to plan and from COCOM to
COCOM. Even within the same type of plan
(level 3) at the same COCOM, planning times
could be different. The independent (input) data
was collected and placed into one of four bins;
minimum time, maximum time, most likely time,
and stochastic (based on Monte Carlo
distribution). The minimum and maximum times
bound the timeline range. The most likely data
was obtained as the theoretical value that the
data would represent if only one data point could
be used. The stochastic data source represents
the corresponding time it would take to develop
and review plans averaged over 100 model runs
if the time required to develop and review a plan
was randomly picked between the minimum and
maximum times the COCOMSs provided. Since
data analysis focused more on the delta
between the baseline data and changes to input
parameters, the sensitivity of input parameter
was evaluated. Figure 5 presents a sensitivity
comparison of plan quantities based on using
maximum, most likely, stochastic, or minimum
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planning timelines. The “X" axis represents
changes in plan quantity from -30% to 30% in
10% increments. For example, if a COCOM
developed or reviewed 16 plans (baseline value)
with a given amount of resources, how would
the planning timeline change if the number of
plans varied from 11 to 21 utilizing the same
resources? The “Y” axis represents the percent
change in the planning timeline using the
baseline COCOM data. Point A depicts that for
a 20% increase in the number of plans there is a
corresponding increase in the planning timeline
by 11%.
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Figure 5: Plan Quantity Sensitivity Analysis

The four lines represented in Figure 5 depict
different perspectives of the COCOM survey
data. Point A reflects no difference between the
most likely COCOM data and the stochastic
data. Delta B represents the difference in using
the most likely or stochastic data and maximum
data from the COCOM survey. Specifically,
when the number of plans increased by 30% the
time required to develop and review plans
increased by about 16% when using the most
likely or stochastic data and increased by about
19% when using the maximum time data from
the COCOM surveys. If the analysis was not
sensitive to the COCOM input specifying the
length of time required to develop and review a
plan, there would be no delta. Inspection of
Figure 5 reveals less than a 0.2% delta between
the most likely data source and the stochastic
data source in model runs where the number of
plans was varied by + 30%. Figure 5 also
reflects a delta of up to 4% between the most
likely and maximum times as depicted by delta
B. The delta is less for all other comparisons of
data sources.

There is some sensitivity (up to 4%) between the
most likely planning timeline and the maximum
planning timeline when the number of plans is
increased by 30%. There is less variation for
other quantities of planning changes. The overall
variation is relatively small, providing a degree of
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confidence that the COCOM timeline data that
was used for the data analysis accurately
portrays COCOM planning timelines.

5. ANALYTIC INSIGHT

The data collected from the COCOMs was
based on existing planning processes. One of
the tools used during the TPFDD development
phase for those plans that required TPFDDs
was Collaborative Force Analysis, Sustainment,
and Transportation (CFAST). CFAST [7] is a
portal-based, collaborative campaign planning
tool that provides a set of business tools and
supporting infrastructure that shortens
contingency and crisis action planning,
command exercises, force modernization
studies, and analysis. Real time data
immediately updates interactive map displays
and other visualizations for continuous
monitoring and effective response to dynamic
situations. CFAST was plagued with various
problems that prevented the tool from working
as effectively as was desired. After the COCOM
data had been collected, CFAST as a planner’s
tool was terminated.

During the socialization of this study with some
of the COCOMs, concern was raised that the
data analysis provided over optimistic timelines.
Those timelines were based on COCOM data
that assumed CFAST was supporting TPFDD
development. With the cancelation of CFAST, a
couple of the COCOMs indicated their planning
timelines during TPFDD development doubled
and that three planning conferences were now
required where only one was needed before.
This information provided a unique opportunity
to assess the loss of CFAST from the
perspective of the model developed for this
study. As expected, overall plan development
timelines increased as a result of increases in
TPFDD development timelines, though not as
much as one would expect. Not all COCOMs
have plans requiring TPFDDs and those that do,
only a fraction of their plan portfolio contain
plans with TPFDDs. Some TPFDDs contain
only a few hundred units while others contain
thousands. Overall, the model showed an
increase on average of 7% across all plans. The
data from one COCOM that has a very complex
TPFDD demonstrated a far greater impact on
plan development timelines based on the model.
The model indicated as much as a 42% increase
in the plan development time for one plan that
has an extensive TPFDD. Insights from these
additional model runs imply that the use of
collaborative planning tools can have a direct
impact on plan development timelines.



6. ANALYTIC CONCLUSIONS

The results of numerous model runs have
provided useful information to AP leadership on
where to focus limited resources. The value of
trained planners was reinforced. The impact of
collaborative planning tools and the loss of
CFAST was quantified. The importance of
streamlining planning processes and eliminating
white space was validated.

More importantly, decisions by senior leaders in
changing the requirement for the number of
plans or planning detail can now be quantified.
Together, this analysis supports the AP
community as they continue to update their
strategic roadmap with various initiatives in
assisting the planning community in the years
ahead.

7. SUMMARY

Military planning has been ongoing for centuries.
Changes in the geo-political landscape, the
mobility of modern forces, and collaboration
technologies have brought about changes in the
speed of government within the DoD as it relates
to military planning. AP initiatives have codified
objectives in changing the visibility, quantity, and
frequency of plan development within the
highest levels of government.

The AP Workload to Capacity study has
provided a tool to assist decision makers on the
best use of limited resources in meeting the
Departments planning objectives. Reaching the
most efficient balance of trained planners,
collaboration technologies and policy decisions

that affect planning processes forms the
cornerstone in meeting planning timeline
objectives.

The field of modeling and simulation was
instrumental in providing AP decision makers
the analysis and tools necessary to assist the

Joint Planning and Execution Community.
Future work by the Adaptive Planning
Implementation Team will leverage the

foundation of analysis brought about through
computer simulation.
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Abstract. Tightly integrating modeling and simulation techniques into Information Technology
Infrastructure Library (ITIL) practices can be one of the driving factors behind a successful and cost-
effective capacity management effort for any Information Technology (IT) system.

ITIL is a best practices framework for managing IT infrastructure, development and operations.
Translating ITIL theory into operational reality can be a challenge. This paper aims to highlight how to
best integrate modeling and simulation into an ITIL implementation.

For cases where the project team initially has difficulty gaining consensus on investing in modeling and
simulation resources, a clear definition for M&S implementation into the ITIL framework, specifically its
role in supporting Capacity Management, is critical to gaining the support required to garner these
resources. This implementation should also help to clearly define M&S support to the overall system
mission.

This paper will describe the development of an integrated modeling approach and how best to tie M&S to
definitive goals for evaluating system capacity and performance requirements. Specifically the paper will
discuss best practices for implementing modeling and simulation into ITIL. These practices hinge on
implementing integrated M&S methods that 1) encompass at least two or more predictive modeling
techniques, 2) complement each one'’s respective strengths and weaknesses to support the validation of
predicted results, and 3) are tied to the system’s performance and workload monitoring efforts. How to
structure two forms of modeling: statistical and simulation in the development of “As Is” and “To Be”
efforts will be used to exemplify the integrated M&S methods. The paper will show how these methods
can better support the project’s overall capacity management efforts.

1. Introduction However, once M&S was tied directly to the

ITIL is a best practices framework and set of ~ SyStem's Capacity Management activities as part
guidelines that define an integrated, process- of ITIL, the M&S efforts gained traction. Lessons

based approach for managing informaton |€@med from this case example have been
technology services. Translating the ITIL theory leveraged as part of developing this paper’s thesis.
into operational reality can be a challenge.
Methods of implementation and best practices
using ITIL principles are out of scope for this
paper. Rather, this discussion aims to highlight
how best to integrate modeling and simulation into
ITIL implementations.

The successful implementation of M&S within ITIL
will encompass the following characteristics: 1)
use of at least two or more predictive modeling
techniques, 2) methods complement each one's
respective strengths and weaknesses to support
the validation of predicted results, and 3)
techniques are tied to the system’s performance

A clear definition for M&S implementation into the iyl i poritesing ofterie,

ITIL framework especially its role in supporting
Capacity Management is critical to gaining
customer and stakeholder buy-in. In the case 2. ITIL BACKGROUND

example, discussed later in this paper, the team ITIL encompasses a set of concepts and policies
had difficulty gaining consensus on investing in  for managing information technology infrastructure,
modeling and simulation resources. The benefits  development and operations. ITIL consists of the
of modeling and simulation were unclear to the following five disciplines (illustrated in Figure 1):
project’s overall mission and as a result there was e Service Strategy

insufficient ~ modeling resource  allocation. e Service Design
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Figure 1: M&S Integration into ITIL Framework

2.1 M&S and the ITIL Framework

The scope of Service Design includes the design
of new services, as well as changes and
improvements to existing ones. Service Design
consists of several areas; however, for purposes of
this discussion, the focus will be on the Capacity
Management area.

2.2 Implementing M&S Using ITIL Framework
Capacity Management is the discipline that
ensures IT infrastructure is provided at the right
time in the right volume at the right Price and is
used in the most efficient manner.” The real
success lies in implementing an integrated M&S
approach that 1) encompasses at least two or
more  predictive modeling techniques, 2)
complement each techniques’ respective strengths
and weaknesses to support the validation of
predicted results, and 3) is tied to the system'’s
performance and workload monitoring efforts.

For system development and deployment projects
that are still in early operational stages, additional
model validation challenges may arise from the
lack of a scalable Performance Test environment
or a full system monitoring solution thereby limiting
access to actual performance data. Using at least
two types of modeling techniques can help to
overcome this early validation challenge by raising
confidence in model results where general
agreement is obtained using disparate modeling
techniques. In addition, the combination of M&S
methods can successfully deliver capacity

! ITIL Open Guide. March 2, 2009. <
http://www.itlibrary.org>
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forecasting flexibility for both large and small scale
projects.

Projects with the following characteristics will most
benefit from an M&S implementation tied to ITIL
principles:

e Clear-cut performance analysis goals

e Strict Service Level Agreements (SLAs) or
Operational Level Agreements (OLAs)

e Enterprise class applications
Volumes experiencing significant growth
Time-based mission critical or real-time
systems

e Lack of a full-scale performance test
environment (need for alternative system
evaluation techniques)

e Cost sensitive capacity requirements

e Long lead-time resource acquisition

The M&S implementation should be driven by
definitive goals for evaluating system capacity and
behavior given clearly stated performance
requirements. The M&S implementation team
likewise needs to be equipped with performance
analysis and engineering expertise together with
target system subject matter knowledge.
Furthermore, the project's ITIL framework should
be tailored to tie M&S to the following ITIL
activities:  Monitoring, Demand Management,
Performance Tuning and Application Sizing.

3. ACASE STUDY

A case study on a federal IT system is used below
as an example to illustrate M&S implementation in
ITIL's Capacity Management processes. The
federal system contains over 100 million records
and processes close to 50 million requests
annually. In addition, the system specifically meets
the program characteristics in Section 2.2
mentioned above.

All these factors underscored the need for a robust
and flexible capacity management program. As a
result, a formal Capacity Management Process
was created using the ITIL framework. The ITIL
framework was tailored to support the federal
system’s overall Service Delivery and Service
Support functions. In creating the Capacity
Management processes, the project implemented
modeling and simulation activities as a set of
integrated activities. Figure 2 illustrates the M&S
relationship central to Capacity Management within
the program'’s ITIL process framework:
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Figure 2: M&S Central Relation to Capacity
Management within Enterprise ITIL Framework

As part of this implementation, M&S activities were
joined to several ITIL activities (as described
below):

e Monitoring — system performance data (e.g.,
resource utilization metrics, response times,
throughput, etc.) and workload monitoring
(e.g., arrival patterns, transaction volume, etc.)
were collected and analyzed from both the
Production and Test environments. M&S uses
these data to build and update the models.

e Demand Management - M&S applies
stochastic abstractions and transaction volume
models to workload impact analyses.

e Performance Tuning — M&S supports project
efforts to identify steps required to handle
current and/or new workloads to optimize
system performance or operational policy.

e Applicaton Sizng - M&S supports
identification of resources needed for a new
system application or a change to existing
application. For example, model results
provide input into hardware acquisitions
required for new system deployments.

One of the most significant factors that contributed
to the success of the program’'s Capacity
Management Process was the tightly integrated
M&S implementation within the project's overall
ITIL framework.

The ITIL framework references four modeling
techniques and includes Trends Analysis,
Analytical Modeling, Simulation Models and
Baseline Models. This paper classifies both
Trends Analysis and Analytical Modeling as forms
of statistical techniques. In addition, Baseline
Models are defined in the context of a simulation
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model, and defined as a “benchmark” of the
current (“As Is”) system performance.

This case example illustrates that it is the
combination of both statistical and simulation
modeling techniques that directly support making
the program’s Capacity Management Process a
success.

3.1 M&S Techniques in Case Example

A combination of statistical and simulation model
techniques were used to quantify performance,
estimate capacity, provide subject matter input,
and afford validation to the overall modeling
activities. Statistical techniques included:

Trending using ARIMA (Auto-Regressive
Integrated Moving Average) models for time
series data — these methods were used to
support characterization of existing system
workloads and forecasting of future growth
patterns based on historical volumes.

e Analytical model development efforts — these
were used for several different needs including
deriving mathematical expressions of system
workloads to characterize workload arrival
patterns and critical resource capacity models.
In addition, historical transaction data were
also analyzed to identify key performance
factors and develop reusable statistical
descriptions of the system’s behavior.

Figure 4 illustrates typical transaction workload
regression trending models for two classes of
system transactions. The blue line depicts
historical data whereas the red line represents the
regression predictions. The use of ARIMA
modeling techniques suitably captures the
temporal characteristics of workload seasonality as
well as year over year background growth where
present.
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Figure 3: Transaction Arrival Trending Models

Statistical modeling strengths includes the ability to
apply relatively simple methods that require shorter
turnarounds to getting answers as well as requiring
less detailed input data; weaknesses include a
higher risk of being less accurate for predicting



response times and throughput, loss of predictive
accuracy where future behavioral patterns vary
substantially relative to historical patterns, and an
inability to deal with queuing and resource
contention analysis.

Simulation modeling is used to gain more accurate
predictive results for response time, throughput
and resource consumption. The simulation
modeling techniques included:

e “As Is” simulation model development efforts
that craft simulation models of the existing
systems and validate against the performance
in the production environment (baseline model
which “benchmarks” the current system).

e “To Be” simulation models that leverage the
“As Is” models to develop the anticipated
views (i.e. future operating conditions).

Simulation modeling strengths include providing
the capabilities for more accurate projections of
system throughput and response times in support
of hardware acquisition estimates and architecture
validation efforts and the ability to predict and
analyze dynamic queuing properties and resource
contention conditions. Simulation modeling
weaknesses can include requiring a longer turn
around time and large volumes of detailed output
performance data. Valid use of the simulation
model results will depend on the accuracy of the
performance data used to develop the models.

However, where used in collaboration, the two
differing modeling techniques can be combined to
generally support a broader set of performance
analysis needs and introduce flexibility in satisfying
the project’s capacity management objectives.

3.2 Developing the “As Is” Models

Early on, one of the biggest challenges was lack of
production monitoring on the legacy system
components. The project had an urgent need for
precise simulation model results; however, most of
the legacy system lacked any performance
monitoring tools that would correlate workload to
resource  consumption (e.g., CPU, disk
reads/writes, etc). As a result, the integrated M&S
methods were tailored to tackle these challenges
by modeling parts of the system as a “black box”
and using a combination of statistical and
simulation techniques.

The statistical analysis encompassed evaluating
historical performance data (such as response
time and throughput) to characterize statistical
latency distributions under no queuing conditions.
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These techniques were used to combat the lack of
instrumented performance data on specific pieces
of the system. For these components, historical
response data were analyzed to identify a time
where there was little or no queuing in the system.
During these periods, the start and finish times of
each transaction were collected and used to create
a histogram illustrating resulting service times.
The histogram data were used to build the best fit
curve characterized as a probability distribution.
Thereafter, the team used the distribution to
represent the system service time in the simulation
model. Figures 4 and 5 below illustrate the
histogram of response times under no queuing
conditions for Production and the Simulation
Model.

of C A Time - No Queue
(Production Environment)

800 ——————

‘ o 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Response time (seconds)

Figure 4: Histogram of Component A
Response Time - No Queue (Production)
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Figure 5: Histogram of Component A
Response Time - No Queue (Simulation Model)

Although, the model simulation was not able to
entirely capture the long tail observed in
Production data, the associated statistical data
demonstrated that there was little difference in
overall response time between the simulation and
production data results (see Tables 1 and 2
below).

Table 1: Production Statistics

Mean 7.87
Median 8
Mode 7




Standard Deviation

1.79

Table 2: Simulation Model Statistics

Mean 7.72
Median 8
Mode 7
Standard Deviation 1.65

After validating service times, the queuing behavior
was analyzed using a time period starting with an
empty queue that gradually built over time. The
service request arrival times were also assessed
for that period. The simulation model was run with
the statistically derived service and arrival time
models. Figure 6 depicts the validated simulation
results:
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Figure 6: Simulation Model vs. Production
Environment Queue Validation

The team compared the model's simulation results
to production data in order to successfully validate
against the true system performance. In this
manner, the team was able to leverage two
different modeling techniques to successfully build
the “As Is” simulation model. The statistical
analysis facilitated service time characterization in
a manner that could then be applied in the
simulation models. This would not have been
possible without these statistical models due to
lack of production performance data. In addition, if
we had used statistical techniques in isolation, we
would not have been able to vary response time
and correlate this to queuing behavior over the
course of a day.

Simulation models were subsequently updated
once production monitoring tools had later been
deployed. Collected performance data were
evaluated using analytical techniques to associate
resource consumption with the workload executed
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(viz. CPU, database reads/writes, etc). The
simulation model was validated under full workload
conditions by comparing results (response time,
throughput, and CPU consumption) to the
production environment. Production changes
(e.g., new code deployed, architecture or platform
changes, etc.) could then be quickly rendered in
the simulation environment by leveraging
monitored data against the validated baseline “As
Is” model.

Implementing two different modeling techniques
therefore proved critical to performing capacity
management early in the system development
lifecycle when performance data were not yet
available. Model accuracy was in turn improved
after production data became available.

3.3 Leveraging “As Is” to Forecast Impact of
New Workloads

The program’s Capacity Management forecasting
responsibilities includes regular engagement with
the system stakeholders to identify workload
changes that may impact the IT system'’s
performance and computational resource needs.

A recent workload addition of several million
records exemplifies the important role M&S played
in the Capacity Management process. The M&S
team worked closely with the Demand
Management office to characterize the new
workload’'s yearly demand based on historical
behavior of similar historical service request types.
The team used statistical regression models to
predict future seasonal arrival patterns and
adapted existing workload distributions into daily
workload arrival patterns for the new transactions.
Finally, the “As Is” model was simulated with the
new workloads. The team provided analysis on
expected response times, throughput, and
resource utilization plus impacts anticipated to
existing workloads.

Figure 7 below illustrates an example of resource
utilization forecasted data.
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Figure 8 below illustrates an example of forecasted
system response times. Adherence to SLA
response times were of critical importance to the
customer and program.
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3.4 Leveraging “As Is” to Develop “To Be”
Models

Recently, the government system went through a
massive modernization effort that upgraded both
its hardware and software components. The
customer expressed several concerns on how this
would impact operations and most specifically SLA
adherence. An M&S Tiger Team was therefore
tasked to develop simulation models that would
help forecast computational resource requirements
to deliver needed capacity and to justify capital
equipment acquisitions. Of additional concern
were possible impacts to the front-end business
processes and wide area network performance.

The M&S Tiger Team'’s objective was to develop
an end-to-end analysis solution that would provide
an impact analysis on all three aspects of the
business. On the back-end system, specific
questions were raised on identifying impacts to
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resource consumption and response times. For
the latter, the back-end “To Be” system model was
built leveraging the “As Is” simulation model
described in Section 3.2 above. The resulting
analysis assembled a comprehensive picture of
the new system deployment impacts.

Performance analysis helped to proactively identify
specific impacts and areas for operational
improvement to ensure a smooth transition during
system modernization. This was one of the most
successful initiatives on the project demonstrating
the critical insight that can be gleaned from using a
combination of modeling techniques.

4. CONCLUSION

In conclusion, the development of an integrated
modeling approach can significantly impact the
success of the project's overall capacity
management efforts. The M&S implementation
should encompass two or more predictive
modeling techniques, complement each one’s
respective strengths and weaknesses to support
the validation of predicted results, and be tied
directly to system performance and workload
monitoring efforts.

The implementation should include evaluation of
the “As Is” system as well as forecasting
techniques. The models developed in support of
the latter's analysis should provide estimates for
response times, throughput, and resource
utilization for the “To Be” system. Furthermore,
models should be designed to guide the project’s
hardware acquisition and architecture validation
efforts. From the beginning, the ITIL framework
should be tailored to implement M&S within
Capacity Management processes and relate to the
following activities: Monitoring, Demand
Management, Performance Tuning and Application
Sizing activities.

Following these high level guidelines will establish
and promote a successful Capacity Management
Program for a broad array of enterprise IT
application systems.
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Abstract. It has been understood that protection of a nation from extreme disasters is a challenging
task. Impacts of extreme disasters on a nation's critical infrastructures, economy and society could
be devastating. A protection plan itself would not be sufficient when a disaster strikes. Hence, there
is a need for a holistic approach to establish more resilient infrastructures to withstand extreme
disasters. A resilient infrastructure can be defined as a system or facility that is able to withstand
damage, but if affected, can be readily and cost-effectively restored. The key issue to establish
resilient infrastructures is to incorporate existing protection plans with comprehensive preparedness
actions to respond, recover and restore as quickly as possible, and to minimize extreme disaster
impacts. Although national organizations will respond to a disaster, extreme disasters need to be
handled mostly by local emergency management departments. Since emergency management
departments have to deal with complex systems, they have to have a manageable plan and efficient
organizational structures to coordinate all these systems. A strong organizational structure is the key
in responding fast before and during disasters, and recovering quickly after disasters. In this study,
the entire emergency management is viewed as an enterprise and modelled through enterprise
management approach. Managing an enterprise or a large complex system is a very challenging
task. It is critical for an enterprise to respond to challenges in a timely manner with quick decision
making. This study addresses the problem of handling emergency management at regional level in
an object oriented modelling environment developed by use of TopEase® software. Emergency
Operation Plan of the City of Hampton, Virginia, has been incorporated into TopEase® for analysis.
The methodology used in this study has been supported by a case study on critical infrastructure
resiliency in Hampton Roads.

1. INTRODUCTION

Hampton Roads consists of sixteen city and
county jurisdictions, and is home to 1.6 million
people (the fifth largest metro area in the
south eastern U.S. and the second largest
metro area between Washington, D.C. and
Atlanta). Hampton Roads is very critical for
national  security both  militarily and
economically, because it has the largest
complex of military bases in the world and the
second-largest port on the Atlantic coast, and
it is the site of the world’'s largest shipbuilder
of combat vessels. Hampton Roads is low-
lying and thus prone to flooding, is vulnerable
to the effects of hurricanes and occasionally
tornadoes, and is a likely target for terrorist
attacks. It is obvious that protection plans are
not enough after a disaster strikes to the
region. Thus, there is a need for a holistic
approach to establish more resilient
infrastructures to withstand extreme disasters.
A resilient infrastructure can be defined as a
component, system or facility that is able to
withstand damage or disruption, but if
affected, can be readily and cost-effectively
restored. The key issue to achieve this is to
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incorporate existing protection plans with
comprehensive preparedness actions to
respond, recover and restore as quickly as
possible, and to minimize extreme disaster
impacts [1]. Therefore, Critical Infrastructure
Resilience of Hampton Roads Region
(CIRHRR) project, which was funded by
Department of Homeland Security, has been
done to analyze the regional resiliency in
terms of four critical infrastructures; namely
electricity, transportation, communications
and water sectors. Service interruption of any
one or more of these interdependent
infrastructures due to various threats could be
catastrophic not only for the region but also
for the entire nation.

Extreme disasters, both npatural and
manmade, must be handled by each city's
emergency management departments. It is
important to have a manageable plan which is
prepared by emergency management
departments  before  disasters.  Since
emergency management departments have to
deal with other complex and large scale
systems such as plant managements, public
utilities, fire department and police



department, they have to have efficient and
effective  organizational  structures to
coordinate all these systems. A strong
organizational structure is the key in
responding fast before and during disasters,
and recovering quickly after disasters. In order
to establish strong emergency management
and organizational structures for cities, an
enterprise  management approach can be
useful. Managing an enterprise or large
complex system is a very challenging task
because of rapid technological changes,
complex economic dynamics and adaptation
to new markets, trends and opportunities. It is
critical for enterprises to respond to these
challenges in a timely manner with quick
decision making. TopEase® is a software tool
which provides managers the necessary
critical information on an enterprise itself to
visualize a holistic picture of a complex
system such as an emergency service
providing enterprise [2]. TopEase® has been
developed by a Swiss Company, Pulinco
Engineering AG, to provide a methodology for
a holistic view of a system to manage its
complexity, to get transparency, and to control
the change and/or transformation processes
for continuous improvement and success. It is
designed to handle “business processes” and
provides a desirable end state of an
enterprise, business or application while
highlighting the gap between the current “as
is” and desired “to be” states. Therefore, an
approach based on TopEase® has been used
in the CIRHRR project. The goal of this
application was to show that emergency
management operations can be handled as
enterprise management processes. In order to
achieve this goal, Emergency Operation Plan
(EOP) of the City of Hampton, Virginia has
been implemented into TopEase®. In this
paper, some examples and TopEase®
implementation process are presented.
TopEase® models emergency management
at regional level in an object oriented
environment. Hence, Object Oriented
Programming (OOP) will be briefly explained
in the next section.

Il. OBJECT ORIENTED PROGRAMMING

“Objects” are used to design applications and
computer programs in OOP. OOP can use
several concepts or techniques from
previously established paradigms such as
inheritance, modularity, polymorphism or
encapsulation. These concepts give support
to the development of efficient class
structures. The aim of OOP is to approximate
the behaviour of real world elements within
software environment [3]. In OOP, each object
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is capable of receiving messages, processing
data and sending messages to other objects.
Each object can be viewed as an independent
unit with a distinct role or responsibility. Some
of the key concepts of OOP are described
next:

Class defines the abstract characteristics of a
thing (its attributes or properties) and the
things it can do (its behavior).

Object is a particular instance of a class, and
is a software package that includes all the
necessary data and procedures to represent a
real world object for a specific set of
purposes.

Message Passing signifies the objects
interacting with each other by sending
requests for services known as messages.

Encapsulation is the mechanism by which
related data and procedures are bound
together within an object. It conceals the exact
details of how a particular class works from
objects that use its code or send messages to
it.

Polymorphism is the behavior that varies
depending on the class in which the behavior
is invoked, that is, two or more classes can
react differently to the same message. The
power of polymorphism is that it greatly
simplifies the logic of programs by shortening
and increasing the execution speed.

Inheritance is the mechanism that allows
classes to be defined as special cases, or
subclasses, of each other [2], [4].

The approach used by TopEase® is
explained in the next section.

. TOPEASE® SOFTWARE AND ITS
APPROACH

TopEase®, which has been used for more
than 20 years as a business application tool,
aims to provide solutions to the problems of
variety of sectors such as economic, health
and law enforcement. TopEase® helps
manage the complexity of a system, see the
holistic aspects of a system and control its
processes at every step to achieve continuous
improvements in the system. The idea behind
developing this software was to establish
balance between principles and pragmatism.
TopEase® uses 1-3-5-7 axioms to achieve
solutions for businesses (Figure 1),

1 methodology provides a common
understanding based on an established
terminology. TopEase® wuses a single
methodology, which pursues principals in a
pragmatic and balanced manner to
accomplish its targets.



3 layers assist in obtaining a target audience
related business structure. 3 layers are
named as  definition, support and
implementation layers.

5 models provide a system to be modelled,
documented and elaborated. The system may
be validated through value chains and
questions, if all artifacts are modelled
appropriately. 5 models are named as
business, resource, information, delivery and
change models.

7 questions help analyze and interpret
connections between 3 layers and 5 models.
It is important to ask 7 significant questions to
determine interrelationships among nodes
which are constructed models. These
questions are about cost, benefit, risk, quality,
feasibility [produce (how)], manageability
[people (who)] and impact.

Figure 1: 1-3-5-7 approach used by
TopEase® [2]

Problem definition and methodology used in
the CIRHRR project are presented in the next
section.

IV. PROBLEM DEFINITION AND
METHODOLOGY

A. Critical Infrastructure Resilience of
Hampton Roads Region Project

In order to enhance regional security and
resiliency of Hampton Roads, a complex set
of management and policy issues are required
to be addressed. Diverse local jurisdictions
and the range of federal, commonwealth and
private facilities serving the region complicate
the analysis and coordination of regional
security and reliability. In order to establish a
regional disaster mitigation, response and
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recovery plan for Hampton Roads, there is a
need for an integrated regional model for all
branches of jurisdictions and private facilities
involved. Facilities in all jurisdictions,
relationships among them and their
dependencies on private facilities have been
analyzed to determine response and recovery
capabilities of these jurisdictions during
emergency situations.

B. Hampton City Emergency Model

Hampton Roads has unique characteristics as
a region. Existence of multiple jurisdictions,
privately owned utility companies and military
facilities require an analytical solution through
the application of the system of system
technology. This seems to be adequate for
addressing issues of emergency situations. In
order to analyze the current state of
emergency plan, the EOP of the City of
Hampton has been implemented into
TopEase® as part of the CIRHRR project.
Critical infrastructures have been modelled as
layers (Figure 2). Functions of these
integrated  critical  infrastructures  and
emergency operations against different
threats are cross cutting issues as can be
seen in Figure 3. The purpose of this study
was to put the EOP of the City of Hampton in
a single model to see the interdependencies
among critical infrastructures.
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Figure 2: Critical infrastructures as layers

Figure 3: Critical infrastructures and threats
associated with them



As the first step, the organizational chart of
Hampton City Management has been
incorporated into TopEase® RACI
(Responsible, Accountable, Concerned and
Informed) matrix as detailed as in the EOP of
the City of Hampton. The RACI matrix
evaluates and maps the characteristics and
responsibilities of various positions in the
organizational chart. Hence, RACI helps
mapping of all artifacts which allow describing
and analyzing the entire organizational
mapping, influence, and most importantly,
interdependencies. Part of the RACI matrix
output can be seen in Figure 4.

B v ot
Figure 4: Example of the RACI matrix output

Processes including detailed activities,
lifecycle of emergency operations and their
activities from origination to termination have
been adapted directly from the EOP of the
City of Hampton. Since full representation is
impossible, partial representation of
processes and activities along with assigned
people, jobs and roles are visualized in Figure
5. TopEase® can be used to generate charts
and diagrams that show complex and
interconnected components of a system.

Figure 5: Visualization of processes, activities
and roles

Risk catalogue function of TopEase® can
handle all kinds of risk to the system. Risk is
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defined in TopEase® by two parameters
which are impact and likelihood. Categories of
impact and likelihood are given in Tables 1
and 2, respectively. In our study, risk of
having a disaster can be assigned to any
operation or critical infrastructure to calculate
the total risk of that disaster. This assigned
risk can be represented in different ways such
as using a risk matrix or interdependency
diagram. For instance, likelihoods of having
different types of disasters versus impacts of
these disasters on a nuclear power plant are
visualized as a risk map in Figure 6.

Table 1: Likelihood ranking categories

General Frequency | Probability
of of a One-
Reoccurring | off Event
Events
Improbable Once every 1in 1,000
10,000 years
Remote Once every 1in 100
1,000 years
Occasional Once every 1in 10
100 years
Probable Once every More likely
10 years than not
Frequent Once every Almost
year certain

Table 2: Impact severity categories

Descriptive | Safety Security
Minor Minor Minor
injuries breach
regulations
Moderate Major Reportable
injuries breach of
regulations
Significant Single Prosecution
fatality
Substantial Multiple
fatalities
(tens)
Mega Multiple
fatalities
(hundreds)

V. CONCLUSION

As part of our efforts to obtain a holistic view
of the EOP of the City of Hampton, this plan
has been incorporated into TopEase® as a
single model. TopEase® was developed for
“business process” solutions based on OOP
paradigm. The main idea  behind
implementing the EOP into TopEase® was to
approach emergency management operations
as a “business process” and to define critical



infrastructures as different layers in a single
model. Other functions of TopEase® have
also been used in the model in order to
incorporate every detail of the EOP into a
single model. For example, definitions in the
EOP have been incorporated into the model
via a glossary function. References and laws
have also been included in the model. In
addition, governmental partners like FEMA
that are outside system boundaries have been
identified and incorporated into the model as
external agents. These functions altogether
will provide ways of understanding the effects
of interdependencies for  determining
vulnerable parts of the system.

As a future study, EOPs of other jurisdictions
could be modeled to be able to make
comparisons among jurisdictions to see their
interdependencies. Such an analysis will
provide the opportunity to evaluate vulnerable
points of jurisdictions and to give decision
makers an idea to use limited resources
effectively. In addition, TopEase® has “as-is”
and “to-be” functions which will be useful for
comparative analysis and for coordinating the
transition between “as-is” and “to-be” states.

As part of future study, impact analysis feature
of TopEase® could be used to identify
vulnerable points of critical infrastructures. It is
possible to develop different threat scenarios
in TopEase® to see how the system reacts
under stress. As a powerful feature, any
changes in an enterprise such as changes in
system parameters, or presence or absence
of a process can be tracked by the impact
analysis. It is possible to analyze how an
unexpected failure in part of a critical
infrastructure can affect other infrastructures
by using the impact analysis. This type of
analysis can help emergency managers see
all possible interdependencies among critical
infrastructures.

ihood Very low

Figure 6: Risk map for a nuclear power plant
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Abstract. This paper will share the creation, implementation, and modification of an online college level general
biology laboratory course offered for non-science majors as a part of a General Education Curriculum. The
ability of professors to develop quality online laboratories will address a growing need in Higher Education as
more institutions combine course sections and look for suitable alternative course delivery formats due to
declining departmental budgets requiring reductions in staffing, equipment, and supplies. Also, there is an equal
or greater need for more professors to develop the ability to create online laboratory experiences because many
of the currently available online laboratory course packages from publishers do not always adequately parallel
on-campus laboratory courses, or are not as aligned with the companion lecture sections. From a variety of
scientific simulation and animation web sites, professors can easily identify material that closely fit the specific
needs of their courses, instructional environment, and students that they serve. All too often, on-campus
laboratory courses in the sciences provide what are termed confirmation experiences that do NOT allow
students to experience science as would be carried out by scientists. Creatively developed online laboratory
experiences can often provide the type of authentic investigative experiences that are not possible on-campus
due to the time constraints of a typical two-hour, once-per-week-meeting laboratory course. In addition, online
laboratory courses can address issues related to the need for students to more easily complete missing
laboratory assignments, and to have opportunities to extend introductory exercises into more advanced
undertakings where a greater sense of scientific discovery can be experienced. Professors are strongly
encourages to begin creating online laboratory exercises for their courses, and to consider issues regarding
assessment, copyrights, and Intellectual Property concerns.

1.0 Introduction that do not have what might be considered to be an
optimum and/or robust infrastructure to support
their educational technological need, must find
expedient means of entering the online market that
are not restricted by prohibitive cost and the need to
have a large number of faculty members to develop
and teach [3].

In recent years, many institutions have begun to
make more of their course offerings available
online. This abundant availability of online courses
is easily verifiable from even the most casual
search for and perusal of such sites [1]. A few
institutions have been offering such online courses
and degrees for over twenty years, with one
example being Phoenix Online. The majority of
earlier online course and curricula offerings were
designed for those seeking business degrees and
career advancement training in technical fields.
However, today there is hardly a discipline that
does not have available online courses and degree
programs, some even offering graduate and
professional degrees. With this increased
availability of online courses and degrees, nearly
every intuition of Higher Learning must also provide
online access to their academic programs so that
they can try to meet the rapidly changing
educational needs of both the non-traditional and
traditional students. Resultantly, in order to remain
competitive, the need to have an online availability
appears to be an absolute requirement [2]. In this
regard, many smaller institutions, along with those

Typically, online offerings are organized and
implemented through a college's office for distance
learning or electronic learning. In that instruction of
online courses can be very labor intensive,
incongruence between the number of courses that
are desired to be offered and the number of faculty
members prepared to teach such courses can
become a significant rate limiting factor for an
institution's entry into and growth in the online
market. As to be expected, most of the publishers
of college textbooks have begun to provide a wider
range of online ancillary materials, with some now
offering versions of their curriculum materials and
even course cartridges that approach what might be
considered as a complete online version of the
course(s) for which they publish text. Even though
these materials are typically of high quality, they are
also subject to limitations due to the fact that most
of the authors have created materials that are
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intended for the traditional print versions of their
work. The author has noted that this is often
addressed most immediately by having persons
with expertise in creating educational technologies
convert the more traditional formats into ones that
are suitable for electronic distribution and
engagement. Professors should be very careful not
to have a too heavy reliance upon individuals
having adequate technological capability but limited
specific discipline background as they develop their
online courses.

The author has found that course development
considerations are driven in part by student
demographics, the institutional setting, and the
instructor's concept as to what the course's scope,
sequence, and weighted emphasis areas should
be. With a growing pressure to provide an
increased number of online courses, there could be
a natural tendency to opt for a utilitarian remedy by
relegating the primary responsibility for creating and
implementing online courses to entities other than
those that are affiliated with the particular institution
offering the online program. This approach raises
questions of quality control, and the ability to create
an educational environment that genuinely reflects
the educational philosophy, mission, and objects of
the institution, department, and faculty member.
This paper addresses this particular circumstance
by explaining how an online general biology
laboratory course might be created via use of the
instructor's existing technological skill set coupled
with a relatively easy access to existing instructional
resources such as animations, simulations, and
video clips that are abundantly available without
restrictions via the Internet

What this author has found is that two major
logistical determinants in the delivery of an online
laboratory course, or any other type of online
course, are the faculty member's instructional
philosophy or conceptual basis relative to how the
entire online course will be approached, and the
amount of time that can be dedicated to creating
and implementing the course. In addition, it is also
most helpful if the faculty member has at least a
minimum familiarity with using an instructional
support platform such as Blackboard. This paper
will present the underpinning course philosophy, a
description of the course's design, the process for
identifying and selecting curriculum materials, a
description as to how the web sites were identified
and selected, a listing of useful web sites,
mechanisms of enhancing the students' course
engagement, how student performance and course
effectiveness were assessed, and a conclusion.
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2.0 COURSE PHILOSOPHY

This course that was developed, a general
biological science laboratory course (BIO 100L-90)
for non-science majors was established on the
principle that students should be provided with an
experience that would assess their knowledge,
skills, and attitude regarding the course. In
addition, it was also believed that their critical
thinking skills should also be enhanced. Except for
the S of KSA their knowledge (cognitive domain)
and attitude (affective domain) were fairly easy to
gauge. The skills component (psychomotor) was
more difficult to assess because the majority of
exercises use computer simulations and animations
to provide the required laboratory experiences.
Further, the author had as an additional objective
the provision of opportunities for lessons to be
extended past the ‘classroom setting so that course
information could be more connected to the
students' lives.  Other important aspects of the
course philosophy are the belief that the course
content has an importance to the students greater
than just fulfilment of one science requirement
within the University's General Education
Requirements and that all of the students are
capable of understanding the concepts to be taught.
These last two philosophical considerations are felt
to be important because they drive the inclusion of
activities and information designed to make the
students’ reflect on the relationship of the course to
their lives and develop the necessary confidence so
that they can achieve at a high level. Confidence
building and personal course relevancy are
necessary because the majority of non-science
majors frequently do have the necessary level of
interest in the course that will allow them to learn
maximally and to earn a good grade. It was also
desired that the online course's activities would
parallel, to the greatest extent possible, those
exercises being conducted in the comparable on-
campus general bioclogy laboratory course. This
was felt necessary because the on-campus
laboratories are structured in such a manner that
they accompany and complement the on-campus
lecture component of the general biology course.
An additional but somewhat less important
consideration was the belief that the majority, if not
all, of the students have the necessary computer
access and skills to allow them to optimally
navigate the Blackboard site used by the course
and to successfully interact with the recommended
Internet sites. This part of the course philosophy
was relegated to a lower significance because any
students seeking to enroll in any of the online
courses are required to complete a survey that



indicates their level of preparedness to take the
course from both computer access and skill
capability standpoints. In addition, perspective
students are directed to web sites that can serve as
a guide for their entry into the online learning
environment.

3.0 COURSE DEVELOPMENT & DESIGN

3.1 Development

This particular course was not initially developed in
the manner that is recommended by experts on
Electronic Learning (E-Learning)/Distance
Education because the author was recruited to
create and teach this course nearly simultaneous
with the beginning of the semester. The author was
offered the opportunity to work with the course due
to his history of teaching blended courses and
frequent use of a variety of Internet sites to support
the face-to-face courses that he taught on campus.
Ideally, an online course would be developed well in
advance of when it would be taught and not just
prior to or during the course's implementation.

In an effort to facilitate the development of the
course, those at the university responsible for E-
Learning, working in consultation with the original
professor that was to have taught the course,
quickly reviewed a variety of commercially available
virtual general biology laboratory course materials,
selected one, and had its course cartridge installed
on our Blackboard site. The materials selected
were of high quality and were moderately user
friendly in regard to site navigation and the clarity of
instructions for their exercises; however, they were
not topically aligned with our general biology
curriculum. What is meant by not being aligned is
that we were not able to find laboratory exercises in
the virtual lab manual that cover the same topics
covered in the on-campus laboratory. Not being
user friendly meant that some of the exercises had
insufficient directions and/or activities that did not
work as designed. A third problem was that
suitable worksheets to accompany the exercises
were not always available. Therefore, the students
could possibly successfully complete an exercise
and yet still not grasp the full significance of what
had been observed without adequate guided
reflection. Due to the author's previous experience
with curriculum design and engagement with
students via the Internet, he was able to quickly
develop a suitable curriculum for the online general
biology course. The course syllabus is a blend of
what is used for the on-campus laboratory, what is
available from various Internet sites, and what the
author has created.
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3.2 Design

The course was designed to provide three
consistent components for all of the laboratory
exercises: (1) background information (referencing
the lecture course information); (2) simulations and
animations; and (3) worksheets with questions that
reinforced the concepts presented in the
simulations and animations that connect the lesson
to the students' everyday life experiences and that
stimulated critical thinking. In that the author has
taught the on-campus laboratory and lecture
courses at Norfolk State University for
approximately five years, he is very aware of how
the Internet resources and other aspects of the
laboratory should mirror the on-campus version of
this course.

Usually, the first component of every laboratory
exercise is the background, which is built upon the
background information presented in the laboratory
manual used for the on-campus course. The author
modified the Ilaboratory manual's introductory
information so that it could provide additional insight
about the exercise for students not present in the
physical laboratory. Also, these modifications
allowed for the inclusion of more information
supporting the development of critical thinking skills.
Table 1 presents the scope and sequence for the
online laboratory exercises, all of which are aligned
with those used for the on-campus laboratory
course.

Table 1: Schedule of Activities

Ex. 1 Scientific Articles assigned
Pre-Assessment Test

MLK Holiday (Monday)
Scientific Articles' Summaries Due

Ex. 2 Scientific Tools

Ex. 3 Scientific Measurements

Ex. 4 lllustrating Scientific Data

Ex. 5 Scientific Method

Ex. 6 Microscopy

Mid- Semester Assessment

Ex. 7 Cells and Tissues

Ex. 9 Cell Division (Mitosis)

Ex. 16 Principles of Heredity

Body Systems Overview: Ex. 11 Skeletal Ex.
12 Digestive and Respiratory
Ex. 13 Urogenital Ex. 14 Circulatory

Organisms and the Environment: Food Webs

Environmental Issues Part |

Environmental Issues Part Il

Posttest / Final Exam




This fall's version of the laboratory course will
incorporate a set of hands-on activities that the
online students can conduct in their homes. These
activities will consist of observations and simple
experiments that can be conducted with materials
that are readily available in nearly every household.
Previously, a few such activities have been used as
a means to gauge students' willingness to carry out
such inquiry actives. Examples of such activities
was their using Metric and English measurement
standards to determine how much water was used
during a 5 minute shower as well as measuring the
physical dimensions of various objects like compact
discs, sandwiches, and articles of clothing. Another
example was their investigation of enzyme activity
by examining the influence of various physical and
chemical variables on the activity of catalase, a
ubiquitous enzyme that they can be easily obtained
from raw white potatoes and different types of raw
meats, especially liver. Catalase's substrate,
hydrogen peroxide, is inexpensively obtained from
any drug store. Many households typically have
hydrogen peroxide in their medicine cabinets for
use as an antiseptic on minor injuries to the skin. In
that that no students expressed a lack of
willingness or ability to carryout such simple hands-
on activities, more will be included as a required
part of selected exercises. Of course, any students
that can not complete the hands-on activities will be
provided with options that rely completely on
computer access. One possible reason for a
student's exemption from the requirement of
conducting the hands-on activities might be their
having special needs associated with a disability.

All exercises required the submission of completed
worksheets within a set time frame. However, due
to variety of reasons related to computer access
and the students' schedules, the window for
submitting competed exercises was usually
extended until all of the students had submitted the
assignments. In that the compilation of all
completed exercises constituted a formal lab folder
that was submitted at the end of the course, the
ultimate deadline for completing the exercises was
the due date for this lab folder. The primary
impetus for their completing the exercises in a
timely manner was created by their preparation for
the online quizzes and exams that were required in
a much more time stringent manner.

In some instances, after the successful completion
of a few introductory assignments, students were
given an opportunity to find, complete, and report
on laboratory activities that they discovered for
themselves on the Internet. Allowing students to
find suitable web sites to accompany the assigned
laboratory exercises proved to be another means of
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getting the students to extend the assigned
exercises. Having to critique the value of the site(s)
was a critical thinking activity. Their selection and
critiques of the web sites also provided another
valuable means to assess student learning. In
some instances, their recommended sites could be
suitable for inclusion as a formal part of the
course'’s exercises. '

4.0SELECTING WEB SITES

Web sites used for the exercises were located by
using different search engines and were guided by
key terminology and concepts associated with the
weekly exercises. An abundance of web sites
offering animations and simulations of varying
degrees of sophistication were easily located.
Information on the design of virtual courseware is
also readily available [3]. The author, along with a
few student volunteers, explored those web sites
showing the most promise for use as course
exercises. Once selected, the sites’ accessibility
via Blackboard was evaluated. Only those sites
that presented the least amount navigational
difficulty and the greatest amount of information
were considered. Sites that would not be generally
available to anyone searching the Internet or
required and special permission for use were not
selected. In that we did not bundle the exercises,
or in any way use them for financial gain, issues of
intellectual property violation were avoided. All
sites referenced were presented as suitable
recommendations for review in order for the
students to complete the associated worksheets
that were created by the author. Immediately upon
visitation, the students could determine the
authorship/development  responsibility for the
site(s). As mentioned previously, students were
given the liberty to find other sites that supported
fulfilment of a particular exercise's objectives. * In
that the quizzes and exams were focused primarily
on the objective(s) of the exercises, the use of a
wide range of animations and simulations could
adequately prepare them for the assessments.

5.0ASSESSMENT

The assessments consisted of graded submitted
work sheets and the completion of quizzes and
exams administered on Blackboard. The quizzes
were made available following the completion of the
weekly exercises with the two exams occurring at
the midterm and end of the course. The quizzes
consisted of 10 to 15 multiple choice questions with
the exams given in a similar format and reflecting
the same level of comprehension as the quizzes.
As mentioned previously in regard to the
submission of the completed worksheets, the



quizzes had some degree of flexibility in regard to
their absolute completion deadlines. Due to the
university's grade reporting requirements, students
completed the two exams as scheduled. Fifteen
minutes were allowed to complete each quiz, with
exams having a one hour and fifty minute access
time. These times were selected so that they would
parallel those used for the on-campus laboratory
courses. If the laboratory course was conducted as
an independent experience without the need to be a
mirror cohort, a different assessment protocol might
have been used.

6.0STUDENT PERFORMANCE

Overall, the performance of the students in the
online course exceeded that of the students in the
on-campus course. Like other undergraduates [4],
the students in this online course indicated on an
end-of-course survey that they enjoyed the course
and held the perception that it was effective.
Somewhat to the students' surprise they reported
that they spent considerably more time on the
exercises that they would have for the on-campus
course. In addition, students reported that they
involved the family members in completing some of
the activities. Also, in that the online assignments
required more time to complete the assignments,
the students tended to complete their work over
several sessions. This is a good finding because it
is indicates the students were becoming more
immersed in the course and extending their learning
in such a manner that the input and thinking of
others helped them establish their own authentic
"home grown" community of learners. It was not
unusual for some of the older and more "non-
traditional" students to report that some of the class
assignments were similar to those being carried out
by their school-aged children. All reporting such a
situation of family involvement spoke in very
positive terms that seemed to indicate their
interactions were benefiting both their children and
themselves.

The relaxation of the deadlines for submitting
completed exercises and assessments is thought to
account for the apparent improved student
performance because it allowed more time for
course preparation. In contrast, the typical on-
campus laboratory course finds students not fully
engaged in the exercises but rather performing the
exercises in a perfunctory manner. Also, the time
limitation for the on-campus class period does not
usually allow adequate time to fully complete all that
would be desired for the laboratory period. For
instance, the on-campus course must allow 10 to
15 minutes for the weekly quizzes, 10 to 15 minutes
for introductory instruction, and approximately S0
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minutes to complete the exercises. Because
materials must be gathered and returned at the
beginning and end of the laboratory period, little
time is available for reflection and discussion of
what has transpired during the period. If such
reflection and discussions are deferred until the
following laboratory period, that particular class
meeting would have even less time for its required
activities. Also, logistically, the on-campus course
presents obstacles to the completion of missed
assessments and exercise performance, especially
for those labs where there is a moderate to
extensive amount of laboratory preparation
required. The on-line course provides many
opportunities to complete missed assessments and
exercises. Also, the on-line course exercises can
easily and conveniently be repeated if a student
lacks adequate understanding of the lesson or if
problems arise as they attempt to complete the
activities. Since students appear to be more willing
to ask questions about the assignments there is a
greater possibility that a more lasting understanding
of the course content obtained. As is true with any
course, there is a percentage of students that
procrastinate and, in spite of extended
opportunities, fail to complete the assignments.
With the online course, the number of such
delinquent students is significantly reduced due in
part to the pre-qualifying that students attempting to
enroll in the online course must undergo. We are
currently conducting a quantitative analysis of
assessment results and other course metrics that
can provide a more objective comparison of the
online and on-campus general laboratory biology
courses. Findings will be used to make necessary
modification to the online laboratory course that will
be taught by the author this fall.

7.0CONCLUSION

The development and introduction of an online
general biology laboratory course that parallels a
comparable on-campus course has been
successfully achieved by a professor in the NSU
Biology Department working with assistance form
the University's Office of E-Learning. The professor
was not unusually adept with the use of educational
technologies but his in-depth familiarity with the on-
campus version of the course, along with his
experience with curriculum development and use of
Blackboard, has allowed him to create his
department's first online biology course. By
blending information from the currently adopted
laboratory manual and from Internet web sites
having ready access to scientific animation and
simulations with the curriculum materials he has
created a coherent course that closely mirrors the
on-campus course already being offered. The



ready availability of technical support form the
University's Office of E-Learning has allowed
appropriate technological logistics to be applied and
problems to be solved quickly. Formal
The findings from this professor's experience can
be of value to others seeking to develop quality,
online laboratory courses that are tailored to their
particular institutional setting. The course
development was low cost to both the university
and the students and was without many of the
enrollment/access and operational imitations that
are frequently experiences when trying to adopt
published online curriculum materials. Though not
optimal, and to some most objectionable [5], the
development and implementation of this course by
an individual professor was both effective and
timely. Again, the cooperative relationship with
the University's Office of E-Learning greatly
benefited this effort. Also, interactions with
professors in other disciplines that have
experience in developing and teaching online
courses were a positive influence.
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Abstract. The Mine Emergency Response Interactive Training Simulation (MERITS) is intended to prepare
personnel to manage an emergency in an underground coal mine. The creation of an effective training
environment required realistic emergent behavior in response to simulation events and trainee interventions,
exploratory modification of miner behavior rules, realistic physics, and incorporation of legacy code. It also
required the ability to add rich media to the simulation without conflicting with normal desktop security
settings. Our Umbra Simulation and Integration Framework facilitated agent-based modeling of miners and
rescuers and made it possible to work with subject matter experts to quickly adjust behavior through script
editing, rather than through lengthy programming and recompilation. Integration of Umbra code with the
WebKit browser engine allowed the use of JavaScript-enabled local web pages for media support. This
project greatly extended the capabilities of Umbra in support of training simulations and has implications for

simulations that combine human behavior, physics, and rich media.

1.0 INTRODUCTION

1.1 Problem and Significance

On January 2, 2006, there was an explosion at the
Sago mine in Upshur County, West Virginia.
Twelve miners were trapped. Eleven miners died.
According to one mine rescue expert, in theory,
they could have all walked out. The national outcry
was overwhelming as the Sago story dominated all
media for over a week. The Sago mine disaster
demonstrated that mine accidents today have a
potential for political and economic consequences
far beyond their direct cost in money and lives.

Furthermore, although the US has the lowest
fatality rate per ton produced of any major coal-
producing nation, there are several factors that
have the potential to make mining less safe in the
future. The first is that much of the underground
coal mining workforce is approaching retirement. [1]
As they retire, the training and work habits that
helped build this safety record will retire with them.
The second is that underground miners must work
under more challenging conditions as production
expands. Closed mines have been reopened, like
Sago, as the demand for coal has increased.

Coming after a half-year of dramatic increases in
petroleum prices and rising concerns about energy
and national security, the Sago disaster focused the
nation’s attention upon coal mining issues. Within
weeks, the West Virginia Legislature passed
sweeping new regulations affecting all underground
coal mines in West Virginia and mandating a
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number of new technologies for messaging and
miner tracking. Dr. R. Larry Grayson, chair of the
recently formed National Mining Association (NMA)
Committee on Mine Safety, points out the
limitations of this approach. “What miners really
need”’, he says,” is a comprehensive system with
scenario-based training and multiple options for
survival’[2]

2.0 METHODS

2.1 Current Methods

“Table top” exercises are a common way to meet
this need. People who could be in the command
center role play the events of an emergency, often
while sitting around a table. These exercises do a
good job of helping participants visualize some of
the implications of emergency procedures.
However, they also miss much of the complexity
inherent in mine emergencies and lack the impact
that builds learning. Because only managers are
involved in these exercises, they do not help miners
understand how their actions must harmonize with
those of mine management in order to mitigate the
consequences of an emergency. “Mocks” provide
more realistic training situations that do not have
these shortcomings. Mocks are large-scale drills
carried out at the mine itself or at a training and
research facility. Not only does everyone involved
with the mine participate, but in some cases,
organizations from the nearby town even play roles
in the simulation. Police, fire, and emergency



medical personnel all benefit from the opportunity to
work with mine personnel. The mocks are realistic
and inclusive, but they interfere with production and
may not be practical at smaller mines.

2.2 Computer Simulation

Computer simulation has the potential to expand
the realism of a “table top” exercise. Just as
simulation has come to play a significant role in
enhancing aviation safety, one would expect similar
benefits in the field of mine safety. The Mine
Emergency Response Interactive  Training
Simulation (MERITS), developed by the National
Institute for Occupational Safety and Health
(NIOSH) is a notable development [3]. In testimony
before the U.S. Senate Appropriations Subcommit-
tee on Labor, Health and Human Services, and
Education, David E. Hess, Secretary of the Penn-
sylvania Department of Environmental Protection,
stated that training, including MERITS, was a key
factor in the successful rescue after a major
accident at Quecreek, Pennsylvania. Hess testified
that “the rescued miners have said the safety
training they received helped them in several ways,
first to warn the other miners to leave the rapidly
flooding mine, how to share resources and protect
themselves underground and to understand what
rescuers above ground would be doing to rescue
them.”

MERITS communicates events stemming from a
simulated mine accident to a class through voice
synthesis. The class may give instructions to
miners and rescuers and order needed supplies.
The class must piece together the nature of the
emergency from the voices and execute a
successful rescue of two trapped miners during a
mine fire. The class can draw upon a multimedia
library of information about the mine, including a
personnel roster, emergency plan, and a detailed
map of the mine and its contents. Although
designed for supervisors who would direct a rescue
operation, MERITS clearly gave these miners a
useful understanding of the role their individual
actions had to play in the rescue process.

Unfortunately, MERITS was designed to run on the
computer systems of 10 years ago and is no longer
compatible with current standard desktop security
settings. It is a single scenario exercise that would
require rewriting and recompiling portions of the
code in order to change the scenario or reflect
changes in Federal regulations. Furthermore, much
of the code is written in MODSIM [4], a simulation
language that is no longer widely used. We
proposed to creale a modernized, improved
MERITS 2 to rectify these limitations.
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2.3 Umbra Integration and Simulation
Framework

The Umbra Simulation and Integration Framework,
was a promising too! for a number of reasons. It
allows program function to be easily changed, even
during system execution. This is because, in an
Umbra simulation, C++ modules call one another
through easily edited Tcl scripts [4]; [5]. In Umbra,
it is possible to “fine tune” behaviors without having
to pause to recompile code. Standard interfaces
facilitate the rapid construction of complex
simulations. Scalability is enhanced through the
use of the Worlds concept, by which each
subprogram in the simulation is “aware” only of the
information that the real entity would have access
to.

Umbra was originally conceived at Sandia National
Laboratories for the development of swarming and
other cooperative behaviors and tactics for robots,
including Unmanned Aerial Systems (UAS).
Consequently, it lends itself to agent-based
simulation and has a large library of routines that
can be used for either embodied or non-embodied
agents. However, it has not previously been applied
to a training situation for a number of reasons. One
is that there was no provision for integration with
rich media, such as audio, video, and html
documents. Another is that the lack of dockable
windows made it impossible to cleanly page
between simulation output and web pages. Finally,
in the proposed mine rescue simulation, the
computer would have to play the role of the mine
telephone, communicating with the class through
voice synthesis, a capability that had not been
previously incorporated into Umbra.

2.4 Extending Umbra

The first requirement was to integrate the
multiplatform Graphical User Interface toolkit, Qt 4.5
[8], into Umbra. By doing so, we would be able to
not only quickly build effective user interfaces, but
also to add the WebKit open source browser
engine, the same code that powers Apple's Safari
browser.  WebKit, unlike Explorer, provides a
secure way to communicate between local and
remote web content and local SQL databases using
HTMLS database support. This would make it
possible to replicate the media functionality of the
original MERITS while complying with current
security standards for networked desktops, thus
solving one of the most important problems
associated with the older version of MERITS. In
order to use Qt 4.5, it was first necessary to
recompile Umbra using VisuaiStudio 2008. The C-
Space Toolkit [9], which provides detection of



geometric intersection of objects and plays a key
role in path planning and the OpenSceneGraph
output graphical libraries also had to be recompiled.

The existing libraries that were implemented into
MERITS were the graphics interface for the visual
elements, path planning, route placement
interpolators and related generic utilities, collision
detection, time-event generation, and event
handling. New libraries generated were the Qt
interface; GUI design, layout, and implementation;
GUI event generation and handling; miner object
behaviors; the voice interfaces; the wrapper for the
existing NIOSH fire effects algorithm (GFire); and
code to query GFire data based on position and
object type.

2.5 Voice Synthesis

Because the current Umbra libraries had no
provision for voice synthesis, it was necessary to
add this capability. However, one of our constraints
was that the resulting training application had to be
distributable to noncommercial users without royalty
payments. Consequently, we chose to use the open
source code eSpeak [6]. However, the quality of
the voices generated by this application was
sufficiently low as to limit intelligibility.
Consequently, we used phonemes generated by
Mbrola [7], developed by the TCTS Lab of the
Faculté Polytechnique de Mons (Belgium). Mbrola
performs concatenation of diphones. Starting with a
file of phonemes, durations, and a piecewise linear
description of pitch, it uses a phoneme database to
produce synthetic speech. We configured eSpeak
to create appropriate phoneme files for Mbrola to
convert to .wav output.

2.6 Agent-Based Simulation

Miners and rescuers were represented by
autonomous agents based on preexisting robot
simulation codes. We programmed these agents to
carry out the following commands:

Check (smoke, gasses, status)
Close (door, regulator, etc.)
Open (door, regulator, etc.)
Evacuate (section or mine)
Monitor (phone, fan, etc.)

Stop monitoring (phone, fan, etc.)
Move object(s)

Move people (includes self)
Pick up phone

Turn on (belts, etc.)

Shut off/turn off (belts, etc.)
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Figure 1 shows how the menu selects telling a
miner to pass on a commant to make a gas check
at a specified location and send the results back by
mine phone.

Sanders, Tammy, Mine Clerk.
Stuart, Mary, Roof Boker Operator
Swartz, 3m, Roof Boker Operator

Topple, Greg, Shuttle Car Operator
Clerk

| sendcommand | [ Dsmsscommand |

Figure 1: Command Menu

Rescuer agents are miner agents that are scripted
to establish a Fresh Air Base for communications
and enter the mine to find stranded miners using
approved procedures. A third class of agents is the
mantrip. These are trolley-like vehicles that travel
in and out of the mine on command, carrying
miners and supplies.

2.7 Path Planner

We used Umbra’s existing RoadPathPlanner class,
which implements the GBS, or graph-based search,
algorithm. This algorithm was created to plan a
path using city streets on irregular terrain.
However, we found that appropriate reformatting of
the files describing mine geometry allowed the code
to simultaneously plan paths using both the
underground tunnels and surface road. Also, the
ability to randomize the speed taken on a given
route is very useful for naturally separating miners
on the same route — otherwise they would all be on
top of each other and it would be impossible to
determine who was there. It also prevents multiple
“arrival” events from occurring simultaneously. In
the event of a group evacuating the mine, the miner



agents can be instructed to travel together at the
speed of the slowest member of the group.

3.0 RESULTS

3.1 Extending Umbra

The combination of Qt and WebKit worked well,
allowing the full integration of local and remote web
media into the Umbra environment. JavaScript
code not only made dynamic web pages possible,
but also allowed the incorporation of persistent data
storage.  Simulation variables could be easily
transferred to and from web pages, enhancing
realism. One is having each miner tag in and out of
the mine on a simulated tag board visible to the
trainees. The persistent data storage capability
allowed users to insert, edit, and delete notes
labeled with the simulation time into the record of
the session.

Figure 2 shows a JavaScript-enabled graphic that
simulates a fan pressure chart. It is refreshed every
minute from the simulation. As the simulation
progresses, there is a roof collapse that is
accompanied with a sudden pressure spike at the
intake fan. The trainees can quickly page between
a map of the mine and the fan pressure chart as
they try to interpret the available data to determine
what has happened.

oo KCRROPRESEE S SSIESEAT Y
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Figure 2: Web Image of Fan Chart

3.2 Voice Synthesis

The combination of eSpeak and Mbrola produced
voices that were highly intelligible. Depending upon
the text supplied to the synthesis code, the resulting
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voices vary in naturalness, primarily because there
is no way to code syllable stress. Nevertheless, the
voices were judged suitable for this application. For
commercial applications, proprietary products such
as AT&T Natural Voices could greatly enhance
realism as they overcome the limitations of
diaphone concatenation [11].

One problem we encountered was that the voices
had to run in the same thread as the simulation.
This led to the voices breaking up under some
circumstances. The MERITS 2 system employs a
stream of background “chatter” to simulate the
effect of typical conversations over the mine phone
system. When an event-driven simulation response
produced speech during the playing of “chatter”, the
result was two voices speaking at the same time.
In most circumstances, the voices simply played
together. However, there were times when one of
the voices was blocked and replayed, causing an
unnatural “echo” effect. Both of these problems
were mitigated by allowing the Umbra process to
use more of the CPU. They might well persist in a
more  graphics-intensive  environment  than
MERITS 2, however, and it would be important to
investigate ways of multithreading such simulations.

3.3 Agent-based Training

We demonstrated that by equipping miner, mantrip,
and rescuer agents with a relatively small number
of scripted behaviors that could be elicited by either
simulation events or user commands, we could
build a flexible simulation in which scenarios could
be easily modified by editing Tcl scripts. We plan to
extend the behavior by adding some more rules
such as detection and reporting of smoke and fire,
mortality if unprotected in a toxic atmosphere, and
incorporation of fire, smoke, and gas concentrations
into the path planner. We anticipate that these
additions will further increase the training value of
MERITS scenarios by fostering more complex
emergent behavior for the trainees to deal with.

In Figure 3, three miner agents have noticed smoke
in the passageways. The routine for the calculation
of smoke density and gas concentrations is an
adaptation of one developed by NIOSH. This
example is from a developmental run and shows
how a legacy program can be incorporated into an
Umbra simulation. During a MERITS 2 exercise,
the trainees are not able to see this view of the
miners and smoke except when the instructor
replays the exercise with “god mode” turned on.
However, the trainees can call the miners on the
nearest mine phone and ask them to report back
airflow, smoke, and gas data.
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Figure 3: Miners Discover Smke and Fire

3.4 Path planner

Once the C-Space Toolkit was incorporated into
MERITS 2, it was found to work well. The original
MERITS had scripted miners who followed a
specified path regardless of whether or not a real
miner could use it. With MERITS 2, miner and
rescuer agents were able to discover a route
between locations either on the surface or inside
the mine whenever such a path existed. In fact, it
was discovered that one of the work locations
specified in the original MERITS was inappropriate
when the path planner determined that there was
no exit from it.

4.0 DISCUSSION AND CONCLUSIONS

As a result of this work, Umbra became much more
useful in a scenario-based training environment.
The ability to modify agent actions through the use
of Tcl scripts turned out to be useful in the
refinement of miner and rescuer behavior. The
integration of dynamic web pages and audio into
the Umbra simulation made for a more immersive
training experience while also allowing users to
research topics relevant to a better understanding
of the simulated mine emergency. The potential
uses of the Qt 4.5 integration include the
incorporation of event-triggered video into Umbra
simulations and the triggering of simulation actions
from HTML links.

In a broader sense, our work with MERITS 2 shows
how the benefits of simulator training, long
recognized in aviation, can be extended into a
variety of industrial environments to address the

59

more general problem of workplace and other civil
accidents and emergencies. These situations
include firefighting, ship damage control, and
response to acts of terrorism.  Such training
simulations must incorporate accurate physics to
work at all yet also deal with fragmentary
knowledge of the situation, a potential for complex
emergent behavior leading to unexpected
consequences, and even a lack of definition as to
what the objective should be (for example, should
one try a risky plan to rescue all or a safer one that
will only rescue some). These problems fall on a
continuum stretching from linear “tame” problems to
ill-defined “wicked” ones. Umbra, with its flexibility
and low computational overhead, has been
effective even at the “wicked” end of this continuum,
and is now suitable in a training context.
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Abstract. Within the Department of Defense, multiple architectures are created to serve and fulfill one or
several specific service or mission related LVC training goals. Multiple Object Models exist across and
within those architectures and it is there that those disparate object models are a major source of
interoperability problems when developing and constructing the training scenarios. The two most
commonly used architectures are; HLA and TENA, with DIS and CTIA following close behind in terms of
the number of users. Although these multiple architectures can share and exchange data the underlying
meta-models for runtime data exchange are quite different, requiring gateways/translators to bridge
between the different object model representations; while the Department of Defense’s use of gateways
are generally effective in performing these functions, as the LVC environment increases so too does the
cost and complexity of these gateways. Coupled with the wide range of different object models across the
various user communities we increase the propensity for run time errors, increased programmer stop gap
measures during coordinated exercises, or failure of the system as a whole due to unknown or unforeseen
incompatibilities. The Joint Composable Object Model (JCOM) project was established under an M&S
Steering Committee (MSSC)-sponsored effort with oversight and control placed under the Joint Forces
. Command J7 Advanced Concepts Program Directorate. The purpose of this paper is to address the initial
and the current progress that has been made in the following areas; the Conceptual Model Development
Format, the Common Object Model, the Architecture Neutral Data Exchange Model (ANDEM), and the
association methodology to allow the re-use of multiple architecture object models and the development of
the prototype persistent reusable library.

1. INTRODUCTION the software sense. Heavy use is made of the
term ‘component’ in the general sense, indicating
units that can be composed to create larger units,
essentially reusable piece parts. DEMs are
primarily composed of messages, and messages
are composed of attributes and all of these are
components of a DEM. Simulations are
components of LVC federations. The LVC and
distributed simulation community often refers to
messages as classes and allows the use of
inheritance to extend messages. We use
‘conceptual models’ to refer to abstractions of real
or synthetic worlds that we want to include in our
LVC environment. These abstractions include
entities, processes, events, and states. ‘Model
and ‘representation’ are used as equivalent terms;
thus ‘data exchange model' is equivalent to ‘data
exchange representation’.

One of the fundamental difficulties involved with
mixed architecture live, virtual, and constructive
environments is the coordination and correlation of
the data exchange models that enable state
sharing and interoperability. @ The  Joint
Composable Object Model (JCOM) project was
chartered to address this problem, and its
progress to date is described in this paper. The
principal results are the design of an eight phase
process for data exchange model composition,
and the creation and integration of the
infrastructure required for its implementation. This
paper will cover: the JCOM concept of operation
including the composition process, application of
conceptual modeling, the Architecture Neutral
Data Exchange Model (ANDEM), and a discussion
of the enabling metadata.

A quick detour into terminology is needed at this In order to reuse DEMs efficiently, an easy way to
point to identify and define the key terms used in find and retrieve them is necessary. An intelligent,
this paper, as they are interpreted broadly in the searchable repository for DEMs must be built;
community. ‘Data exchange model' (DEM) refers allowing many new DEMs to be composed from
to the structure of the data used to communicate existing ones. This should be a repository rather
state and state changes between cooperating than a registry, because for efficiency the engineer
simulations. We use DEM instead of the more should be able to retrieve the DEMs that match his
common term ‘Object Model, such as the search criteria immediately as opposed to a
Federation Object Model (FOM) used by the HLA, registry that tells him who to call to get the DEM.

to avoid confusion with software object models  1yig repository needs to contain the links between
which include functional aspects. The term ‘object conceptual models of the domain and data

in distributed simulation originates from the fact exchange model components. Standard repository
that many messages used in a DEM are updates  gyoyelopment techniques employing simplistic

for the state of a real or simulated object such @ etaqata descriptions are not sufficient to support
a person or vehicle. semantic, concept-based queries. While the
As such, the term ‘object’ is used in LVC project intends to improve conventional metadata
environments in the common sense rather than description initially, for the long term it will rely on
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the open standards, methods, and technologies
that have been developed for application areas
such as the Semantic Web to support
semantically rich repositories and queries.

The essence of the JCOM project is to show how
conceptual models of the domain can be used to
organize and select data exchange model
components which can be rapidly composed to
create new LVC environments for training,
experimentation, and other purposes. While this
approach can be used to augment current
federation building processes, only by leveraging
semantic technologies can long-term
breakthroughs in speed and accuracy of
composition be achieved.

The basic JCOM concept of operation is for
existing object models from the different LVC
interoperability architectures to be parsed into an
architecture neutral data exchange model format
and stored in a repository.

2. COMPOSITION PROCESS

In this compositional development environment,
LVC federation creation may be viewed as a
constructive activity. A simulation of the desired
functionality is composed from a set of existing
LVC components. The LVC components are
interfaced together via DEM components and the
composition process produces a composite DEM
that can connect all the LVC components required
to implement the desired composite LVC
federation.

In this Compositional Model of DEM development,
the Accumulation, Evaluation, and Adaptation
activities can be conceptually grouped into the
process of Reuse. Feedback occurs between the
Conceptualization and Reuse processes when
conceptualization is influenced by the availability
of components. This influence can be either in the
form of repartitioning within the parameters of the
original design, or of relaxing design constraints. If
no candidate artifacts are found to satisfy the
requirements, the designer may revise the
conceptualization under a different design strategy
to increase the opportunity for reuse, or may elect
to implement the needed component (Prieto-Diaz
1987).

Feedback also occurs between the Reuse and
Composition step when interface requirements
dictate certain adaptations that may not be
feasible with a particular artifact.

! http://www.w3.0rg/2001/sw/
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Standard development methodologies fail to
support the compositional development model in
three important ways. The compositional
development processes of Accumulation and
Evaluation are most tractable when object model
definitions are independent, but this is often not
the case. Most data and object modeling
approaches lack support for representing the
inter-object relationships that can capture this
dependence. They only support two kinds of inter-
object references, inheritance (IS-A) and client
(HAS-A) relationships. From the standpoint of
reuse, this is insufficient, because coupled
components cannot be evaluated independently
and the accumulation and evaluation processes
take on a combinatorial aspect.

The second problem involves methodologies
based on class reuse. Class-level reuse often
occurs at too fine a granularity to be effective. It
has been noted by other researchers that the
advantages involved in reusing a component
increase super-linearly as the component grows in
size (Biggerstaff 1987). Thus a methodology that
allows the reuse of larger components is more
effective.

The third criticism of reuse support observes that
object-oriented design methodologies only offer
the developer syntactic support and only after the
conceptualization, accumulation, and evaluation
process has produced a candidate object for
adaptation. Object-oriented methodologies offer
this support through inheritance allowing the
developer to “design by difference,” adapting a
chosen component through inheriting the
candidate object into another class and
specializing its structure. However, there is
considerable intellectual challenge in the
compositional processes of conceptualization,
accumulation, and evaluation which need support.

This type of inheritance makes object and data
model maintenance and evolution harder because
the inheritance relationships violate the semantic
model of the system. In recognition of the fact that
object-level approaches are inherently insufficient
to facilitate large-scale improvements in reuse,
researchers have begun to look at higher-level
abstractions and compositions; in the object-
oriented community, these abstractions are
referred to as design patterns and frameworks
(Johnson 1988, Gamma et al. 1994, Whitehurst
1997), while non-object oriented systems research
refers to these abstractions as reusable
architectures.



To begin development some method is needed to
capture a conceptual model description that
represents the training objectives in a format that
can be algorithmically processed to support
discovery and selection. The Joint Capability
Areas (JCA) and Mission Essential Task List
(METL) are good resources for building these
conceptual models. Discovery and selection
require that the DEM components (DEMCs)
represented in ANDEM and stored in the
repository are indexed by the same conceptual
models that are employed to describe the training
or experimentation tasks. A search mechanism
that is capable of utilizing the conceptual model's
semantically rich metadata developed in Phase
One is required to match up the training objectives
to the DEMCs.

Composition requires the ability to quickly and
easily manipulate the inheritance and composition
relationships of and between DEMCs is important.
The ability to merge the graph structure
representation underlying the DEMC is required, in
addition to the ability to join, and potentially re-
label the schemas of the DEMCs. This activity and
capability is at the core of object and data
exchange model composition.

Implementation of new OMCs/DEMs requires the
ability to create new artifacts. As such, authoring
and editing tools such as those commonly found in
standard data modeling or object modeling tool
environments would be desirable. The issue is the
integration of such a capability into this
composition environment and process. Typically
such tools are stand alone and have limited import
and export capabilites that permit the
interoperation with other tools and processes. The
principle capability required for the expansion
process is the ability to quickly and easily send
new and adapted DEMCs back into the repository
to fulfill future task or mission requirements. The
final phase of adding architecture specific
information requires the ability to manipulate and
augment the ANDEM data structures in a flexible
manner.

The notion of an end-to-end Integrated
Development Environment (IDE) for an object
model composition process needs to be
developed. Support tools, such as Protégé,
GraphML, and Xerlin (for XML editing) should be
combined through open source IDEs, which
provide the necessary flexibility, through plug in
creation and implementation.

3. CONCEPTUAL MODELING
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What this means for the war-fighter: Rapid and
efficient federated simulation development.
Current technologies require considerable time to
create a complex muiti-architecture training and
experimentation environment. As a result, a few
established federated LVC environments are
relied upon, where users are forced to make do
with what exists, which means their requirements
are not necessarily met. Conceptual modeling
has been found to be a key part of the Object
Model composition process. Conceptual modeling
describes what is to be represented, the
assumptions limiting those representations, and
other capabilities needed to satisfy the user's
requirements (IEEE P1730). In general, the
conceptual model must identify the distinct entities
or phenomena involved in the mission thread
under consideration. It must also identify the
actions of entities and the collaborative actions or
activities that take place between them. These
actors and common behavioral patterns are
captured in a machine understandable form
capable of triggering a semantic search.

Without a structured method for conceptual
modeling, automating, or even semi-automating,
the process of mapping between training and
experimental objectives and the DEMs supporting
them is challenging. As such, the ad-hoc
processes for building federations will continue. In
addition, the problem of finding and integrating
LVC environment resources is made more difficult
by the presence of multiple LVC integration
architectures. There are frequently separate
assets, subject matter experts (SMEs), DEMs,
and repositories. Conceptual models are
necessary to organize all these resources under a
uniform schema that allows reuse independent of
interoperability affiliation. Conceptual modeling
can also help the LVC community to move away
from the specialized terminology of M&S to that of
the War fighter and live ranges. This will make
M&S more understandable and useful to the War
fighter.

Typically upfront conceptual "modeling and
analysis is limited and sometimes non-existent.
Defining the scope of a project; understanding
requirements and the way forward — pairing with
what is needed to what is to be built and used is
critical. Projects are often limited in applying
conceptual modeling because of
budget/personnel/resource constraints. Another
obstacle is that using Object Model design for
discussing capabilities with stakeholders may be
“too big of a leap”. Without knowing where to go
“to mine” (defining / integrating) reusable



conceptual models each project is left with the
overwhelming task of defining everything from

scratch.. Contracts rarely include contractual
obligations to support Conceptual Model
development, delivery and reuse. All these

problems can be helped with the creation of a
structured methodology for reusable conceptual
modeling and sharing conceptual models can
make better use of limited resources for
conceptual model development. In general,
Conceptual Modeling needs to be emphasized
more fundamentally as an activity that not only
assists in implementation, but also helps
programmatic judgment.

In the initial phase of the JCOM project techniques
such as the Object Modeling Groups (OMGs)
Unified Modeling Language (UML) were employed
to represent the conceptual models of a sampling
of authoritative mission threads that could
realistically be required as a part of a training
exercise, experiment, or test and evaluation event.
Additionally the Base Object Model (BOM)
template specification (which employs UML
sequence and activity diagrams) has been studied
as an example of conceptual modeling. Some of
the questions considered are:

e How do we extract the “piece parts” of existing
object models that correspond to conceptual
model components?

e How do we define the mapping from a
conceptual model component to a
corresponding object model component?

¢ How do we compose whole object models
from a set of object model components?

Conceptual models for the JCOM effort have been
captured using sequence diagrams The sequence
diagrams provide the opportunity to identify
common patterns, where these patterns can be
extracted and potentially reused. Using the
sequence diagram an entire mission thread can
be examined and understood at the high level.
The sequence can then be reviewed and
decomposed to further explore the layers of sub-
patterns that compose the mission thread. As the
mission thread is further decomposed, the
patterns may expose more details and variations
such breadth of entity types (e.g. HQ at the
mission thread layer includes Division, Brigade,
and Company at the lower sub-pattern layers).

In addition to capturing the patterns of interplay,
the conceptual model also identify types of
conceptual entities required and their states
providing a means to understand entity behavior
that would need to be represented by a system or
simulation. For example, in our original pattern of
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interplay, three conceptual entities were identified:
Target, Observer, and HQ. For the Observer,
there are three states associated to this entity:
Observe, Decide, and Communicate. These are
states are reflected in the figure above.

4. ARCHITECTURE NEUTRAL DATA
EXCHANGE MODEL

What this means for the war-fighter: The
effective and efficient reusing of multiple
architecture products regardless of service,
component, or development tool. The
independent format allows mapping any
interoperability architecture DEM to a common
language. Once mapped, it will support reuse in
multiple interoperability environments.

The question is not whether one object model can
be mapped to another. The use of gateways to
bridge the multiple LVC architectures is prima
facie evidence that architecture specific DEMs can
be mapped to each other. That problem is
solvable by developers familiar with the models
involved. The problem at hand is to accelerate and
automate as much of the mapping process as
possible. There is strong agreement that an
Architecture Neutral Data Exchange Model
(ANDEM) format for data exchange models can
simplify the problem both for humans and
machines. Humans can handle the problem for
specific federations since the number of OMs that
need to be translated between in a particular
exercise environment is small. However, once the
general problem is attempted, the large number of
potential OMs necessitates a many to one
approach rather than a many to many approach.

To create the ANDEM, JCOM started with the goal
of extracting a single data exchange metamodel
from the metamodels for TENA, HLA, DIS, and
CTIA. This metamodel should be able to express
the same data exchange capabilities as any
TENA, HLA, or DIS object model. In the process
there was disagreement as to whether ANDEM
should be the intersection or union of these
architecture specific metamodels. The intersection
produces abstraction which is necessary for
recognizing equivalence between different data
exchange. For example, if transmission reliability
were a necessary parameter of ANDEM, then
there would never be equivalence between any
HLA FOM component that uses reliable data
transfer and the DIS Protocol Data Units — even
though they may describe exactly the same world
state.



However, once equivalence between two data
exchange models has been established, there is
the requirement for synthesis and implementation,
which cannot be automated without capturing the
specific implementation options of each protocol.
Thus it was decided that in addition to the
ANDEM, an architecture specific extension, or
appendix, would need to be kept for each data
model for use in building the translation between
the formats.

Yet, even

then it was
not easy to

architectures and are orthogonal to the common
core.

Figure 2 depicts the Architecture Neutral Data
Exchange Model (ANDEM) core metamodel. As
stated previously the goal is to create a structure
into which all of the constructs present in the four
major LVC architectures can map into. This
includes the three variations of HLA, the 1.3NG,

separate the
conceptual

pieces from

the

implementati
on pieces.
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Figure 2. ANDEM Metamodel Prototype
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Figure 1. ANDEM Concept of Operation

Figure 1 illustrates the concept of operation of the
Architecture Neutral Data Exchange Model
(ANDEM). The ANDEM core represents the
constructs that are common between each of the
LVC architectures plus those constructs that
materially affect a useful metamodel structure.
This means including constructs that are not
shared by all of the LVC architectures. The
ANDEM architecture specific extensions represent
those constructs that are unique to one of the LVC
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IEEE 1516, and HLA Evolved. For example, the
current ANDEM includes primitive data types,
which lies in the intersection of all our three
prototypical data exchange metamodels. Another
question that arose was whether Live Architecture
/ Data models are adequately represented in the
current set of the four LVC architectures under
consideration.

The central feature of the ANDEM metamodel is
the notion of a Class, which is the fundamental
unit of representation. This concept exists in all
four LVC architectures. The notion of inheritance
is also present, even though it is not strictly
present in all four, as is composition by inclusion
(HAS-A relationships). The data exchange model
being in several separate files is a construct that
presently exists only in HLA Evolved and TENA.
The notion is central enough that it is included in
the ANDEM core metamodel, as such a construct
would be difficult to retrofit.

The class construct has two sub-types, the
persistent class and the transient class. The



distinction is made between classes that represent
entities whose state persists over time (e.g., a
platform or a sensor) and those that do not, such
as weapon firing events or communication. The
main feature of both types of classes is the ability
to contain other classes or an attribute. As is
indicated in the figure above the attribute construct
has four variations: Enumerations, fundamental
type, Vector type, and Complex types

The specialization of the fundamental type is
standard across all of the LVC architectures.
Notice that the vector type is configured to
accommodate a single type of any attribute.
Strictly speaking, the construct is not present in all
of the architectures but its inclusion here is most
natural.

5. METADATA AND COMPOSABILITY
SERVICES What this means for the war-
fighter: A simple but robust method for
categorizing everything from a handgun to the
newest air superiority jet.

Making previously created artifacts easy to find
and retrievable should help alleviate
reimplementation due to the common expedient of
‘I can't find it so I'll just create a new one”. In
conjunction with a structured conceptual model
and rapid reuse of multiple architectures in the
LVC community, this technology will allow
commanders at all levels to better understand and
apply their tools.

There is agreement that ontologies as metadata,
and related tools to create and maintain them offer
great promise for the future in terms of
composability  support.  Ontologies enable
reduction in ambiguity of specification, and will
reduce the current labor intensive processes
required to create data exchange models. They
will also permit and facilitate archiving and
maintaining interoperability knowledge that is
typically lost, or kept only by original designers.

6. SUMMARY

This papers summarizes the JCOM project, along
with the strategy and supporting technologies
needed to achieve those goals. JCOM is
considered just the first step in a longer and more
extensive process to promote convergence and
improve LVC interoperability. While object
modeling is just one aspect of the broader LVC
interoperability problem, the products and lessons
learned from this project will provide a solid
foundation for follow-on initiatives.

67

Questions or comments related to the conduct
of this effot may be directed to the JCOM

Program  Manager, Mr.  Warren  Bizub
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Abstract. As the world becomes smaller, the importance of global education increases. Technological
advancements have made news instantaneous. The advent of the Internet has made contact with another
part of the world just a click away. Such achievements have put pressure on educational institutions to
prepare students for the global community in which they already live. They must not only be taught about the
world and the interactions among countries, but also, how the decisions are made which facilitate these
interactions and what factors might contribute to the chain reactions which might erupt from such decisions. It
is critical that students learn the skills of decision-making and analysis in order to be able to operate within a
world where threats and crises abound. As tomorrow’s leaders, today's students must be exposed to the
global world and its mechanisms and learn the tools to navigate within it.

1.0 INTRODUCTION

In teaching international relations/politics, teachers
must create an interest in their students for the
global community and the issues that plague it. To
do this, creative approaches must be incorporated
in the classroom curricula to foster enthusiasm for
the subject matter, encouraging the students to
effectively learn the analytical skills necessary to
become knowledgeable global citizens. Political
theory offers such tools, but game theory
specifically provides a methodology for developing
an understanding of why entities execute certain
courses of action and the costs and/or benefits
associated with such decisions. Furthermore,
through such theoretical modeling, insights are
acquired as to the results of choices made when
addressing an international issue or crisis. This
new awareness provides students with the ability
to develop astute and perceptive decision-making
skills as well as enhances their knowledge and
perceptions of global interactions. In the primary
author's experience, this vehicle has resulted in
great success, generating a deep-seated interest
in the “ins and outs” of international
relations/politics.

This paper outlines an approach to teaching
international relations/politics, utilizing a qualitative
approach to game theory. Student learn to model
international incidents in the classroom for in-
depth evaluation and appreciation. In this
particular case, learners consist of American
undergraduates enrolled in an International
Relations or International Politics course. This
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method can be used in any political science
academic setting to promote understanding and
awareness of interactions in the global community.
In addition, it provides learners with several tools
to further investigate what is happening in the
world around them.

2.0 BACKGROUND

Game theory has been recognized as a tool used
by academics to make sense of what is happening
around them. In political science, it specifically
allows for a simplification of actual world
phenomena so that students can grasp the core
reasons behind decision-making and interactions
concerning international events as well as what
precipitated such events. In many political science
courses that use game theory as a tool for
instruction, a quantitative approach is used,
measuring the mathematical probability of actions
to occur. However, this paper postulates that for
undergraduates in basic political science courses,
the meaning and purpose behind global relations
is more easily understood through a qualitative
discussion and modeling. In this way all students
can participate whether mathematically inclined or
not.

Through game theory, critical factors of a decision
making process can be illustrated as well as
isolated by scrutinizing the actions and reactions
of several world players, weighing each
dynamically in terms of costs and benefits. This is
done by creating a hypothetical environment using
real world issues and by simulating the decision-
making process to create awareness and



understanding. R. Hrair Dekmejian labels such an
analytical framework as “political physics.” [1]
While specifically relating his approach through
game theory to political violence, the
characteristics of his “political physics” can be
applied to any international issue analyzed
through the game theory approach:

First, people [entities] behave rationally,
with individuals and unitary groups acting
in their respective perceived self interest.
Second, relations between two individuals
or groups are usually interactive, in that
each party reacts to the other’s actions.
Third, neither party is likely to “turn the
other cheek” to what it sees as a
wrongfully committed act by the other
side. [1]

Through the enactment and use of various games,
students learn the intricacies of interactions on the
international leve!l and the importance of making
the right decision when addressing international
conflictions. Students also learn the value of
perception, as this particular attribute can mean
the difference between a peaceful resolution and a
devastating conflict.

This newfound awareness also introduces the
concept of bias. Students learn that decision
makers, while appearing objective, often have
their own prejudices and agendas. When using
game theory to analyze a given action, this
knowledge about known decision makers can be
determined and taken into consideration. It is
more difficult to make conclusions about unknown
decision-makers, but the skills used in playing the
games can help students to become more astute
in analyzing the actions of such people or states.

3.0 GAMES

With the international community in a state of
anarchy, any number of adversarial situations can
arise. Since all do not have the same
characteristics, different ways to approach them
must be studied. Thus, the following sections
illustrate how the international environment can be
modeled through three types of game theory, each
with its own characteristics and purpose. The
three are: Prisoner's Dilemma; Zero-Sum; and
Non-Zero Sum.

3.1 Prisoner’s Dilemma

The first game introduced to students is patterned
after the ageless Prisoner's Dilemma Game. This

game demonstrates the key role of strategy and
trust in making a decision when one’s survival is at
stake. In the actual game, there are two prisoners
accused of robbery. Interrogated in separate
rooms, each prisoner must make a decision which
will affect his respective future. This decision
involves whether he can trust his fellow cohort to
keep silent or whether his cohort will confess
(defect) to his role in the respective crime. [2] Both
prisoners’ futures depend upon the decision each
will make after weighing the costs and benefits of
either confessing or defecting. [2] The game is
illustrated by a four square diagram with each
quadrant representing a combination of the two
possible actions, as shown in Table 1.

Table 1: lllustration of the Prisoner's Dilemma
guadrants

Prisoner A Prisoner A
Confesses Keeps Silent
Prisoner B Prisoner B
Confesses Confesses
Prisoner A Prisoner A
Confesses Keeps Silent
Prisoner B Prisoner B
Keeps Silent Keeps Silent

Students play the game by strategizing what each
prisoner will do and why. This exercise begins the
process of learning to consider the consequences
of an action and how to come up with the best
action with the least amount of punishment. In
explaining this example to students, this type of
strategic thinking is emphasized.

Extending this example to the international level,
the Prisoner's Dilemma type game is
demonstrated by using the same four square
illustration. To demonstrate how this game can
enhance learning in international relations/politics,
a historical topic is chosen where the actual
outcome is already known. This approach is
helpful because students may already know the
result, but what they do not know is what might
have happened if a major decision had been
made differently. Usually, the example used
concerns the relations between the United States
and Japan during World War 1l with the actions
being to fight or negotiate. Each quadrant has its
respective = attributes, ie. fight/fight,
negotiate/negotiate, fight/negotiate, or
negotiate/fight. The quadrant representing the
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actual occurrence (fight/fight) is crossed out, as
the decision and its consequences are already
known. Then each of the remaining quadrants is
discussed, a process which is facilitated by the
instructor. The goal is to force students to come
up with attributes of what might have resulted if a
given quadrant occurred. Based on brainstorming
and analysis, alternative consequences for a
decision within a given quadrant are eventually
arrived at, often amazing students and expanding
their recognition of the value of prudent decision-
making in a crisis situation. Also, students realize
that if a decision concerning this issue had been
made differently, even if it was only one decision,
their lives today might be very different. In this
example, it is a given that the actors are rational
entities; therefore, it is easier to predict their
respective actions. This, however, is not always
the case, especially when the game involves
many of the actors on the international stage
today.

A more current situation is then presented to the
students; this involves a crisis in which the
outcome is not known. For example, relations
between lIran and Israel with the actions being
attack or negotiate can be used. The four
quadrant illustration is used with each quadrant
representing attack/attack, attack/negotiate,
negotiate/attack, and negotiate/negotiate. Through
this game, with the outcome unknown, students
become aware of consequences of certain actions
of which they had not previously thought. They
begin to see the key role of perception and the key
role of leadership rationality. Predictive skills are
honed as they begin to “connect the dots,” seeing
what could result on an international level or a
regional level if two opposing actors engage in
violent conflict. They also ascertain the key role of
allies for both entities and how certain decisions
would widen the scope of the original crisis,
regardless of the entities’ intentions. Dismissing
their own biases as Americans, students learn that
in the realm of international politics, the entire
world feels the consequence of interactions
between two actors and one decision can make all
the difference.

3.2 Zero-Sum

The second game presented to the students is
referred to as a Zero-Sum Game. In this game,
there is one loser and one winner. The most easily
understood example is the result of a war, one
side wins and the other side loses. In World War
ll, the Allies won and the Axis Powers lost.
However, there were ramifications of this outcome
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of which most students are not aware, even within
this game example. There is no question that the
Axis Powers lost, but were the results of this
positive or negative? Germany lost, was occupied,
and then permanently divided. Previous German-
occupied countries received their independence
only to be “swallowed up” by the Soviet menace.
However, West Germany, through western
occupation was able to have its political culture
changed from authoritarianism to democracy. So
the question of one winner and one loser in this
instance is relative.

Another example can be the end of the Cold War.
Using an outline map of Europe, the various
changes are illustrated. The United States and its
allies defeated the Soviet Union and its allies.
However, further ramifications occurred; the
Soviet Union broke up with Russia emerging as its
recognized successor; Eastern Europe was no
longer under Russian control as each country
became a truly independent state; Russia lost its
influence over these countries and, in many
cases, its economic ties with them. The loss of the
Cold War not only cost the Russians politically and
militarily, but also economically. It also caused a
security dilemma as the Russians perceived a
threat, even though there was no defined threat
against them. As a result, Russia has continued to
build advanced weaponry which in turn can be
perceived as a threat to its neighbors. As with the
previous exam, the terms winner and loser are
relative.

Students are then assigned a current conflict,
unresolved but in which there could be one winner
and one loser. They then brainstorm and create a
scenario of the ramifications of whomever wins
and loses. Through use of this game, students’
awareness of international issues and their
ramifications are heightened. They begin to
become aware that the international landscape
that they take for granted has a history behind it.
Winning or losing a war sets up new criteria for
changing this Ilandscape, perhaps to their
detriment.

3.3 Non-Zero-Sum

The third game example is a Non-Zero-Sum
game. This game does not have a winner or a
loser, but it can illustrate the most dangerous of all
situations on the international level. It is often
equated with the well-known game of “chicken,”
where two cars race toward each other to see
which one will veer first, thereby becoming the
“chicken.” The most common way to play this



game, on an international level, is through
iterations with each iteration building on the
previous iteration.

The students are first given an historic example.
The nuclear arms race between the United States
and the Soviet Union is a perfect example. Both
countries are labeled as rational actors as both
participated in the race out of fear for their
respective security. When one country achieved
one threshold in building a nuclear arm, the other
matched it and raised the stakes. The race is
illustrated through the dates and respective
weapon explosions until the pinnacle was
reached. With each side’s nuclear arms becoming
more and more dangerous and destructive; the
pinnacle was reached with the explosion of the
Soviet “Tsar Bomba” in October 1961, a 60
megaton explosion in the atmosphere that was the
largest nuclear bomb ever exploded in the
atmosphere. At this point, each side had to weigh
the cost and benefits of continuing such testing.
To the credit of the leaders involved, the race was
partially stopped with the signing of the Limited
Test Ban Treaty in 1963 and further harnessed
with the signing of the Non-Proliferation Treaty in
1968.

With a Non-Zero-Sum game, both sides agree to
stop or else they continue on until complete
catastrophe prevents further continuation. This
game shows students how unchecked build-ups
from opposing sides can result in complete
devastation or cooperation of rational minds, as
happened in the nuclear arms race.

After a thorough discussion of the precariousness
of build ups, attacks, or actions, students are
assigned to develop their own non-zero sum game
from current international issues. This provides
awareness in them that if there are at least two
negative actions of the same type concerning
international entities at different times, then a third
iteration may occur and how is the world suppose
to react to it. As with the other types of games,
students learn just how dangerous the world can
be, heightening their perception of decisions made
that might affect their own futures.

4.0 Conclusion

Students today must be made aware of what is
happening in the world. The instantanecusness of
news makes it vital to have ‘the rational and
analytical foundations upon which to make and
understand decisions. Game theory gives
students a tool with which to test their respective

perceptions and further their awareness of the
global world that is just at their doorstep.
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Abstract. With the growing complexity of today’s large scale problems, it has become more difficult to
find optimal solutions by using exact mathematical methods. The need to find near-optimal solutions in an
acceptable time frame requires heuristic approaches. In many cases, however, most heuristics have
several parameters that need to be “tuned” before they can reach good results. The problem then turns
into “finding best parameter setting” for the heuristics to solve the problems efficiently and timely. One-
Factor-At-a-Time (OFAT) approach for parameter tuning neglects the interactions between parameters.
Design of Experiments (DOE) tools can be instead employed to tune the parameters more effectively. In
this paper, we seek the best parameter setting for a Genetic Algorithm (GA) to solve the single machine
total weighted tardiness problem in which n jobs must be scheduled on a single machine without
preemption, and the objective is to minimize the total weighted tardiness. Benchmark instances for the
problem are available in the literature. To fine tune the GA parameters in the most efficient way, we
compare multiple DOE models including 2-level (2*) full factorial design, orthogonal array design, central
composite design, D-optimal design and signal-to-noise (S/N) ratios. In each DOE method, a
mathematical model is created using regression analysis, and solved to obtain the best parameter setting.
After verification runs using the tuned parameter setting, the preliminary results for optimal solutions of

multiple instances were found efficiently.

1. INTRODUCTION

One of the most important effects of the improving
modern sciences and technologies is to enable us
understand and model real life problems
realistically and in more details. The natural
outcome of this fact is the rapid increase of
dimensions and complexity of the problems. With
the growing complexity of today’'s large scale
problems, it has become more difficult to find
optimal solutions by using only exact
mathematical methods. Due to the concern of
efficiency in terms of the solution quality, the need
to find near-optimal solutions in an acceptable
time frame requires using heuristic approaches.

Heuristics are quite new approaches in the field of
combinatorial optimization. A heuristic can be
defined as “a generic algorithmic template that
can be used for finding high quality solutions of
hard combinatorial optimization problems” [1].
Heuristic approaches have already proved
themselves in many large scale optimization
problems by offering near-optimal solutions where
there is no optimal solution found by other
approaches. In many cases, however, most
heuristics have several parameters that need to
be “tuned” before they can reach good results.
The accepted values of the parameters to be
employed in the heuristics have considerably
significant impact on both solution process and
the solution itself. To obtain the best results, the
problem then turns into “finding the best
parameter setting” for the heuristics to solve the
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problems efficiently and timely, which becomes an
optimization problem by itself.

There are various methods used to find the best
parameter setting in the literature. One-Factor-At-
a-Time (OFAT) approach for parameter tuning is
one of them; however, it neglects the interactions
between the parameters that might change the
whole solution process and quality of solution.
Particularly, in terms of the interactions, Design of
Experiments (DOE) methods are promising
approaches and can be easily employed to tune
the parameters more effectively.

In this paper, we seek the best parameter setting
for a genetic algorithm to solve the single machine
total weighted tardiness problem in which n jobs
must be scheduled on a single machine without
preemption, and the objective is to minimize the
total weighted tardiness. Benchmark instances for
the single machine total weighted tardiness
problem are available in the literature.

2. DESIGN OF EXPERIMENTS (DOE)

To fine tune the genetic algorithm parameters in
the most efficient way, we compare multiple DOE
tools including 2-level (2") full factorial design,
orthogonal array design, central composite
design, D-optimal design and signal-to-noise
(S/N) ratios method. In each DOE method, a
mathematical model is created using regression
analysis, and solved to obtain the best parameter
setting. After verification runs for other benchmark
instances by using the tuned parameter setting,



DOE methods presented will be compared in
terms of their solution qualities.

The single machine total weighted tardiness
problem is used in this paper as a difficult problem
to demonstrate the use of DOE for setting the
optimization Genetic Algorithm (GA) parameters.
In this problem, n jobs must be scheduled on a
single machine where each job j has a given
processing time P; and a due date d. The
tardiness T; is defined as max (0, C-d) where C;is
the job’s completion time — a decision variable
that is based on the job sequence. The objective
function then becomes to minimize X7, wjTj.
This is a well known problem to which benchmark
problems are available. In seeking best parameter
setting for the GA, we will be using a MS-excel
Add-in called Evolver from Palisade [6].

We first implemented the problem in Excel
spreadsheet, and used the first instance of 40-job
benchmark problem to compare different DOE
methods that are discussed below. The upper and
lower levels for the GA parameters are given in
the Table 1.

Table 1: Upper and lower levels for parameters

Crossover | Mutation | Population
Level | Prob. (A) Prob. (B) Size (C)
Lower 0.01 0.06 30
Upper 1 0.2 100

The GA stopping criteria are to run for 10 minutes
or to stop whenever the percent deviation of the
solution from the optimal solution/best solution
found so far becomes 0. In the following sections,
we discuss and compare five DOE methods to
see which method performs best.

2.1. 2-Level (2%) Full Factorial Design

2-Level (2% full factorial design is the one of the
most widely used DOE tools. In 2* full factorial
design, k is the number of factors. After the lower
and upper levels of the factors are determined, all
combinations of these factor levels are studied
simultaneously. In order to analyze the design,
each factor should be linearly independent, which
means the covariance of the factors should be
equal to zero. The covariance is a measure of
linear relationship between two random variables
[5], and can be calculated by using the following
equation where E(x) stands for the expected value
of x. ‘

Cov(x,y) = E(x,y) - E(x)E(y)

To calculate the covariance of the design, a
transformation is needed from the lower and
upper levels to (-1) and (+1), respectively. After
these substitutions, because E(x,y) = 0, E(x) = 0,
and E(y) = 0, Cov(x,y) is equal to zero. In
orthogonal designs, the covariance is always
equal to zero.
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The 2" full factorial design is generated by using
Yates algorithm. According to this algorithm; for
the first factor, a column of (-1) and (+1) is written
down with the signs alternating each time. For the
second factor, the signs alternate in pairs, for the
third factor they alternate in triple, and so on. To
create the interactions columns, the levels of the
each factor forming the interactions are simply
multiplied.

In an experimental design, the number of
experiments (rows) must at least be equal to the
total degrees of freedom (DF) required for the
study, as shown in Table 2.

Table 2: DF for 2* full factorial design with k=3

Factors/Interactions DF

Overall Mean 1

AB,C 3(2-1)

AB, AC, BC 3(2-1)(2-1)

ABC 12-1)2-1)(2-1)
Total 8

One drawback of 2* full factorial design is rapid
increase of the number of experiments while
increasing the number of the factors (2°=32,
2°=256, 2'°=1024). In 1940’s, Fisher showed that
meaningful results can be obtained by conducting
a selected fraction of full factorial design which is
called fractional factorial design, 2P, where p
stands for the fraction portion.

Since there are 3 factors (k=3) in our problem,
2°=8 experiments are needed to run for 2-level full
factorial design in Table 3.

Table 3: The 2 full factorial design with k = 3

A|B|C|AB|AC | BC | ABC
-1 -1 1 1 1 -1
1]1-1]-1[ 41 -1 1 1
A1 -1 1 1 -1 1
1111101 -1 -1 -1
10171 1 -1 [ -1 1
11-1]1] 1 1 -1 -1
11t 1 -1
11111 1 1 1 1

In each experiment, the factors, or parameters,
are set and run according to the design. After the
solutions Y obtained from the experiments are
analyzed by implementing regression analysis,
the mathematical model is derived. However,
because R? value of the model is 1.00, the term
that has minimum effect (AB) is removed, and
after running the regression analysis again, the
following model with R? = 0.96 is obtained.

Y =954.37 + 1.63A + 4.88B + 9.13C - 9.13AC +
15.63BC - 15.63ABC

When this model is solved by employing Excel

Solver to minimize Y, the parameter setting is

found by using 2% full factorial design as

N[N~




“Crossover = 0.01, Mutation = 0.2, Population =
30",

2.2. Orthogonal Array Design

The fact that effects of 3 or higher interactions
tend to be insignificant, and therefore may be
ignored, bring us to the fractional factorial design
type named orthogonal array (OA) design where
only main factors and 2-factor interactions are
considered. A typical OA tabulation is in the form
of L.(b%), where a is the number of experiments, b
is the number of levels, and ¢ is the number of
columns. Taguchi has formulated 18 standard OA
designs [7], however they can also be modified by
using various methods. To select the appropriate
OA, first, number of factors and levels for each
factor, and 2-factor interactions to be estimated
must be defined. After calculating the DF, the OA
with the closest number of the experiments to DF
is selected. Interaction tables, or linear graphs
developed by Taguchi are then utilized to follow
the confounding pattern.

The DF of our problem for OA is 7 due to the
absence of 3-factor interactions. The most
appropriate OA for 3 factors, 2 levels and 7
experlments is L8(2 ) which is created in Table 4.

Table 4: The OA design withk =3

C|B|BC} A |AC | AB
-1 1 -1 1 1
111 1 -1 -1
11111141 1 -1
10171 1 -1 1
1111111104 1
1(-1] -1 1 1 -1
111 1 -1 ] 1 -1
101 1 1 1 1

Because there are only 3 factors in the problem,
all 2-factor mteractlons are included. As you
notice, the 2 full factorial and OA designs with
k=3 are about the same. The reason is that the
number of factors is quite small, and increasing
this number will clearly bring out the advantages
of OA designs in terms of the number of
experiments needed to study.

After implementing regression analysis for the OA
design, the same mathematical model with 2* full
factorial design is denved except for the ABC
term. This model has R? value of 0.65. As in 2* full
factorial design, Excel Solver gives the same
solution set for A, B, and C, respectively, namely,
the parameter setting for the OA design is again
“Crossover = 0.01, Mutation = 0.2, Population =
30",

O NP N[ WN =

2.3. Central Composite Design

In 2% full factorial and OA designs it is assumed
that the relationship between the 2-level factors is
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linear. 1t is possible to increase the number of
levels to 3 to capture the nonlinearity, however, it
would be a bit controversial and none of the rules
for the 2-levels would apply in those designs.
Also, this would not be the best candidate for
continuous factors like parameters used in
heuristics. A better approach to cope with the
nonlinearity and continuous factors could be
Response Surface Method using the Central
Composite Design (CCD) developed by Box &
Wilson in 1950's [4].

CCD is a first-order design augmented by
additional points that allow the estimation of the
second-order mathematical model. CCD cons.|sts
of a full factorial or fractional factorial design (2  or

p) a center point (a row of zero’s), and two
points on axes for each factor at a dlstance a from
the design center which result 2*42k+1 or
2"P+2k+1experiments in total. The distance a is
calculated as (number of experiments in fractional
pomon) . It is possible to choose a = ¥1, which
is then called face-centered design.

In our problem, 2° = 8 experiments for the

" fractional portion, 2(3) = 6 experiments for axial

portion, and 1 experiment for center portion, total
15 experiments are needed. The distance a is
equal to (8)" = 1.4. To be able to set the
parameters for each experiment, the levels of the
parameters must be coded for the values (-1.4, -1,
0, 1, 1.4). The complete CCD with k = 3 is shown
in Table 5.

Table 5: Central Composite Design with k = 3

A|[BJ] C|AB[AC|[BC|A*][B“]C*
11 -1 -1 1] -1 1 1 1 1 1 1
2 1 I I s I 1 1 1 1
31| 1] 1][-1{1]-1]1]1]1
44 1 1 -1 1 -1 | -1 1 1 1
5(-11 -1 1 1 -1 1 -1 1 1 1
6| 1 -1 1 -1 1 -1 1 1 1
7] -1 1 1 -1 -1 1 1 1 1
8| 1 1 1 1 1 1 1 1 1
9|-14| 0 0 0 0 0 21010
1014 0 0 0 0 0 2010
11 0 |-14] O 0 0 0 0| 2] 0
12 0 [14] O 0 0 0 01 2]|0
13| O 0 |-14]| O 0 0 0] 0] 2
14| 0 0141 0 0 0 0| 0| 2
15| 0 0 0 0 0 0 0|00

After implementing regression analysis for

outcomes of the experlments the following
mathematical model with R? = 0.90 is derived:

Y =939.42 + 3.58A + 0.75B - 5.58C - 1.13AB +
5.38AC - 11.88BC + 5.94A% + 5.94B% - 11.31C*

The solution set produced by Excel Solver is back
coded to their real values, and the parameter
setting found by CCD is “Crossover = 0.218,
Mutation = 0.193, Population = 100”.



2.4, D-Optimal Design

CCD is quite an efficient design especially due to
adding the second-order nonlinearity; however, in
some cases it may not be enough to understand
the relationships between factors. And also, the
number of experiences must be kept to an
absolute minimum. If a design has an absolute
minimum number of experiments, such design is
called “saturated design”. The minimum number
of experiments can be calculated as (n+1)(n+2)/2
where n is number of factors. Besides these
advantages, if some experiments are infeasible,
saturated designs can be still used by extracting
these experiments from the design.

As some of the interesting features of saturated
designs, unlike the previous DOE methods, they
are not orthogonal and there are no degrees of
freedom to test the accuracy of the model.

Saturated designs are constructed by applied D-
optimality criterion. The following equation is the
estimator of simple linear regression:

Y= b, + Zbixi

where bg is the intercept, b; are the slopes. If this
equation is written in matrix form, we have:

Y=XB+e¢.

The set of design B can be estimated in the
following form by applying the Least Square
Regression method.

B=X"X)Y"'X"Yy

A statistical measure of accuracy of B is the
variance-covariance matrix;

V(B)= c*(X"X)"

where o? is the variance of the error. V(B) is a
function of (X'X)"" and to increase the accuracy,
(X'X)" should be minimized. Statistically,
minimizing (X'X).' is_equal to maximizing the
determinant of (XTX). D” in the term of D-optimal
comes from the first letter of the word
“determinant”. There are some heuristics [2], and
software [3] to come up with a design that
maximizes the determinant of (XTX). To obtain
more accurate results, D-optimal designs can be
augmented by adding more experiments.

The absolute minimum of experiments for our
problem is 10 [=(3+1)(3+2)/2], and the D-optimal
design displayed in Table 6 is created by
augmenting the design by 2 experiments.

Like CCD, the levels of the parameters must be
coded for the values (-1, 0, 1). With the help of
regression analysis, the following mathematical
model is acquired:

Y = 92.48 - 0.63A + 2.62B + 8.37C - 6.38AB —
9.13AC + 15.63BC + 19.86A% + 23.11B2 - 18.83C?
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After the solution set given by Excel Solver is
back coded to their real values, and the parameter
setting found by D-Optimal is “Crossover = 0.420,
Mutation = 0.148, Population = 30".

Table 6: D-Optimal Design withk = 3

N

A B| C|AB|AC|[BC|A’|B‘|C
1111 ]-1] 1 1 111111
211111 O O T T T O O
3|]1]0j]0j0O0jJO]JO|1]0O0]O0
Lo 3 T O e O s T O O I O O O
5|11 1 111111111111
6/ 0|]-1]0]0j0|010]1]0
7/0 0|1 0/ 0f[0j0}jo0]|1
8|1 |11l |11 [1]1]1
91|11 |11 i1 [1[1]1
10| 1 R T e O O T e e O
11| 1 1 0|1 ojoj1]1]0
12| 1 1 1 1 1 11111

2.5, Signal-To-Noise (S/N) Ratio

DOE methods until this section are only based on
one instance of our problem, and do not consider
any information of other instances. The method of
signal-to-noise (S/N) ratio can be defined as a
performance measure that takes the mean and
the variability into account, and give the ability to
use information of other instances in seeking the
best parameter setting. It involves two types of
factors: control factors and noise factors. Noise
factors cause variability which leads to loss of
quality. There are three kinds of noise; outer
noise, inner noise, and between product noise, or
here can be defined as “between instance noise”
is the main reason in applying S/N ratio method in
our problem.

Generally, data analysis using S/N ratio (n) can be
performed to achieve three types of purposes:
smaller-the-better, larger-the-better and nominal-
the-best. Since our target is to minimize the total
weighted tardiness for the single machine, the
appropriate type of n is smaller-the-better. To
minimize the sensitivity to noise factors, we
maximize n which is calculated by the following
equation [4].

n= -10log,, ()_’2 +0?%)

In addition to first instance, fourth and ninth
instance are randomly selected as different
“products”. Unlike in other methods, instead of
OA, D-optimal design in Table 6 is used in
creating the experiments for each instance
because of its advantages, and n is calculated as

the outcome for each experiment. Three
replications of D-optimal design for three
instances increase the total number of

experiments by 36 (=3x12).



After applying the steps of D-optimal design for
each instance, the regression analysis is run for to
obtain the following mathematical model:

Y =2.36-0.83A + 1.17B - 1.62C - 0.36AB +
0.52AC - 4.49BC - 9.27A% - 7.30B? + 6.07C?

After back coding the findings in Excel Solver to
their real values, the parameter setting found by
D-Optimal are “Crossover = 0.465, Mutation =
0.157, Population = 30”".

3. COMPARISON OF DOE RESULTS

After applying five DOE methods to find the best
parameter setting for the single machine total
weighted tardiness problem, the findings are
summarized in Table 7. To test which method is
most effective with this problem, these parameter
settings are used in solving the first 20 instances
for both 40-job problems in Table 8 and 50-job
problems in Table 9 respectively [8].

Table 7: Parameter settings of DOE methods

DOE | Crossover | Mutation | Population
Type Prob.(A) Prob. (B) Size {C)
2" FF 0.010 0.200 30
OA 0.010 0.200 30
CCD 0.218 0.193 100
D-Opt. 0.420 0.148 30
S/IN 0.465 0.157 30

To be able to compare the solutions for different
instances, the percent deviation of the solution
from the optimal solution/best known solution is
used instead of the real outcomes of the
experiments.

Because 2“ full factorial and orthogonal array
designs give same parameter settings for 3
factors, their common results share the first three
columns.

Table 8: Comparison of Parameter settings for 40-job problem

Orthogonal Array & 2° | Central Composite D-Optimal S/N Ratios
Inst Full Factorial Designs Design Design Design
%Dev/|lteration | Time VoDev Jiteration| Time |%Dev, lteration| Time %Dev|Iteration | Time

1 | 471 4918 | 00:01:22|1.86| 18863|00:04:44| 1.86 1895 00:00:16|1.86| 31781 00:17:00
2 | 465| 23416| 00:03:55|0.08| 22391)00:05:09( 0.08| 23344)|00:02:19|4.65 3789 00:01:16
3 | 6.70 726 | 00:00:09|6.70| 2850/00:00:38] 6.70 2260] 00:00:18 0 2826 00:00:38
4 | 129 5016| 00:01:02 0{ 6853]|00:01:11 0 4966 00:00:37]1.29 2607 | 00:00:33
5 0 52131 00:00:51 0| 4780|00:00:51 0| 15052]00:01:41 0 961 | 00:00:13
6 0| 35635| 00:04:50 0| 34295)|00.04:23 0 6226 ( 00:00:50 0| 14237 00:02:18
7 | 3.91| 10038]| 00:01:39 0| 85445|00:13:50 0| 15282|00:01:37|3.91 2536 00:00:34
8 0| 12210 00:01:48 0| 26492 00:03:32 0 8461 00:01:06 0 4203( 00:01:03
9 0! 39811| 00:05:15|0.59| 46315|00:06:28| 0.65 4881 00:00:40 0| 35208 00:04:39
10 | 1.40| 24753 00:03:25(0.04 | 88492|00:12:38( 0.04{ 51283 00:08:53 0| 51208 00:06:26
11 | 1.94| 72938 00:11:37{0.01| 96244 00:18:17 0| 23267|00:03:58 0| 23501]| 00:03:51
12 | 1.40| 93314( 00:14:41]0.68| 96335|00:21:41 0| 26996]|00:05:14 0f 29814] 00:05:48
13 | 1.00| 99337 00:15:36|0.74| 98275|00:29:59| 0.64| 25285|00:03:31|0.64| 29204| 00:05:11
14 | 0.35| 94223 00:19:43|0.77| 88256|00:17:54|0.33| 24304(00:03:11[0.33| 29969 00:07:08
15 | 0.95( 94728 00:34:23|0.91| 89698]00:16:42| 0.84| 36549 00:12:00|0.09| 76972( 00:14:47
16 | 2.96| 85614 | 00:22:42|3.55| 94294 |00:11:51]| 0.69| 94079{00:30:19|0.82| 77826| 00:14:46
17 | 1.96( 82399 00:19:532.94| 96468|00:30:05)| 0.49| 82127|00:29:51|0.37| 94687 00:17:20
18 | 2.53| 99367 00:28:07]2.61| 95935|00:22:10| 0.85| 89000| 00:26:04|0.66| 93455! 00:15:24
19 | 2.26] 93600 00:11:32]3.25]| 50709|00:10:12| 0.94| 99959|00:31:45|0.82| 97005 00:17:52
20 | 3.29| 94366| 00:10:28|3.91| 79570|00:40:05| 1.04| 92765(00:17:28(1.54| 90153| 00:32:35
)_f 2.07| 53581 00:10:39|1.43| 6112800:13:37| 0.76| 36399|00:09:05(0.85| 39597|00:08:28
o | 1.85( 39953 | 00:10:04 | 1.84| 3677600:11:03| 1.49| 34984(00:11:22|1.31| 35674 (00:08:37
0% 4 5 7 8

According to data from the 40-job and 50-job
problems, the S/N ratios and D-optimal designs
seem to be the best two methods of the five DOE
methods. While S/N ratios design could reach
optimum solutions/best known in 8 instances for
40-job and 6 instances 50-job problems, D-
optimal design could obtain them in 7 instances
for the 40-job problems, and 6 instances for the
50-job problems. In terms of average percentage
deviation, the number of iteration and running
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time, they are also better than the other three
methods. We might accept that S/N ratios design
is slightly better than D-optimal design, but it
needs three times more experiments than D-
optimal design. Even though all DOE methods are
completed based on the first instance of 40-job
problem, the parameter settings found in these
processes produce very close results to the 50-job
problems which gives an idea about the
robustness of the parameter settings.




Table 9: Comparison of Parameter settings for 50-job problem

Orthogonal Array & 2¢
Full Factorial Designs

Central Composite
Design

S/N Ratios
Design

D-Optimal
Design

=2
n
~—

‘%Devliteration| Time [%Devjlteration| Time

PoDev.|lteration Time %Dev.|lteration Time

0] 2198]00:00:43 0] 4320]00:00:34

0] 1085)00:00:20 0| 3787 00:00:35

0.10| 3836|00:01:00]|0.10| 4320 00:00:34

0.75| 1079]00:00:14( 0.75 2963 | 00:00:31

0| 55007|00:12:09/1.39( 2517|00:00:29

1.39 469 00:00:07 0| 3500 | 00:00:34

0| 2977|00:00:59 0| 4306|00:00:34

0| 1339]00:00:19 0| 2802 | 00:00:30

5.67( 7730/00:02:51|5.67| 7645]|00:00:57

5.67| 546000:01:02| 567 | 2313 | 00:00:27

0.57| 83204 |00:37:36{0.63| 98371|00:09:48

0.09| 8665[00:01:39| 1.9 | 15136 | 00:01:52

0.53| 86284|00:19:19{0.10| 98266 00:10:33

0| 16295|00:03:46 0 [ 23888 | 00:03:10

1.69| 45109,00:12:23|1.52| 89622 00:10:42

0| 10580 00:02:14| 0.53 | 18688 | 00:02:14

O R NN AW =

0.34| 15032]00:03:37|0.39| 25102 00:02:39

0.39| 8665|00:00:25{ 0.39 | 6699 | 00:01:53

0| 69766|00:11:03 0| 84602 00:12:46

0| 7054)00:01:17 0| 19074 | 00:02:38

3.37| 92353|00:14:54(4.92| 87583 00:13:10

0{ 26931)00:03:34| 0.51 | 93839 | 00:13:46

4.15| 85150]00:14:19/5.74} 98291 00:14:20

0.93] 17253 00:02:25| 0.79 | 93465 | 00:12:35

3.49| 89551(00:24:01)5.00| 78979 00:11:31

0.26| 23561|00:03:44| 0.16 [ 97849 | 00:11:58

1.12| 86613|00:21:19|2.06| 92867 |00:14:09

0.52| 14498|00:02:18| 0.62 [ 65048 | 00:10:35

1.16| 96432|00:11:46|2.59( 93136 00:13:10

0.92| 27107 00:04:37 0| 82041 | 00:12:49

5.50( 95136|00:16:26|7.11| 71351(00:15:37

0.02| 85596]00:08:51] 1.41 | 90719 | 00:14:29

6.67| 97738|00:09:44|7.61| 91351)00:13:28

0.15| 87644|00:09:17| 1.2 | 99878 | 00:15:23

5.58| 96171|00:09:25(7.97 | 65694 | 00:10:25

0.53| 97533[00:09:33| 2.16 | 99272 | 00:11:57

3.51] 95654/00:10:56)5.38] 80849 00:12:35

0.19] 86540 00:08:52| 0.92 | 93995 | 00:18:40

5.31] 78924 |00:08:26|6.60| 91293|00:16:13

0.48| 88186(00:08:31| 1.92 | 99114 | 00:12:08

2.43| 64243(00:12:093.24| 63523|00:09:13

0.61| 30777|00:03:39( 0.95| 50704 | 00:07:26

2.37| 36918/00:08:57 | 2.94| 38429|00:05:47

1.25| 35523|00:03:26| 1.31| 42911 | 00:06:24

4 3

6 6

4. CONCLUSIONS

DOE offers a practical way to tune the heuristic
parameters. Because the number of parameters,
or factors, is not the same for all heuristics, it is
important to select the right DOE method. Table
10 shows how fast the number of experiments
increases for a small amount of increase in the
number of factors with three levels. Other
important issues’include selecting the number of
levels, values of the levels, the type of
relationships between factors, and the cost of
running of an experiment.

Table 10: Number of experiments for 3-levels

Factor (k) | 3"FF OA CCD | D-Opt.
4 81 27 25 15
5 243 81 43 21
7 2187 - 143 36

It should be noted that the same parameter
setting produces different solutions for different
instances although all instances are created from
the same distributions. For the total weighted
tardiness problem, the most effective methods
turned out to be the D-Optimal and S/N Ratios
Design, with the D-Optimal design requiring less
runs.

This paper presented a structured framework on
using DOE to tune optimization algorithm
parameters. The weighted tardiness scheduling
problem was used as a vehicle to demonstrate the
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approach. The same approach can be applied to
other problems.
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Abstract. This paper provides insights about the behavior of chaotic complex systems, and the sensitive
dependence of the system on the initial starting conditions. How much does a small change in the initial
conditions of a complex system affect it in the long term? Do complex systems exhibit what is called the
"Butterfly Effect"? This paper uses an agent-based modeling approach to address these questions. An
existing model from NetLogo®© library was extended in order to compare chaotic complex systems with
near-identical initial conditions. Results show that small changes in initial starting conditions can have a
huge impact on the behavior of chaotic complex systems.

1. INTRODUCTION

The term the “butterfly effect” is attributed to the work
of Edward Lorenz [1]. It is used to describe the
sensitive dependence of the behavior of chaotic
complex systems on the initial conditions of these
systems. The metaphor refers to the notion that a
butterfly flapping its wings somewhere may cause
extreme changes in the ecological system’s behavior in
the future, such as a hurricane.

2. LITERATURE REVIEW

Lorenz is major contributor to the concept of the
butterfly effect. He concluded that slight differing initial
states can evolve into considerably different states.
Bewley [2] talked about the high sensitivity observed in
nonlinear complex systems, such as fluid convection,
to very small levels of external force. Wang et al. [3]
explored an approach for identifying chaotic
phenomena in demands, and studied how a small drift
in predicting an initial demand ultimately may cause a
significant difference to real demand. Palmer [4]
argued that a hypothetical dynamically-unconstrained
perturbation to a small-scale variable, leaving all other
large-scale variables unchanged, would take the
system in a completely different direction, off the
attractor. Yugay and Yashkevich [5] mentioned that the
butterfly effect occurs in Long Josephson Junctions
(LJJs) as described by a time dependent nonlinear
sine-Gordon equation. This equation states that any
alteration within the initial perturbation fundamentally
changes the asymptotic state of the system. Social
systems can also exhibit the butterfly effect

phenomenon. Several studies were dedicated to
examine the butterfly effect which resulted from the
format of the ballots in Palm Beach County, Florida
during the presidential elections in the year 2000 [6, 7,
8]. The chaos emerging from the confusing
configuration of the dual-column ballot is said to have
caused 2,000 Democratic voters, a number larger than
then Texas Governor George W. Bush's certified
margin of victory in Florida, to cast their vote for
another candidate instead of then Vice President Al
Gore, which effectively made George W. Bush the 43rd
President of the United States.

3. METHODOLOGY AND MODEL
DEVELOPMENT
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A modified version of the GasLab© model from the
chemistry and physics library in NetLogo© was used as a
basis for our analysis of chaotic complex systems. The
following are the assumptions of the modified GasLab©
model:

e A random seed sets the initial conditions (x-y
coordinates, speed, heading).

e Two types of agents: particles and diablos (the two
agents are identical, with the exception of name and
color).

e The two types of agents only interact with their
own type. They do not interact with each other.

e For the complete duration of the simulation,
particles are in blue, while diablos are in red.

e Agents move in a random heading and certain
speed until they collide with another agent of



the same kind. Upon collision, a new speed
and heading for the participating
particles/diablos are set.

e Particles and diablos bounce off a wall and
continue moving in the box.

e A collision occurs if two particles or two diablos
are on the same patch.

The criterion this paper adopted to test the existence of
a butterfly effect is the average distance between
particles and diablos at each tick. The formula for
average distance (D) is shown below:

N = -
YUK =X P4, =5
i=1

N

(1)

e N: number of particles/diablos in the system
(for N = 10, 20, 30, ..., 100, 200, 300, ...,
1000) thus obtaining 19 configurations in total
Xai: the x-coordinate of particle i

Xgi: the x-coordinate of diablo i

Yai: the y-coordinate of particle i

Ys:: the y-coordinate of diablo i

The reason behind using different numbers of
particles/diablos is to examine the effect of the size of
the population on the speed at which the butterfly effect
emerges in the model.

The modeling methodology was divided into five
phases:

1. Creating a model with two random systems:
The original GasLab© model had only one
agent; particles. Another agent, diablos, was
added to the model with identical behavior
patterns to those of particles. Because two
random systems are created, particles use a
different random seed than diablos (for speed,
positioning, and heading).

2. Creating a model with same settings: After the
establishment of a model with two random
systems, we then modified the model again
so that particles and diablos use the same
random seed, thus sharing the same speed,
initial positioning, and heading, creating a
model with same initial settings. This model
was the basis to test the hypothesis of the
butterfly effect. The rationale this paper used
to have a slider bar to incorporate extremely
small changes to the heading of a single
agent, which we randomly chose to be a

diablo. Our assumption is that this small
change is an equivalent to a butterfly “flapping
its wings.”

3. Automation setup for data collection: the code
was adjusted to avoid the need for doing
manual runs and to enable collection of
sufficient data to test the existence, or lack
thereof, of a butterfly effect in the system. All
data points were exported to a text file.

4. Statistical analysis: a macro was developed to
organize the data into an excel spreadsheet in
order to make the graphs and plot confidence
intervals.

5. Visual demonstration of divergence: a
separate model was created to visually
demonstrate the point at which particle i and
diablo i diverge after starting in the same
position. For the purpose of visual
demonstration, when the distance between
particle i and diablo i is equal to half-patch,
their colors are changed to black to symbolize
the transition from identical systems to
random systems.

In recognition of the importance of systems’ complexity
in determining the existence of a butterfly effect, we ran
our model(s) for different configurations of
particles/diablos as mentioned earlier. Moreover, to
reduce the effect of randomness and obtain confidence
intervals for our results, each configuration was run for
30 times, each run consisting of 10,000 ticks.

4. DISCUSSION AND CONCLUSIONS

Figures 1, 2, and 3 show the average distance
between two random systems for 10, 500, and 1000
particles. The graphs illustrate that regardless of the
number of agents we have in the model, the average
distance tends to fluctuate around 38. It is evident that
the variance decreases as the number of agents
increases.

10 Particles and Diablos (Random)

Figure 1: Average Distance for 10 Particles/Diablos



300 Particies and Diablos (Random)

Figure 2: Average Distance for 500 Particles/Diablos
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Figure 3: Average Distance for 1000 Particles/Diablos

Figures 4, 5, and 6 show the average distance
between two systems with same settings for 10, 500,
and 1000 particles/diablos, with the exception of
making a change to the heading of one diablo to
examine the butterfly effect. An observation is that as
the number of particles/diablos is increased in the
model, the system diverges quicker. Similarly to the
random systems, as the number of particles/diablos is
increased, the variance decreases.

10 Particles and Diablos (Same Settings)
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Figure 4: Average Distance for 10 Particles/Diablos
(Same Settings)
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500 Particles and Diablos {Same Settings)

Figure 5: Average Distance for 500 Particles/Diablos
(Same Settings)

1000 Particles and Diablos [Same Settings) }
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Figure 6: Average Distance for 1000 Particles/Diablos
(Same Settings)

Figures 7, 8, and 9 show the difference in average
distance between the model with random systems and
the model with same settings. In all cases, the model
with same settings will approach the same conditions
as the model with random systems. Although the
model with same settings quickly approaches the
behavior of the model with random systems, it takes
longer to actually reach the same average distance of
38. Moreover, as the number of particles/diablos
increases, it takes longer to reach the same average
distance for model of random systems.

10 Particles and Diablos (Difference)
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Figure 7: Average Distance for 10 Particles/Diablos
(Difference)



500 Particles and Diablos (Difference)
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Figure 8: Average Distance for 500 Particles/Diablos
(Difference)

1000 Particles and Diablos (Difference)
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Figure 9: Average Distance for 1000 Particles/Diablos
(Difference)

Collectively, the results of this paper demonstrate that
there is a butterfly effect in chaotic complex systems. In
fact, as complexity increases, the butterfly effect
emerges quicker but takes a longer time to completely
replicate the model with random systems. Therefore,
an additional experiment was run to determine how
long it takes for the model with same settings to
completely replicate the model with random systems.
As evident in Figure 10, the results of the model
indicate that it actually takes about 2 million ticks to
completely replicate the model of random systems, for
the setting of 1000 particles/diablos.

b

I
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§

)

Figure 10: Simulation Results for 1000
Particles/Diablos After 2 Million Ticks

The most important implication of this study is that
chaotic complex systems can actually exhibit the
butterfly effect. Scientists, from all disciplines, should
acknowledge that when studying complex systems and
complex phenomena, reaching an understanding of the
current state of the systems can be traced back to a
small perturbation earlier in the system'’s life cycle.
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Abstract: This study compared random and f{-way combinatorial inputs of a network simulator, to
determine if these two approaches produce significantly different deadlock detection for varying network
configurations. Modeling deadlock detection is important for analyzing configuration changes that could
inadvertently degrade network operations, or to determine modifications that could be made by attackers
to deliberately induce deadlock. Discrete event simulation of a network may be conducted using random
generation. of inputs. In this study, we compare random with combinatorial generation of inputs.
Combinatorial (or t-way) testing requires every combination of any ¢ parameter values to be covered by at
least one test. Combinatorial methods can be highly effective because empirical data suggest that nearly
all failures involve the interaction of a small number of parameters (1 to 6). Thus, for example, if all
deadlocks involve at most 5-way interactions between n parameters, then exhaustive testing of all n-way
interactions adds no additional information that would not be obtained by testing all 5-way interactions.
While the maximum degree of interaction between parameters involved in the deadlocks clearly cannot
be known in advance, covering all t-way interactions may be more efficient than using random generation
of inputs. In this study we tested this hypothesis for t = 2, 3, and 4 for deadlock detection in a network
simulation. Achieving the same degree of coverage provided by 4-way tests would have required
approximately 3.2 times as many random tests; thus combinatorial methods -were more efficient for
detecting deadlocks involving a higher degree of interactions. The paper reviews explanations for these
results and implications for modeling and simulation.

1 Background objects that represent interaction test suites. A
covering array, CA(N;tkv), is an N x k array,

A number of studies have shown combinatorial where k is the number of variables, and v is the

methods to be highly effective for software
testing (e.g., [3], [6], [16], [8]. The effectiveness
of combinatorial test methods rests on the
observation that a significant number of events
in software are triggered only by the interaction
of two or more variable values. By including
tests for all 2-way, 3-way, etc., interactions, the
test set should be able to detect events that
occur only with complex interactions. The
complexity of discrete event simulation suggests
that, as with software testing, combinatorial
methods may be effective for finding events
triggered only by rare multi-way interactions of
input values. In this paper, we compare the
effectiveness of combinatorial versus random
generation of inputs in a grid computer network
simulation for finding configurations that lead to
deadlock.

The key enabler in combinatorial testing is a
covering array that covers all t-way
combinations of parameter values, for a desired
strength t. Covering arrays are combinatorial

number of possible values for each variable such
that in every N x { subarray, each t-tuple occurs at
least once, then t is the strength of the coverage
of interactions. Each row of a covering array
represents a test, with one column for each
parameter that is varied in testing. Collectively,
the rows of the array include every t-way
combination of parameter values at least once.
For example, Figure 1 shows a covering array that
includes all 3-way combinations of binary values
for 10 parameters. Each row corresponds to one
test, and each column gives the values for a
particular parameter. It can be seen that any three
columns in any order contain ail eight possible
combinations (000, 001, 010, 011, 100, 101, 110,
111) of the parameter values. Collectively, this
set of tests will exercise all 3-way combinations of
input values in only 13 tests, as compared with
1,024 for exhaustive coverage.

The primary goal in the simulation is to study the
behavior of the system with different input
configurations. For example, a network simulation

&3



may investigate the effect of configurations on
packet rate, delay, or potential for deadlock in
the network, just as.a production line simulation
may study the effects of changing line speed,
interconnection between workstations, and
buffer size on the number of items that can be
produced per hour.

Parameters
TestlgJo[o]Jo]JOJoJo[0]O]O
Test2 |1 |21(21f21(1f2|2f2iL]2

1(1|1|oj1lo|o|0O|0]|2
1{0j1(1]j0j1|0]1]|0]0
. 1(ojofoj|1|1|1|D|0O]|D
. oj1|1|ofa|1|o|O(1]|D
ojoj1lof1loj1l1(1]|D
" 1/1|/o|1|o|lo|1|o]|1l|0O
olojofl1l1|1]|o|Oo]|L]|2
olojli1f1{o|o|1|o|O]|2
o|1|o(1|1|0|Oi1|0]|O
1|(ojo|lojo|o|O|1|L]1
Test13|0{1(0i0|0j1(1(1]|0]1

Figure 1: 3-way covering array for 10
parameters with 2 values each

In this study we compare random and
combinatorial testing of a network simulator, to
determine if these two test approaches produce
significantly different deadlock detection in the
simulation.  Using deadlocks as events of
interest makes evaluating program responses
straightforward and unambiguous. Numerical
results such as packet rates or delays are not
considered, but could be the subject of a future
investigation. The two test modes — random or
combinatorial — are compared using a standard
two-tailed t-test for statistical significance.

2 Experimental Evaluation

This work investigates the hypothesis that
combinatorial test suites will detect significantly
more deadlocks than random test suites of the
same size, for interaction strengths of t =2, 3, 4.

Independent and Dependent Variables: The
independent variable in this study is the type of
testing used, either f-way combinatorial or
random. The dependent variable is the number
of deadlocks detected.

Subject Application and Test Suites:
Software under test for the experiment was
Simured [13], a multicomputer network simulator

developed at the University of Valencia. The
software is available in C++ and Java versions, for
both Linux-and Windows. The core command line
code (not including user interface or graphical
display) consists of 2,131 lines of C++. Simured
provides a simulation of the switching and routing
layers for a multicomputer, allowing the user to
study grid computer configurations to investigate
the effect of topologies and configurable
parameters on routing, timing, and other variables
of interest. We used the C++ command line
version of this software, compiled with gcc and run
on 64-bit processors under Red Hat Enterprise
Linux V4. No modifications were made to the
Simured software.

Table 1: Simured configuration parameters and
test values used

Parameter Values
1 DIMENSIONS 12,468
2 NODOSDIM 2,46

3 NUMVIRT 12,38
4 NUMVIRTINJ 1,2,3,8
5 NUMVIRTEJE 1,2,3,8
6 LONBUFFER 12,46
7 NUMDIR 1,2

8 FORWARDING 0.1

9 PHYSICAL t,f

10 | ROUTING 0,123
11 | DELFIFO 1,246
12 | DELCROSS 1,2,4,6
13 | DELCHANNEL 12,46
14 | DELSWITCH 1,2,4,6

Simured provides a set of 14 parameters that can
be set to a variety of values in a configuration file
that is read by the simulator. Parameters and
possible values used are shown in Table 1. The
total number of possible configurations with these
parameter values is 3.1 x 10", Larger values are
possible for a number of parameters, but would
require extensive run time on a large system.

Evaluation Metrics: Test suites were evaluated
according to the number of deadlocks detected.
We also compare the percentage of t-way
combinations covered for the random test suites
of equal size, and determine the number of
random tests needed to provide 100% coverage
of the respective t-way combinations. (By
definition, a covering array provides 100%
coverage of t-way combinations.)
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Threats to Validity: Clearly there are limitation
on the extent to which these results can be
generalized to other applications. While
previous comparisons of combinatorial and
random testing focused on fauit detection, this
study evaluates these methods with respect to
deadlock detection in a simulation. Some
implications of this difference are discussed in
the analysis of results, in Section 4.2. A second
difference is the nature of the software under
test. Simured is a small but complex program
that is not assumed to have characteristics
similar to other application domains. Network
simulation requires extensive calculations for
statistics such as packet transmission rates and
delays, and is not directly comparable to other
types of software.

While the issues raised above should be
considered in evaluating results, we believe that
the experiment has identified a number of
factors that can be usefully considered when
deciding whether to use random or
combinatorial testing for a particular problem.

3 Testing Procedure

Covering arrays that include all tway
combinations for ¢ = 2, 3, and 4 were generated
using the IPOG algorithm [11], which produces
compact test suites. Test suites for the
configuration shown in 0 included 28, 161, and
752 tests for t = 2, 3, and 4 respectively.
Random test suites matching the sizes of the 2,
3, and 4-way combinatorial test suites were
produced using the standard C library rand()
function, producing one test at a time with a call
to rand() for each variable value. In generating
random test sets, the rand() function was
initialized with a call to srand() to seed the
pseudo-random number generator from the
system clock. From these tests, configuration
fles were generated for Simured and the
command line version of Simured invoked with
each configuration file.

Each test set was executed for 500, 1000, 2000,
4000, and 8000-packet simulation runs. For
combinatorial testing, one test suite run was
conducted for each of the five packet counts and
three interaction levels (28, 161, and 752 tests,
for a total of 4,705 simulations). Random
generation produces a different test set with
each test generation run. For random testing,
eight runs at each combination of packet count
and interaction level were conducted (37,640

simulations), and the average deadlock detection
calculated.

4 Results and Analysis

41 Test Results

Results for the two test modes were compared
with a standard t-test for paired samples. Table 2
shows the number of deadlocks detected using
tests produced from IPOG versus the average
number of deadlocks detected with an equal
number of randomly generated tests. Values for
random test detection represent the average of
eight runs with randomly generated tests at each
combination of interaction level and packet count.
Table 3 gives the two-tailed probability of a
difference between the numbers of deadlocks
detected by combinatorial and random testing.

Table 2: Deadlocks, combinatorial vs. random

Deadlocks Detected — combinatorial

t |Tests Packets

500 1000 2000 4000 8000
2 28 0 0 0 0 0
3 161 2 3 2 3 3
4] 752 14 14 14 14 14

" Average Deadlocks Detected — random

t |Tests Packets .

500 1000 | 2000 | 4000 | 8000
2 28 0.63 0.25 075/ 0.50|, 0.75
3 161 3.00 3.00 3.00 3.00 3.00
4 | 752 10.13] 1175 10.38| 13.00f 13.25

Table 3: t-test results for difference between
random and IPOG generated tests
Interaction| Two-tailed
strength |probability

2 .0035
3 1778
4 .0235

For pairwise testing (t = 2), combinatorial testing
detected slightly fewer deadlocks than an equal
number of random tests, and the difference is
statistically significant. At interaction strength t =3
the difference between the two test methods is not
statistically significant. At t = 4, however, the
covering arrays produced by IPOG detected
significantly more deadlocks than an equal
number of random tests. In the next section we
consider some possible reasons for the variation
in effectiveness of these two test methods. Two
important considerations should be noted about
the difference = in  deadlocks  detected:
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combinatorial methods found more deadlock
configurations, but also consistently found 14
‘deadlocks for the most complex (4-way)
interactions, while there was a great degree of
variation among the random configurations.

4.2 Analysis of Results

“In considering explanations for the results,
we first note that there can be a number of
differences between the simulations conducted
in this work and software testing in other
application domains. In many applications, such
as databases or web applications, different
parameter values may result in different
execution paths within an application, but the
amount and complexity of processing is often
similar for many different inputs.  Network
simulation, by contrast, may exhibit wide
variations in processing depending on whether
the input configuration is a small network of
simple topology, or a large, complex one. This
difference was observed in widely varying run
times (not reported in this paper), and may also
contribute to the distribution of deadlocks
detected at the three interaction levels.
Previous work (see Section 1) has found that
increasing values of t detect progressively fewer
faults, even in cases where combinatorial testing
performed no better than random tests.
Pairwise testing (=2) often detected 70% to
more than 90% of faults, while 3-way tests found
roughly 10% to 20% of faults, and 4-way to 6-
way tests typically detected less than 5%. This
distribution is essentially reversed for the
Simured testing (see Table 2), with 0%, 18%,
and 82% of deadlocks detected at =2, 3, and 4
respectively. This result is not unexpected.
Faults can be triggered by combinations of any
of the variables in a program. Even though a
large set of variables may be directly or
indirectly involved in triggering deadlocks, the
set can be expected to be much smaller than the
total number of variables in a program. With
deadlocks occurring in roughly 2% of simulation
runs, larger test sets would be expected to
locate more deadlocks.

In addition to the “reverse” relationship between
deadlock detection and interaction strength,
another interesting finding was that pairwise
tests detected slightly fewer deadlocks than the
same number of random tests. Careful analysis
shows that there is in fact a combinatorial
explanation for this result, which we discuss in
the remainder of this section.

Because a significant percentage of events can
only be triggered by the interaction of two or more
variables, one consideration in comparing random
and combinatorial testing is the degree to which
random testing covers particular tway
combinations. Any test set will also cover a
certain proportion of possible (t+1)-way, ({+2)-way,
etc. combinations as well. Tables 4 and 5
compare this coverage for the Simured test inputs.

We also analyzed the average percentage of t-
way combinations covered by 100 randomly
generated test sets of the same size as a t-way
covering array generated by IPOG, for various
combinations of k = number of variables and v =
number of values per variable. Table 6 shows the
combination coverage of an equivalent number of
randomly generated tests for 1=2,3,4. For
example, row 2 shows that a covering array with
30 tests covers all 2-way combinations for 10
variables with 4 values each, but 30 randomly
generated tests cover only 84.6% of all 2-way
combinations.

The coverage provided by a covering array versus
a random test suite of the same size varies
considerably with different configurations. An
important practical consideration in comparing
combinatorial with random testing is the
effectiveness of the covering array generator.
Algorithms have a wide range in the size of
covering arrays they produce, but all are designed
to produce the smallest array possible that covers
all t-way combinations. It is not uncommon for the
better algorithms to produce arrays that are more
than 50% smaller than other algorithms.
Comparisons show that there is no uniformly
“best” covering array algorithm [10]. Algorithms
vary greatly in the size of combinatorial test suites
they produce, so the comparable random test
suites will also vary in the number of tests.
Random testing may produce results similar to
combinatorial tests produced by an algorithm that
generates a larger, sub-optimal covering array,
because the correspondingly larger random test
set has a greater probability of covering the f-way
combinations.

A covering array algorithm that produces a
compact array, i.e., a minimal number of tests, for
t-way combinations may also include fewer (t+1)-
way combinations because there are fewer tests.
Note that at t=2 (pairwise), an equal sized random
test set covers more 4-way and 5-way
combinations, which may explain why the random
tests detected more deadlocks than the t=2
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covering array. Almost paradoxically, a sub-
optimal algorithm that produces a larger
covering array may be more effective because
the larger array is statistically more likely to
include t+1, t+2, and higher degree interaction
tests as a byproduct of the test generation. This
result demonstrates that the smallest possible
array is not necessarily best for testing purposes
if higher strength interactions are not also
tested. It also suggests that covering array
generation algorithms that fill “don’t care” values
(those for which all combinations have already
been covered) with random values may provide
better test results by covering a larger number of
t+1, t+2, and higher degree combinations.

Table 4: Combination coverage of
IPOG t-way tests
2-way| 3-way | 4-way | 5-way | Avg

1.00) .758] .429| .217| 0.601
1.00] 1.00] .924| .709| 0.908
1.00| 1.00] 1.00] .974| 0.994

BIWIN| =

Table 5: Combination coverage, random tests
size = |2-way| 3-way |4-way| 5-way | Avg
t-way
2 .940| .735] .499( .306] 0.620
3 1.00] .942, 917 .767| 0.906
4 1.00] 1.00] .965] .974| 0.985

Table 6: Combination coverage of an
equivalent number of random tests

Vals(IPOG|Rand| IPOG | Rand | IPOG |Rand

I |tests{2-way| tests [3-way| tests [|4-way
Vars|Var| t=2 |covg| t=3 |covg | t=4 [covg
10 2] 10)94.1 20] 94.3 42 193.2
10 4| 30|84.6| 1511 90.6 657 192.3
10 6| 66856 | 5321 91.6| 3843 [94.8
10 81117 183.8|1214 | 90.6 ({12010 |94.7
10 |10 [172|82.1 {2367 | 90.6 {29231 |94.6
15 2| 10]93.9 24 ] 96.2 58 197.5
15 4| 33188.1] 179 941 940 [97.5
15 6] 77|88.6| 663] 95.4| 5243 |98.2
15 81125186.1 | 1551 | 95.2 (16554 | 98.2
15 | 10199 (86.4 [ 3000 | 95.0 40233 |98.2
20 | 2| 121965 27]|97.3 66 198.6
20 4] 37]90.9| 209] 96.2| 1126 98.8
20 6| 86[(91.3| 757 | 97.0| 6291 199.2
20 | 8]142191.31785] 96.9 119882 {99.2
20 [10]215|88.4 |3463 | 96.9 [48374 |99.2
25 2| 12]95.9 30| 98.5 74 199.2
25 4| 39192.1| 233} 97.5| 1320]99.4
25 6| 89(91.8( 839|97.9{ 7126 (99.6
25 81148 190.3 | 1971 | 97.9 (22529 |99.6
25 110229 (90.0 13823 | 97.8 |54856 |99.6

Now consider the size of a random test set
required to provide 100% combination coverage.
Table 7 gives the ratio of randomly generated
tests to combinatorial tests for the variable/value
combinations. For example, for 10 variables with
2 values each, random generation requires 1.80,
3.05, and 3.57 times as many tests as a covering
array to cover all combinations at t=2, 3, and 4
respectively. For most covering array algorithms,
the difficulty of finding tests with high coverage
increases as tests are generated. Thus even if a
randomly generated test set provides better than
99% of the coverage of an equal sized covering
array, it should not be concluded that only a few
more tests are needed for the random set to
provide 100% coverage. Table 7 shows that the
ratio of random to combinatorial test set size for
100% coverage exceeds 3 in most cases, with
average ratios of 3.9, 3.8, and 3.2 att =2, 3, and
4 respectively. In other words, using random tests
to obtain coverage of all t-way combinations
required more than three times as many tests as
were needed when using a covering array. Thus
combinatorial testing offers a significant efficiency
advantage over random testing if the goal is 100%
combination coverage.

Table 7: Ratio of random to combinatorial
tests for 100% combination coverage

2-way Tests |3-way Tests | 4-way Tests
Vals/ |IPOG IPOG IPOG
Var [var |Tests |Ratio |Tests |Ratio | Tests |Ratio
10 2 10| 1.80 20| 3.05 42 | 3.57
10 4 30| 4.83 151 | 6.05 657 | 3.43
10 6 66| 5.80| 532 | 3.73| 3843 | 3.48
10 8 117 { 426 | 1214 | 4.46 | 12010 | 4.39
10 10 172 ) 470} 2367 | 4.94 )| 29231 | 4.71
15 2 10| 2.00 24 | 2.17 58| 2.24
15 4 33| 367 | 179]| 3.75 940 | 2.73
15 6 77 | 3.82 663 | 3.79 5243 | 3.26
15 8 125 | 4.41 | 1551 | 4.36 | 16554 | 3.66
15 10 199 | 4.72 | 3000 | 5.08 | 40233 | 3.97
20 2 12| 1.92 27 | 2.59 66| 2.12
20 4 37| 3.78] 209 | 298] 1126 | 3.35
20 6 86| 3.35| 757 | 3.39| 6291 2.99
20 8 142 | 444 | 1785 | 4.73 | 19882 | 3.00
20 10 215 | 4.78 | 3463 | 4.04 | 48374 | 3.25
25 2 12| 2.83 30 [ 2.33 741 2.35
25 4 39| 3.08 233 | 3.39 1320 | 2.67
25 6 89 | 3.67 839 | 3.44 7126 | 2.75
25 8 148 | 5.71 | 1971 | 3.76 | 22529 | 2.72
25 10 229 | 450 | 3823 | 4.32 | 54856 | 3.50
Ratio Avg. 3.90 3.82 3.21

The analysis suggests two significant advantages
for combinatorial methods in simulations where
interactions between input variables are likely to
be important:
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Significantly fewer tests required to provide
100% combination coverage for a particular
interaction strength. Depending on problem
size, random generation requires approximately
2 to 6 times as many test inputs as a covering
array to cover all combinations (Table 7). While
random generation will cover a significant
portion of the data space, sometimes 99% or
more (Table 6), this may often not be adequate
in practice. The network simulation described in
previous sections illustrates that combinatorial
methods can detect rare interactions that may
be missed with an equal number of random
inputs.

Better coverage of higher strength interactions.
As shown in Table 4, a covering array for
interaction strength t is likely to provide better
coverage of t+1, t+2, etc. combinations than an
equal number of random tests. This
characteristic provides a greater chance of
detecting events triggered by rare combinations.

5. Conclusions

For the simulation program tested in this study,
pairwise tests detected slightly fewer deadlocks
than an equal number of random tests, but 4-
way combinatorial testing produced better
results than an equal number of random tests.
Analyzing the random test sets suggests a
number of reasons for these results. Although
pairwise tests covered all 2-way combinations
and an equal number of random tests covered
fewer, the random tests covered more 4-way
and 5-way combinations, and thus had a greater
probability of triggering deadlocks that depended
on 4-way or 5-way interactions. However, the 4-
way combinatorial tests covered significantly
more 4-way combinations (100% vs. 96%) and
also provided equal 5-way coverage compared
with the corresponding random test set, and
found more deadlocks as well.

This result demonstrated that the smallest
possible array is not necessarily best for testing
purposes if higher strength interactions are not
also tested. When using t-way combinatorial
testing, it can be helpful to evaluate the test set
for coverage of t+1 and higher interaction
strengths. Methods of combining combinatorial
and random tests may also be effective, as
proposed in [2], [1]. These results also suggest
that covering array algorithms may provide
better test results by filling “don’t care” values

with random (rather than constant, sequential, or
other non-random) values.

Note: Reference to commercial products or trademarks
does not imply endorsement by NIST, nor that such
products are necessarily best suited to any purpose.
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Abstract

There are many factors that affect the level
of requirements volatility a system
experiences over its lifecycle and the risk
that  volatility  imparts. Improper
requirements generation, undocumented user
expectations, conflicting design decisions,
and anticipated / unanticipated world states
are representative of these volatility factors.
Combined, these volatility factors can
increase programmatic risk and adversely
affect successful system development. This
paper proposes that a Bayesian Network can
be used to support reasonable judgments
concerning the most likely sources and types
of requirements volatility a developing
system will experience prior to starting
development; and by doing so it is possible
to predict the level of requirements volatility
the system will experience over its lifecycle.
This assessment offers valuable insight to
the system’s developers, particularly by
providing a starting point for risk mitigation
planning and execution.

Introduction

When a new system is being considered for
development, the system’s users, developers,
and other stakeholders establish a set of
requirements to be implemented by the
system. These requirements run the gamut
from high-level concepts to design-level
implementation. Over time, these
requirements change as the system concept
matures, user needs change, technology
advances, or in response to a host of other

&9

factors (Armour, 2000). Requirements
volatility is one term that describes this
change. Volatility, the inverse of stability, is
not necessary a bad thing. Some program
managers would like to have a volatile
schedule — as long as it is always being
extended. However, changing requirements
is generally viewed as detrimental to the
program.

Requirements volatility makes its presence
known in development projects of all sizes
and types. Jones (Jones, 1994) noted that
more than 70% of large software application
development programs experience volatility;
and this volatility, combined with poor
requirements development processes and
inadequate risk management, contributes to
poor system quality, schedule slips and cost
overruns. Jones also found that of the 60
projects surveyed, over 35% experienced
scope or purpose related requirements
volatility. A recent analysis of 44 different
system development efforts (Stark, 2002)
found that volatility affected about 63% of
the system’s initial requirements, and 6% of
these directly impacted the system’s scope.
Additionally, it was found that requirement
additions were much more likely than
requirement deletions during the
development phase of the lifecycle.
Additionally, Stark found that customer
changes accounted for 36% of overall
volatility, system requirement developers
accounted for 28%. and 36% were
attributable to the system’s developers.

Obviously, quantifying the effect of
requirements volatility on a system would



benefit program managers and other
stakeholders most notably supporting the
identification system development risks. If
the stakeholders were able to look at each
factor that causes volatility and derive a
quantifiable indicator of its impact prior to
program initiation, they would have the
information needed to plan for the
mitigation or avoidance of each volatility
factor. Additionally, process standards such
as Carnegie Mellon’s CMMI*™ (CMMI,
2001) require programs to track and assess
the impact of requirements volatility as part
of their program metrics.  This paper
proposes a method for identifying volatility
factors, assessing them, and providing useful
information to the decision maker
concerning the likely impact volatility will
have on the program.

Methods to quantify volatility have been
previously  proposed. Quality  Goal
Modeling (Myers, 1988) is a rules-based
approach designed for software developers
using software quality metrics to validate
requirements and to identify potentially
volatile requirements. Quality Goal
Modeling judges the relative volatility risk
of each system requirement in terms of
imprecision, conflict, and multiplicity.
Additionally, it presupposes the program
manager is knowledgeable enough of new
system to list its essential characteristics and
rank those characteristics in importance.
This ranking is essential to determining the
impact each requirement may have should it
change. The method proposed in the paper
used system characteristics as a volatility
risk indicator, employing Bayesian analysis
rather than rules based analysis. Using
Bayesian analysis results in a more scaleable
analysis approach that can benefit from
volatility analysis preformed in previous
programs.
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York (York, 2001) proposed the Volatility
of Requirements Assessment Method
(VRAM) to uncover potentially volatile
requirements early in a system’s lifecycle.
VRAM uses the Analytic Hierarchy Process
(AHP) to compare system requirements

~ against historical causes of volatility, such

as “User Needs Change.” The results of this
process are used as a decision aide to help
program managers determine if additional
requirements analysis should be conducted
prior to beginning system development.
York considered his research inconclusive
and found that even experts were not able to
accurately predict volatility. He emphasized
the importance of future research, especially
concerning enhanced support aids to
engineers in assessing volatility. This paper
proposes using a Bayesian Network to
provide a decision support aid.

The first challenge to developing this
method is determining the situations
indicative of future requirements volatility,
followed by determining the impact these
situations have on the system’s development.
As it is impractical to quantify the entire set
of situations that might impact requirements
volatility, a representative set must be
chosen. Then the relationship between this
representative set and the anticipated level
of requirements volatility must be
established.  Often, this relationship is
expressed in terms of experience-based
belief, rather than with hard data, which
tends to complicate any attempt to quantify
the effects of volatility.

The Bayesian approach to statistical
modeling relies on prior evidence to provide
a rational basis for design making (Lee,
1989), and the idea of using Bayesian
Analysis as a decision tool was noted in
(von Winterfeldt, 1996). Bayesian
statisticians are well versed in using limited
or incomplete data, unquantifiable beliefs,



and other “soft” evidence to derive useful
information for decision makers. By
understanding the impact specific volatility
factors have had on past system
development efforts the program manager
can use Bayesian analysis to turn this
previous information into a reasonable and
defendable prediction as to the level of
requirements volatility the new system may
experience. Other more commonly used
statistical methods rely on vast quantities of
hard data to make an inference as to what
the data might mean. Using Bayesian
analysis allows the program manager to
make a reasonable judgment about volatility
early in the program when the large amounts
of data needed to support other statistical
methods is not available.

Requirement Volatility Factors

There are as many factors for requirements
volatility as there are people who write
requirements, with each person having
his/her own understanding why
requirements change and the effect of
specific volatility factors. As it is not
feasible to evaluate every potential source of
requirements volatility and quantify its
effect on a developing system, a
representative set of volatility factors that
most directly effect system development
should be evaluated. Ideally, this
representative set would be general enough
to be domain insensitive and applicable to a
wide assortment of development systems.
By adhering to this ideal; the method, and
any tools developed using it, could be
applied to many different programs.
Additionally, the lessons learned in each
program can be retained and used to provide
better estimates of requirements volatility in
future programs.

The following set of volatility factors was
derived from literature (Sommerville, 1992;
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Brooks, 1987; Christel 1992), interviews
with program managers, systems engineers,
and examinations of previous system
development efforts, as appears below.

o Schedule Stability: Measures the
anticipated stability of the project’s
schedule. A shorted schedule can
affect requirements development
through  the  elimination  of
requirements  engineering  time,
resulting in missed or poorly
specified requirements. A shorter
the development schedule may mean
that some requirements initially
specified will have to be dropped,
which affects the overall system
design. While shortening a schedule
could be considered to be
detrimental, lengthening a schedule
may not necessary be good.
Sometimes a longer schedule gives
the systems stakeholders more
opportunities to change requirements.
The effects of any schedule change
should be carefully considered.

e Budget Stability: Measures the
anticipated stability of the project’s
budget. Increases in project budget
often come  with  additional,
unplanned requirements. These late
arriving requirements pose
integration challenges. Decreases in
budget may cause non-core
functional requirements to be
dropped, which affects overall
requirements stability and integration.

e Scope Stability: Measures the
anticipated stability of the project’s
scope. Changes in the project’s
scope may have a serious impact on
the requirements defined for the
system. In the worst case, the
purpose for the system may be
completely changed, leading to a



whole new set of
requirements.

System Need: Measures the level at
which the user’s need for the new
system has been established.
Without clearly defining the user’s
need for the system, the requirements
that are critical to making the system
useful for its intended audience may
not be documented and subsequently
built into the system.

Changing Priorities: Measures
whether or not, and how often, the
system’s  customer’s  priorities
change.  Changing priorities are
related to changing needs; however,
where system need deals with how
that system will solve a problem the
customer has priorities measure how
critical that need is. A system that
starts out as a high priority will be
provided with plentiful resources and
development time.

Changing Expectations: Measures
how often or to what extent the
customer’s expectations for the
system change. Expectations are
hard to quantify, as they are rarely
documented and may not appear as
defined requirements. Expectations
not only drive how a project is
perceived, but also its future success
and how individuals react to it.
Many times the system’s customer
may anticipate the system will meet
a specific need while the testable
requirements that would enable that
expectation to be met are never
documented.

Operational Concept Stability:
Measures the stability of the systems
operational concept. The operational
concept defines the system’s place in
the world and how it fits into the
overall enterprise. It also describes
how the ultimate user, who may not

system

92

be the system’s customer, intends to
use the system to accomplish a
mission resulting in a shared vision
for the system (Wheatcraft, 2003).
System Interface Plan: Measures
whether or not a system interface
document is  scheduled  for
development. The system interface
document lays out physical and
functional designs for how the
developing system will interface
with other systems.

System Design Plan: Measures
whether or not a system design
document is  scheduled  for
development. Often this document
represents the first time all system
requirements are identified and
documented (Wilson 1997). This
level of detail is normally not
included in system scope and
operational need documents.

System Test Plan: Measures
whether or not a system test plan will
be produced and, if so, how formal
the system test process will be.
Without a clearly defined system
testing approach, it is impossible to
know whether or not the system
requirements have been met or
whether the documented
requirements are the right ones.
Technical Change: Many systems,
especially those in the information
technology domain, are required to
incorporate the leading edge of
technology. Unfortunately,
technology constantly changes, and
this change is rapid (Armour, 2000).
Many times a newly developed
system is obsolete when fielded due
to rapid technology change. Even
when technology changes don't have
a direct impact on system is
development it may have an impact



on the customer’s expectations for
the system.

Requirement Traceability:
Measures the extent to which
requirements are traceable to user
needs, expectations, and the system's
scope. Requirements not directly
traceable to one of these or to
another requirement are prime

candidates to be modified or dropped.

Requirement Conflicts: Measures
the expected number of requirement
conflicts.  Conflicts can occur in
many different, sometimes
unanticipated places within the
system’s design and can be difficult
to predict during system’s planning
stages. A conflict, such as a
messaging protocol not matching the
communications network that it must
be transmitted on, must be
adjudicated with the customer prior
to system design finalization. There
are many requirements engineering
software tools on the market, such as
DOORs®, that can be wused to
support the projects requirement
development effort. By
implementing these tools, the
number of conflicting requirements
is generally reduced; and traceability
between requirements and from
requirements to systems concepts
and objectives is increased.

Implied Requirements: Measures
the expected number of implied
requirements. An  implied
requirement is not specifically stated
by the customer, but must be
implemented in order to realize the
customer’s original requirement.
One root cause of implied
requirements is unstructured, natural
language in requirements
development  which leads to
ambiguity, inaccuracy, and assumed
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requirements (Stokes, 1991).
Additionally, what seems like a
simple requirement or requirement
change to the customer brings with it
costly implied requirements. For
instance, adding an additional
antenna to an aircraft seems like a
minor change; however, any new
antenna would mandate a new hole
in the aircraft’s pressure hull
requiring extensive FAA mandated
pressure testing and hull
recertification. These tests are time
intensive and more expensive than
the antenna itself.

Interoperability =~ Requirements:
Measures the anticipated amount of
interoperability requirements. These
requirements may deal with external
systems or system subcomponents.
These requirements are implemented
and given structure by the system
interface plan. Without this plan,
these requirements lack context, and
potential overlaps or conflicts
between them are hard to uncover.
Changes to systems that must
interoperate with the new system can
greatly impact requirements in
unanticipated  ways. When
evaluating the potential impact of
interoperability requirements, both
their use within the system and as
conduits to other systems must be
considered.

Environment Change: Measures
the impact a change in the physical
environment that the system operates
in may have on requirements. This
can work in two ways. First, the
user's need may now require the
system to work in an Arctic or other
extreme environment. Second, the
expected environment may change in
some manner.



System Complexity: Measures the
relative complexity of the system.
This measure can vary depending on
the domain. An assembly line for
coat hangers isn't complex from a
technology perspective; however,
developing this system requires close
synchronization of many mechanical
subsystems. Conversely, an
embedded operating system for a
cellular telephone is a relativity
small piece of software that
represents technical complexity and
reliance on interoperability standards

to function correctly. Evaluating
complexity as it relates to
requirements  volatility  requires

sound judgments concerning how
likely the complexity of the system is
to drive requirements change. In
many  cases, higher systems
complexity is more likely to exhibit
requirements volatility.

Reuse Requirements: Measures the
relative level of reusable component
integration desired by the customer
or required based on technical
standards  within the domain.
Reusing components of existing
systems, hardware and/or software,
to support new system development

is an increasingly = common
requirement. Component reuse
allows  for  greater  built-in

interoperability within a domain and
may lead to decreased costs, but only
if interfaces to the reusable
components are accessible. System
complexity will increase if it is
known or anticipated that the
interfaces to the reuse component
will be difficult to decipher.

Subject Matter Expert (SME)
Availability: Measures how
available SMEs will be to assist in

the requirements engineering process.
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SMEs, either from the customer or
domain, are key to successfully
generating stable requirements. The
developer may have a good bit of
domain experience; however, the
best judge of how well requirements
have been identified are the
customer's SMEs

Analyst  Skill: Measures the
experience level of the analysts who
are working with the customer and
SMEs to facilitate and document
requirements.

Program  Management  Skill:
Measures the experience level of the
program management team. Skill is
needed in two areas to mitigate
volatile  requirements. First,
managing the development team and
the  requirements  development
process.  Second, managing the
customer. The first skill is much
easier to judge than the second, the
second being the most vital.
Developer Skill:  Measures the
ability of the developers to interpret
and transform system requirements
into system design correctly and
recognize  the impact  that
requirement change will have on the
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