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Abstract

Aircraft engine performance trend monitoring and gas path fault diagnostics are closely related technologies that assist operators in managing the health of their gas turbine engine assets. Trend monitoring is the process of monitoring the gradual performance change that an aircraft engine will naturally incur over time due to turbomachinery deterioration, while gas path diagnostics is the process of detecting and isolating the occurrence of any faults impacting engine flow-path performance. Today, performance trend monitoring and gas path fault diagnostic functions are performed by a combination of on-board and off-board strategies. On-board engine control computers contain logic that monitors for anomalous engine operation in real-time. Off-board ground stations are used to conduct fleet-wide engine trend monitoring and fault diagnostics based on data collected from each engine each flight. Continuing advances in avionics are enabling the migration of portions of the ground-based functionality on-board, giving rise to more sophisticated on-board engine health management capabilities. This paper reviews the conventional engine performance trend monitoring and gas path fault diagnostic architecture commonly applied today, and presents a proposed enhanced on-board architecture for future applications. The enhanced architecture gains real-time access to an expanded quantity of engine parameters, and provides advanced on-board model-based estimation capabilities. The benefits of the enhanced architecture include the real-time continuous monitoring of engine health, the early diagnosis of fault conditions, and the estimation of unmeasured engine performance parameters. A future vision to advance the enhanced architecture is also presented and discussed.

Nomenclature

\[ H \] Module performance deterioration influence coefficient matrix
\[ Nf \] Fan speed
\[ P \] Health parameter covariance matrix
\[ PLA \] Power lever angle
\[ R \] Sensor measurement covariance matrix
\[ V^* \] Health parameter vector to tuner vector linear transformation matrix
\[ h \] Health parameter vector
\[ u \] Actuator commands
\[ v \] Sensor measurement noise
\[ x \] State vector
\[ y \] Measured output vector
\[ z \] Unmeasured output vector
\[ \Delta \] Denotes change from baseline
\[ \Delta \Delta \] Denotes gradient in change from baseline

Superscripts, subscripts, and diacritical marks

\[ \dagger \] Pseudo-inverse (superscript)
\[ T \] Transpose (superscript)
\[ cmd \] Commanded value (subscript)
\[ i \] Sensor residual index (subscript)
\[ ^\wedge \] Estimated value (diacritical mark)
Introduction

Aircraft engines are highly complex systems consisting of static and rotating components, along with associated subsystems, controls, and accessories. They are required to provide reliable power generation over thousands of flight cycles while being subjected to a broad range of operating loads and conditions, including extreme temperature environments. Over repeated flight cycles the life of many engine parts will be consumed, and engine malfunctions may occur. Engine Health Management (EHM) systems play a critical role in assisting aircraft operators in managing the safety, reliability, availability, and affordability of their gas turbine engine assets (Refs. 1 to 4). The functionality provided by an EHM system includes deterioration trend monitoring, life usage tracking, diagnosis of engine faults, and providing recommended inspection and maintenance actions. The individual subsystems that comprise an EHM system vary by application, but generally consist of lubrication system health management, structural vibration monitoring, structural life usage tracking, and gas path health management. This paper will specifically focus on the gas path health management aspects of an EHM system.

The goal of propulsion gas path health management (GPHM) is to reliably assess and manage the health of gas turbine engine flow-path components and controls accessories (Refs. 5 and 6). It is performed by relating observed changes in sensed engine variables to internal performance-related changes within the gas turbine engine cycle. Monitoring and processing engine sensed measurements enables the detection and isolation of problems, ultimately enabling corrective action to be taken (Ref. 7). Examples of the types of events that can be addressed by GPHM include gradual component deterioration, sensor faults, actuator faults, and turbomachinery damage. Because GPHM provides a system level assessment of engine health, it is a cornerstone technology of an overall engine health management system.

GPHM primarily relies upon the gas path sensors installed on the engine for control purposes. Historically, GPHM came into prevalence concurrent with the introduction of digital engine controls and avionics. Prior to this, gas path performance trending was conducted manually based on cockpit gauge readings hand-recorded by pilots. The introduction of digital avionics and controls revolutionized this process by providing access to additional sensed measurements, along with automated data acquisition and processing capabilities. This enabled the inclusion of on-board engine diagnostic functionality, as well as ground-based fleet-wide EHM functionality in computer ground stations, which processes engine data acquired in-flight. Operators now rely on this combined on-board and off-board functionality to manage the health of their engine assets.

Continuing advancements in avionics are enabling more sophisticated on-board GPHM functionality. Towards that vision, this paper presents a proposed enhanced GPHM architecture that incorporates on-board model-based diagnostic and performance estimation functionality. The enhanced architecture gains real-time access to an expanded quantity of engine parameters and provides real-time continuous monitoring of engine health, the early diagnosis of fault conditions, and the estimation of unmeasured engine performance parameters that can be directly applied for health management and controls applications. These benefits, along with identified technology challenges, are discussed in this paper. Additionally, the research and development being conducted by NASA to make the enhanced GPHM architecture a reality is presented.

The remaining sections of this paper are organized as follows. First, the conventional aircraft engine GPHM architecture commonly applied today is presented and discussed in more detail. This is provided to describe the current state-of-the-art and to serve as an introduction to the engine performance trend monitoring and diagnostics process. Next, the proposed enhanced GPHM architecture is presented, along with ongoing NASA research and development efforts focused on maturing that architecture. The paper concludes with a discussion of practical issues for implementing the technology, remaining technology challenges, and a summary.

Conventional GPHM Architecture

A representative example of a conventional GPHM architecture is shown in Figure 1. As shown, this architecture includes both on-board and ground-based functionality. On-board fault detection and isolation (FDI) logic continuously monitors control sensors and actuators. Additionally, automated data acquisition logic is applied to collect in-flight engine measurements. These engine measurements, along
Conventional gas path health management architecture.

Figure 1.—Conventional gas path health management architecture.

Gas Path Sensor Measurements

Most of the sensors used to conduct GPHM are installed on the engine for control purposes. The fact that these sensors also enable GPHM is an added benefit. While some engine designs do include additional sensors specifically for gas path monitoring purposes, their inclusion comes at an expense. Additional sensors add weight, cost, and complexity, and reduce system reliability. Therefore, any additional sensors must provide sufficient benefit to “buy their way on-board.” The types of gas path sensed measurements available typically include rotor speeds, pressures, temperatures, and actuator positions. The number of sensors available to conduct GPHM will vary by application, but sensor suites ranging from four to eight sensed measurements are common.

On-Board Fault Detection and Isolation Logic

Conventional on-board GPHM capabilities include FDI logic residing in the engine control computer. The FDI logic operates at an update rate consistent with the engine control computer (approximately 50 Hz). Conventional on-board FDI logic includes checks on the range and rate of change of sensed measurements and built-in-test (BIT) logic to monitor sensor and actuator electronics. Digital engine control systems commonly employ a dual-redundant architecture design to provide increased reliability. This includes physically redundant control sensors with cross-checks between each of the physically redundant sensor channels. In the event of a disagreement, simple analytical models are used as a third vote to help isolate the faulty sensor channel. If a fault is detected by the on-board FDI logic, a fault code that uniquely identifies the fault type is generated. The fault mitigation response then taken by the system is dependent on the fault type. For minor faults that do not compromise the operation of the system, the fault code is simply archived for post-flight indication to maintenance and operations personnel. The operator must comply with dispatchability regulations that dictate the number of future flights, if any, during which the vehicle may continue to operate prior to addressing the fault code through corrective
maintenance. Critical faults, which require an immediate response, are annunciated through cockpit alerts and warnings. Some automated accommodation is also incorporated within the control system. For example, if a failure is detected in a sensor channel, the system can automatically switch to the physically redundant backup channel. The control system may also include revisionary backup modes that can be entered upon the detection of certain fault types. This allows the engine to continue operating, albeit in a reduced performance mode, in the presence of faults.

**On-Board Snapshot Data Acquisition and Data Transfer to Ground Station**

During flight, the on-board data acquisition system collects and archives engine flight data for subsequent download to a ground station computer. The quantity of data archived varies by application, but is usually limited to “snapshot” engine reports, or measurements, taken at a limited number of engine operating points each flight (e.g., takeoff, climb and cruise). The vehicle to ground station data transfer may occur wirelessly (either in-flight, or while on the ground at an airline gate), or through the manual transfer of mass storage media. Transmission bandwidth limitations, transmission costs, and data archival costs currently restrict the amount of data collected and downloaded from each engine each flight. However, as data transmission and archival capabilities continue to advance these restrictions are expected to lessen.

**Ground Station Fleet-Wide Trend Monitoring and Diagnostics**

Off-board GPHM functions are performed within EHM computer systems, commonly referred to as ground stations. These ground stations provide fleet-wide engine health management functionality, including performance trend monitoring and gas path diagnostics (Ref. 8). This is accomplished by processing the snapshot engine data acquired in-flight. Performance trending enables operators to monitor the gradual performance deterioration that each engine will naturally undergo over its lifetime of use (Refs. 9 and 10). This deterioration is caused by factors such as fouling, corrosion, and erosion of turbomachinery, increased clearances, and seal leakage. Operators utilize performance deterioration trend information to assist them in making maintenance and overhaul decisions regarding their engine assets. The gas path diagnostic functionality conducted within the ground station is complementary to that conducted by the on-board FDI logic. In general, the ground station is capable of detecting smaller incipient faults, including those faults that evolve over several flights, while the on-board system provides the real-time diagnosis of larger magnitude faults. Reference 2 provides a top-level description of the ground-based fleet-wide trend monitoring and diagnostic process. A representation of this process is shown in Figure 2.

![Figure 2.—Ground station performance trend monitoring and gas path diagnostic process.](image)
The individual steps of this process are as follows:

**Step 1—Compare to reference model:** Incoming data is provided in the form of a snapshot measurement vector, \( y \). Typically, this data has been corrected, or normalized, to a standard operating condition to help reduce the effects of operating condition variance from flight to flight (Ref. 11). The incoming data is compared against a reference model (run at the same operating condition and power setting as the measured engine data). Typically, this model is a fleet average engine model representing average engine performance across a fleet of aircraft. The resulting residuals between the measurement data and the reference model are referred to as delta-measurements, or \( \Delta y \)’s.

**Step 2—Anomaly detection:** Anomaly detection logic is applied to detect any unanticipated rapid shifts in the observed \( \Delta y \) measurements. This logic provides the capability to discriminate between gradual performance changes due to deterioration, which is not a fault, and rapid performance shifts that may be indicative of a fault (Ref. 2). An illustration of gradual versus rapid performance shifts is shown in Figure 3. Here time history data is shown for a single engine sensor residual, \( \Delta y_i \). To improve the trend monitoring process it is typical to include some form of smoothing or filtering of the data to reduce the effects of measurement noise (Refs. 12 and 13). The blue points in the figure represent the \( \Delta y_i \) residual time history, and the solid red line represents its moving average. Anomaly detection is performed by referencing the engine’s current \( \Delta y \) against an archived pre-trend shift \( \Delta y \) vector from the same engine. The change, or gradient, in this vector forms a \( \Delta \Delta y \), or delta-delta measurement vector. If the \( \Delta \Delta y \) vector exceeds a defined threshold, a rapid trend shift event is detected and the logic attempts to isolate the cause (step 3). Otherwise the logic proceeds in performing a module deterioration assessment (step 4).

A noteworthy aspect of this process that warrants emphasis is the coupling between gradient calculation and anomaly detection functionality. The distribution in engine-to-engine performance variation across a fleet of engines can be significant. Due to build tolerances and the range of deterioration levels engines will incur over their lifetime of use, no two engines exhibit identical performance. If detection thresholds were applied to \( \Delta y \) (instead of \( \Delta \Delta y \)) they would have to be set suitably large to maintain an acceptable false alarm rate, that in turn would limit the system’s ability to detect smaller magnitude faults. By leveraging recent past engine performance information, the detection approach can be tailored to the current performance level of the engine. This allows the application of tighter anomaly detection thresholds and, consequently, the detection of smaller magnitude incipient faults. This is a key difference between the on-board versus ground-based FDI logic applied in the conventional GPHM architecture. The on-board FDI logic is in general a static design, whereas the ground-based FDI logic adapts to the current performance level of the engine. Overall, the on-board and off-board logic are complementary. The on-board FDI logic detects larger magnitude abrupt faults that require more immediate attention, whereas the ground-based FDI logic enables the early detection of smaller magnitude incipient faults before they escalate to more severe consequences.

![Gradual versus rapid performance shifts](image)

*Figure 3.—Gradual versus rapid performance shifts.*
Step 3—Fault isolation: Upon anomaly detection, the $\Delta \Delta y$ vector will reflect the signature of the event. The $\Delta \Delta y$ vector is then processed to isolate the root cause of the trend shift. A variety of methods have been applied for gas path fault isolation (Ref. 14). Most of these methods are based upon the single fault assumption. The simultaneous occurrence of multiple faults is usually not considered, which is reasonable considering the high reliability of modern aircraft gas turbine engines. A single fault isolator will individually evaluate how closely each candidate fault case matches the observed $\Delta \Delta y$ measurement vector. It is common to incorporate additional system knowledge to help improve the accuracy of the diagnostic assessment. This includes component fault rates, fleet-wide trends, engine operating cycle counts, and recent maintenance actions. Upon completion, the single fault isolator will produce a diagnostic assessment isolating the cause for the observed trend shift. This diagnostic assessment may be a ranked list of plausible faults (including confidence levels of each), or isolation to an ambiguity group (a group of faults known to produce similar $\Delta \Delta y$ signatures). The diagnostic assessment may also include the capability to classify non-fault events known to cause rapid performance trend shifts such as compressor water washes.

Step 4—Module performance deterioration trend monitoring: If a rapid trend shift event is not detected, the logic proceeds in performing a module deterioration assessment. This assessment is commonly referred to as gas path analysis. The objective of this assessment is to estimate and trend the engine’s level of performance deterioration over its lifetime of use. Several parameters are trended including fuel consumption rate, turbine temperature margin, and module health parameters such as efficiencies and flow capacities. The health parameters are not sensed directly, but are instead estimated using model-based estimation techniques. To illustrate this, consider the following linear steady-state representation of the $\Delta y$ measurement process

$$\Delta y = H \Delta h + v$$

where $\Delta h$ is a vector of unmeasured module health parameters that impact engine performance, $H$ is an influence coefficient matrix relating health parameters to $\Delta y$ measurements, and $v$ represents random measurement error. The matrix $H$ is typically derived by linearizing a physics-based aerothermal engine model, or cycle deck. The estimation objective is to estimate $\Delta h$ given $\Delta y$. This typically poses an underdetermined estimation problem as there are usually fewer sensors than health parameters. A common estimation approach is to apply least squares maximum a posteriori (MAP) estimation (Refs. 5 and 15) given as

$$\Delta \hat{h} = \left( P^{-1} + H^T R^{-1} H \right)^{-1} H^T R^{-1} \gamma y$$

where $P$ is the covariance matrix of the health parameters, and $R$ is the covariance matrix of the measurement vector. By applying this process, operators can estimate and monitor $\Delta \hat{h}$ levels and trends to assist them in making engine maintenance and overhaul decisions.

Step 5—Reconcile and report results: The final step in the process is to reconcile and report the outputs from the fault isolator and the module deterioration assessment. Reconciliation is done to increase confidence in the provided diagnostic assessment and to resolve any conflicts prior to relaying the information to the end user.

Enhanced GPHM Architecture

The previously described conventional GPHM architecture has several notable shortcomings. First, it conducts ground-based FDI based on the post-flight processing of a small number of engine snapshot measurements collected each flight. Often, this processing does not happen until several days after the flight has occurred causing significant diagnostics latency. Additionally, engine performance deterioration estimates produced within the conventional architecture are only available in ground-station. They are not available for on-board controls and health management applications, and thus are not utilized to their full potential. The enhanced GPHM architecture design addresses these limitations by migrating portions of
the conventional ground-based functionality on-board. This is done to enable the real-time continuous monitoring of engine health, the earlier diagnosis of faults, and the estimation of unmeasured engine performance and health parameters that can be directly applied for on-board controls and health management applications.

The enhanced architecture, like the previously presented conventional architecture, contains both on-board and ground-based functionality. In fact, many of the components that make up the two architectures are identical. The primary difference is the inclusion of real-time on-board model-based GPHM functionality within the enhanced architecture. The inclusion of on-board models is an emerging practice in the aircraft engine industry. These models have the ability to self-tune to match the current performance level of the engine as it degrades over time (Refs. 16 to 18). Current applications of on-board self-tuning engine models are largely for sensor validation. The future vision is to expand the utility of such models for use in engine diagnostics and to provide more accurate estimation of unmeasured engine parameters to support advanced model-based controls and life usage monitoring applications.

The proposed enhanced GPHM architecture that leverages on-board model-based technology is shown in Figure 4. The enhanced functionality included in the architecture is outlined by dashed boxes.

**Enhanced On-board Model-Based GPHM Architecture**

A more detailed view of the on-board portion of the enhanced GPHM architecture is shown in Figure 5. It includes many of the same components as the conventional architecture including control logic, conventional FDI logic, and snapshot data acquisition capabilities. Added enhancements include two on-board real-time aerothermal engine models, enhanced fault detection and isolation logic, and real-time performance estimation capabilities. Pivotal to the operation of this architecture are the two engine models that operate in parallel. The first model, referred to as the real-time adaptive performance model (RTAPM), continuously self-tunes internal tuning parameters that allow it to match the current sensed performance level of the physical engine. The tuning parameters are proxies for the engine’s health, or level of deterioration. Through this tuning parameter adjustment, the model is able to track engine performance while the engine degrades with use. The second model, referred to as the performance baseline model (PBM), serves as a baseline of recent past engine performance. Residuals between the engine and PBM outputs are monitored for anomaly detection purposes. The PBM also adapts to account for engine performance deterioration by accepting tuning parameter inputs calculated within the RTAPM. However, updates of the tuning parameters used in the PBM only occur on a periodic basis (e.g., after each flight). This periodic update is necessary to ensure that the PBM doesn’t immediately absorb the effect of any rapid trend shifts, thus compromising anomaly detection capability. The on-board elements of the enhanced GPHM architecture are discussed in more detail in the subsections that follow.

**Control Logic**

The control logic included in the enhanced architecture is identical to the control logic included in the conventional architecture. Figure 5 provides an example in the form of a fan speed (Nf) controller, but the overall architecture is applicable for any controller design. In this example, power level angle (PLA) commands are converted to a commanded fan speed (Nf_cmd). The error between actual and commanded fan speed is fed into the control logic that in turn generates a set of actuator commands, $u$, provided as engine inputs. Also shown in the control logic block is the conventional FDI logic. This is the same on-board FDI logic included in the conventional GPHM architecture. It includes BIT and cross-channel check logic applied for sensor and actuator validation purposes. This proven technology has been flight certified and plays a critical role in ensuring the safe, reliable operation of today’s aircraft propulsion systems. Instead of completely replacing this technology with enhanced FDI logic, it is maintained and relied upon to make flight critical real-time FDI assessments. Conversely, the enhanced FDI logic, to be described later, will enable the diagnosis of smaller magnitude faults to be mitigated through post-flight maintenance.
Figure 4.—Proposed enhanced gas path health management architecture.

Figure 5.—Proposed enhanced on-board model-based GPHM architecture.
Real-Time Adaptive Performance Model (RTAPM)

The purpose of the RTAPM is to provide a continuous assessment of engine performance. It consists of a real-time physics-based aerothermal engine model and an associated tracking filter that automatically tunes the model to track the performance of the physical engine based on sensed feedback measurements. Kalman filters are typically applied to implement the tracking filter. The tracking filter produces real-time estimates of the engine’s state variables, \( \hat{x} \), and tuning parameters, \( \hat{q} \). The tuning parameters reflect the effects of performance deterioration on engine outputs. The \( \hat{x} \) and \( \hat{q} \) variables along with actuator commands, \( u \), are provided as inputs to the real-time model, allowing the model-produced estimates to “track” the outputs of the engine. This includes estimates of measured engine outputs, \( \hat{y} \), and unmeasured, or auxiliary, engine outputs denoted as \( \hat{z} \). The auxiliary outputs are user specified and may include model calculated parameters such as thrust and stall margin. In the upcoming real-time performance estimates sub-section, a methodology to help improve the estimation accuracy of the model will be discussed.

Performance Baseline Model (PBM)

The PBM provides a baseline of recent past engine performance used for trend monitoring purposes. It incorporates a version of the same real-time model used in implementing the RTAPM. The PBM accepts continuous inputs consisting of actuator commands, \( u \), and a trim parameter representative of engine power such as fan speed. The PBM is trimmed to the power reference parameter to prevent the model from inadvertently diverging from the engine. In addition to the continuous inputs, the model also automatically receives periodically updated tuning parameter estimates, \( \hat{q} \). This periodic update of the tuning parameters allows the PBM to adapt to normal performance deterioration that occurs gradually over time, but prevents the model from immediately adapting to rapid performance shifts caused by faults. The concept of periodically updating the tuning parameters used within an on-board model applied for diagnostics purposes was first introduced in Reference 19. The frequency of the periodic tuning parameter update is user-specified, but is typically on the order of once per flight.

To illustrate the benefit of updating the PBM tuning parameters on a periodic basis, a simulated fault example is given. Here, the dynamic response of the PBM is compared to that of the RTAPM. First, consider the results shown in Figure 6 which are based on the RTAPM. Shown in this figure are time history plots of: (a) the sensed and model produced estimate of a single sensed output (top plot); (b) the corresponding residual between these two parameters (middle plot); and (c) the Kalman filter estimated tuning parameters (bottom plot). In this example the engine experiences a high pressure compressor fault at time = 10 sec. Since the Kalman filter provides continuous adjustments to the tuning parameters the model estimated output is able to closely track the sensed engine output and the post-fault residuals between the model and engine outputs are minimal. Because of this, the RTAPM alone is not ideal for anomaly detection purposes. Conversely, consider Figure 7 which shows the PBM response to the same fault event. Here the PBM tuning parameters are held constant (bottom plot). In this example the tuner values have been established based on the mean pre-fault Kalman filter estimates shown in Figure 6. When the fault occurs, the change in the residual between the PBM output and the engine output is clearly discernable (middle plot). The vector of residuals generated by the PBM is information that can be directly monitored by on-board logic for anomaly detection and fault isolation purposes.

(Enhanced) Fault Detection and Isolation Logic

By design, the on-board enhanced FDI logic closely emulates the FDI logic applied in the ground station (see Fig. 2). The residuals between the PBM outputs and the sensed engine outputs are analogous to the \( \Delta \Delta y \) vector used in the ground station diagnostic process. They reflect shifts in current engine performance relative to recent past engine performance, and can be monitored directly to detect performance trend shift events. If a performance shift is detected, these same residuals can be processed within a single fault isolation process to determine the most likely root cause for the event. Two key differences between the on-board and ground-based solutions are processing latency and available data quantity. The ground-based approach performs post-flight processing of a small number of engine snapshot measurements collected each flight while the on-board approach performs real-time processing of engine data collected at a much higher sample rate. Additionally, the on-board approach will have
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Figure 6.—Real-time adaptive performance model (RTAPM) response to an abrupt fault.
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Figure 7.—Performance baseline model (PBM) response to an abrupt fault.

access to significantly more engine parameters (i.e., all engine control computer parameters) than what can practically be downloaded to a ground station due to data telemetry and archival restrictions. These advantages enable the on-board FDI solution to produce diagnostic assessments with improved accuracy, and reduced diagnostic latency.

Real-Time Performance Estimates

An additional benefit provided by the RTAPM is the generation of real-time estimates of measured and unmeasured engine outputs. This information can be used for a variety of on-board applications including sensor validation, model-based controls, deterioration trend monitoring, and component life usage calculations. The accuracy of these estimates is dependent on a number of factors including the accuracy of the physics-based model, the available sensor suite (type and accuracy), and the ability of the tracking filter to capture engine performance deterioration effects.
As previously mentioned, engine performance deterioration is generally described in terms of an unmeasurable vector of health parameters, \( h \). Previously, Equation (2) introduced the least squares maximum a posteriori (MAP) estimation approach commonly applied in ground stations for module deterioration assessment purposes. The MAP estimator includes a priori information regarding health parameter covariance, \( P \). This enables the estimator to produce estimates of all health parameters, albeit biased estimates, in the underdetermined case where there are fewer sensors than health parameters. However, the MAP estimator, unlike a Kalman filter, is not a recursive estimator and does not take advantage of past measurements to enhance its estimate at the current time step. Furthermore, the MAP estimator only considers the static steady-state relationship between system states and measured outputs—it does not consider system dynamics. While the MAP estimator is ideal for processing steady-state snapshot engine measurements in ground stations, it is not suitable for the on-board processing of real-time dynamic engine measurements. Through Kalman filter-based estimation techniques, \( h \) can be estimated on-board in real-time, given that there are at least as many sensors as parameters to be estimated. However, in an aircraft engine the number of sensors available is typically less than the number of health parameters, presenting an underdetermined estimation problem. A common approach to address this shortcoming is to estimate a subset of the health parameters, referred to as model tuning parameters, \( q \). The \( q \) vector serves as a proxy for capturing full-order engine deterioration effects as reflected by the \( h \) vector. Applying a reduced-order \( q \) vector will enable the Kalman filter to tune the on-board model to track measured (sensed) engine outputs. However, the Kalman filter produced estimate of unmeasured engine outputs may be biased due to the fact that the impact of the entire vector of health parameters will not be accurately represented within the model (Ref. 20).

In a departure from the conventional technique of selecting a subset of \( h \) to serve as \( q \), an innovative methodology was developed that constructs a tuning parameter vector that is a linear combination of all health parameters and of appropriate dimension to enable Kalman filter estimation (Refs. 20 and 21). The relationship between \( h \) and \( q \) is defined by a linear transformation matrix, \( V^* \), as shown in Equation (3).

\[
q = V^* h
\]

The selection of \( V^* \) is performed such that the Kalman filter’s theoretical mean squared estimation error in the parameters of interest is minimized. For a complete derivation see Reference 20. Given the \( \hat{q} \) estimates produced by the Kalman filter, an approximation of the health parameter vector, \( \hat{h} \), can be obtained as

\[
\hat{h} = V^* q
\]

where \( V^* \) is the pseudo-inverse of \( V^* \). These health parameter estimates are used on-board to help reconcile diagnosed fault conditions. They can also serve to augment or verify the health parameters estimated and trended within the ground station applying MAP estimation. Since these on-board estimates are updated continuously, they will be able to reflect engine performance trend changes earlier than the ground-based module deterioration assessment conducted using snapshot engine measurements alone.

Figure 8 provides an illustration of the improvement in estimation accuracy that can be gained by applying the enhanced tuner selection approach (bottom plot) versus the conventional approach of defining tuning parameters as a subset of health parameters (top plot). In each plot the red line denotes actual net thrust and the cyan line denotes the Kalman filter estimate of thrust. Applying the enhanced tuner selection approach helps to significantly improve estimation accuracy by reducing the bias and the variance in the estimate.
On-Board Snapshot Data Acquisition and Data Transfer to Ground Station

The enhanced GPHM architecture, like the conventional architecture, contains both on-board and ground-based functionality. As such, the ability to perform on-board data acquisition and data transfer to the ground station is required. As with the conventional architecture, the data transfer can occur either in flight, or on the ground at an airline gate. The acquired and transferred data will consist of sensed measurements and engine fault codes. Additionally, the auxiliary parameter estimates, health parameter estimates, and information on any faults detected by the enhanced on-board FDI logic will also be acquired and transferred to the ground station.

Ground Station Fleet-Wide Trend Monitoring and Diagnostics

Although the proposed enhanced architecture holds promise for improving GPHM capabilities, it does not eliminate the need for EHM ground stations or the functionality that they provide. Manual human interrogation of the diagnostic assessments produced by the GPHM system will always be necessary to ensure that the recommended mitigation actions (e.g., inspections, repairs, overhauls, etc.) are indeed warranted.

Furthermore, the on-board and ground-based elements of the architecture are viewed as providing synergistic diagnostic functionality. On-board functionality provides continuous processing resulting in reduced diagnostic latency compared to ground-based processing of snapshot measurements. On-board continuous processing is also expected to be better suited for detecting intermittent fault behavior, which is difficult to detect relying on snapshot measurements alone. Conversely, the conventional ground-based approach is better suited for the detection of faults that evolve over multiple flight cycles. The periodic updating of PBM tuning parameters applied on-board will eventually absorb the effect of any performance changes. If an update of the tuning parameters occurs before a fault evolves to a detectable magnitude, the fault may not be detected. In combination, the on-board and ground-based functionality provide operators information that can be combined to gain increased confidence in GPHM assessments. A notional illustration of the fault detection capability provided by on-board versus ground-based FDI logic is shown in Figure 9. The subplots on the left are representative of the once per flight $\Delta \Delta y$ snapshot engine measurements available in a ground-station, while the subplots on the right represent available on-board $\Delta \Delta y$ engine measurements sampled at a higher frequency (1000 samples per flight in this example). This figure plots nominal (green points) and faulty (red points) $\Delta \Delta y$ residual engine data observed in two sensors under the following four fault scenarios: a) large magnitude abrupt fault; b) small magnitude abrupt fault; c) intermittent fault; and d) evolving fault. The first three scenarios show 20 flights of nominal
pre-fault data and one flight of faulty data. The fourth scenario, evolving fault, shows 20 flights of pre-fault data and 10 flights of faulty data to illustrate how an evolving fault signature can be absorbed within the PBM update. Each scenario is further discussed below:

a) **Large magnitude abrupt fault**: In this scenario the faulty versus nominal \( \Delta \Delta y \) points are clearly discernable in both the ground-based and on-board FDI systems. Both systems are expected to perform well in detecting these types of faults within one flight.

b) **Small magnitude abrupt fault**: Small magnitude faults are much more difficult to detect based upon a single measurement sample. A fault of the magnitude shown would need to persist for several flights in order for the ground-based FDI approach to detect it while maintaining an acceptable false alarm rate. Conversely, the fault is more clearly noticeable in the on-board system due to the increased number of samples available.

c) **Intermittent fault**: Here the intermittent nature of the fault will cause the system to randomly alternate between exhibiting nominal and anomalous behavior. The ground-based FDI system will only be able to detect these types of faults if the snapshot data acquisition occurs while the system is exhibiting the fault. Conversely, the on-board FDI system is much more likely to detect these types of faults due to its higher sample rate.

d) **Evolving fault**: This scenario reflects a fault that grows in magnitude over 10 flights. The ground-based FDI approach reflects \( \Delta \Delta y \) residuals generated by referring current engine measurements against those collected prior to fault initiation. After several flights the fault becomes apparent within the ground-based FDI approach. Conversely, the fault is not apparent within the on-board FDI system due to the PBM update, once per flight in this example, which continuously absorbs the fault signature as it evolves over time.

![Figure 9.—Comparison of ground-based and on-board fault detection capabilities under different fault scenarios.](image-url)
Future Work and Technology Challenges

There are several technology challenges that need to be addressed to bring the proposed enhanced GPHM architecture to fruition. These challenges and the plans to address them include:

- **On-board full operating envelope deterioration trending**: The tuning parameter inputs provided as inputs to the PBM are not expected to be uniform over the entire engine operating envelope. Therefore, a full-envelope approach for tuning parameter trending and archiving is necessary. This potentially could be accomplished by partitioning the operating envelope into regimes, and updating the average tuning parameter values within each regime over time. As the engine transitions throughout its operating envelope, the PBM would transition to the corresponding tuning parameter vector. Such an approach was taken in Reference 17, which describes the development of a hybrid (empirical and analytical) self-tuning on-board engine model. The empirical element of the model was trained and implemented by partitioning the model into different “cells” spanning the engine operating envelope. In addition to full-envelope trending, some means of full-envelope “resetting” of the tuning parameters is also necessary. Otherwise maintenance events that result in a performance trend shift (e.g., compressor water washes, replacing biased sensors, etc.) could potentially cause a false alarm.

- **Adaptive anomaly detection thresholds**: The on-board anomaly detection logic monitors $\Delta y$ residuals between the PBM and engine outputs, and declares an anomaly if these residuals exceed defined thresholds. The applied threshold levels will have a profound effect on the system’s false alarm rate, and can render the system useless if not set properly. Scenarios that have the potential to cause large residuals include engine transients, noisy sensor measurements, operating in fringe operating regimes where the tuning parameters do not accurately reflect current engine performance, and long delays between the periodic PBM tuner updates. These factors should be thoroughly considered when defining the thresholds. An approach that may be beneficial is the application of adaptive thresholds (Refs. 22 and 23). The concept is that the detection thresholds are relaxed within operating scenarios known to produce large residuals, and tightened in other scenarios where the residuals are expected to be lower.

- **Quantify the diagnostic benefits of the enhanced architecture**: The overall cost versus benefit of the enhanced architecture needs to be demonstrated. While the enhanced architecture is expected to yield diagnostic improvements, it will add cost and complexity to the overall system design. NASA plans to perform a benchmarking exercise to quantify and compare the expected diagnostic performance of the on-board system relative to a conventional ground station gas path diagnostic approach. Additionally, NASA is creating and distributing publicly available gas path diagnostic benchmarking problems to the EHM community. These standard benchmark problems will allow others to apply and evaluate their GPHM approaches as well (Refs. 24 and 25).

- **Software certification**: The inclusion of additional on-board model-based software poses certification challenges beyond those typically faced by conventional designs. Of primary concern is ensuring that the software does not cause unintended consequences. To address this concern a functional hazard risk assessment must be conducted to identify all possible software failures, assess the consequences of each failure, and ensure that each failure will be appropriately mitigated if it occurs. Integral to this assessment is defining how the software impacts the system. Software used for control, real-time fault accommodation, or cockpit indications will require a higher level of certification than software used to generate post-flight maintenance or inspection advisories. These are factors that should be considered early in the design process.

Long Term Vision

A key justification for the inclusion of more sophisticated GPHM functionality on-board is the limited access to continuous full-flight engine sensor measurements off-board. Today, the cost of transmitting and archiving full-flight engine data is cost prohibitive. In the future, as data transmission and data archival costs are lessened, this will become less of a hurdle and ground station access to full-flight measurement data may become available. If this occurs, the question of where the engine GPHM diagnostic functionality resides should be reconsidered. If the same data is available on-board and off-
board, then the on-board system may only require the FDI functionality required to address faults that require an immediate on-board mitigation response.

Nevertheless, on-board self-tuning models are expected to continue to play a major role in future aircraft engine designs. Over time, as on-board model-based gas path diagnostics grows in use and credibility, the technology is expected to be applied for on-board fault mitigation functions. Additionally, perhaps the biggest technology benefit offered by the on-board models is the real-time performance estimation capabilities that they provide. It is not possible to directly measure engine parameters such as thrust or stall margin in flight. Today, engine controllers are designed to indirectly control these parameters based upon other sensor measurements. While functional, this current approach does not provide direct control of the main engine parameters of interest. Accurate on-board model-based estimates of thrust and stall-margin could revolutionize engine controller designs. This model-based control technology pull is only expected to increase in the future.

Summary

This paper reviewed the conventional aircraft engine gas path health management (GPHM) architecture commonly applied today, and also proposed an enhanced architecture that incorporates on-board model-based functionality. The inclusion of enhanced on-board GPHM functionality is becoming possible due to the increasing processing capabilities of modern avionics computers. Both the conventional and the enhanced architectures include on-board and ground-based functionality. By design, the two architectures follow a similar diagnostic process consisting of performance trend monitoring, anomaly detection, and fault isolation. A key difference is the fact that on-board systems are able to conduct the continuous real-time monitoring of engine sensor measurements, while ground-based systems are primarily relegated to the post-flight processing of snapshot engine measurements collected at a small number of operating points each flight. The enhanced model-based architecture allows on-board fault detection and isolation (FDI) logic to be tailored to the performance level of each individual engine, similar to the ground-based FDI logic. This promises to enable the earlier detection of gas path faults. In addition, the on-board model allows the real-time estimation of unmeasured engine parameters. This could prove to be highly enabling for model-based controls, module performance deterioration tracking, enhanced cockpit displays and announcements, and usage-based lifing calculations. NASA is considering future work to quantify the diagnostic benefits provided by the enhanced architecture described in this report. This includes quantifying the reduction in diagnostic latency and the reduction in detectable fault magnitudes offered by the on-board approach.
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## Appendix—Glossary

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIT</td>
<td>Built-in-test</td>
</tr>
<tr>
<td>EHM</td>
<td>Engine health management</td>
</tr>
<tr>
<td>FDI</td>
<td>Fault detection and isolation</td>
</tr>
<tr>
<td>GPHM</td>
<td>Gas path health management</td>
</tr>
<tr>
<td>Hz</td>
<td>Hertz</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum a posteriori</td>
</tr>
<tr>
<td>PBM</td>
<td>Performance baseline model</td>
</tr>
<tr>
<td>RTAPM</td>
<td>Real-time adaptive performance model</td>
</tr>
<tr>
<td>s</td>
<td>Seconds</td>
</tr>
</tbody>
</table>
Aircraft engine performance trend monitoring and gas path fault diagnostics are closely related technologies that assist operators in managing the health of their gas turbine engine assets. Trend monitoring is the process of monitoring the gradual performance change that an aircraft engine will naturally incur over time due to turbomachinery deterioration, while gas path diagnostics is the process of detecting and isolating the occurrence of any faults impacting engine flow-path performance. Today, performance trend monitoring and gas path fault diagnostic functions are performed by a combination of on-board and off-board strategies. On-board engine control computers contain logic that monitors for anomalous engine operation in real-time. Off-board ground stations are used to conduct fleet-wide engine trend monitoring and fault diagnostics based on data collected from each engine each flight. Continuing advances in avionics are enabling the migration of portions of the ground-based functionality on-board, giving rise to more sophisticated on-board engine health management capabilities. This paper reviews the conventional engine performance trend monitoring and gas path fault diagnostic architecture commonly applied today, and presents a proposed enhanced on-board architecture for future applications. The enhanced architecture gains real-time access to an expanded quantity of engine parameters, and provides advanced on-board model-based estimation capabilities. The benefits of the enhanced architecture include the real-time continuous monitoring of engine health, the early diagnosis of fault conditions, and the estimation of unmeasured engine performance parameters. A future vision to advance the enhanced architecture is also presented and discussed.