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Abstract

A new approach is devised to construct high order CESE schemes which would avoid the common shortcomings of traditional high order schemes including: (a) susceptibility to computational instabilities; (b) computational inefficiency due to their local implicit nature (i.e., at each mesh points, need to solve a system of linear/nonlinear equations involving all the mesh variables associated with this mesh point); (c) use of large and elaborate stencils which complicates boundary treatments and also makes efficient parallel computing much harder; (d) difficulties in applications involving complex geometries; and (e) use of problem-specific techniques which are needed to overcome stability problems but often cause undesirable side effects.

In fact it will be shown that, with the aid of a conceptual leap, one can build from a given 2nd-order CESE scheme its 4th-, 6th-, 8th-,... order versions which have the same stencil and same stability conditions of the 2nd-order scheme, and also retain all other advantages of the latter scheme. A sketch of multidimensional extensions will also be provided.

1. Introduction

The space-time conservation element and solution element (CESE) method is a high-resolution and genuinely multidimensional method for solving conservation laws [1–63]. Its nontraditional features include: (i) a unified treatment of space and time; (ii) the introduction of conservation elements (CEs) and solution elements (SEs) as the vehicles for enforcing space-time flux conservation; (iii) a time marching strategy that has a space-time staggered stencil at its core and, as such, fluxes at an interface can be evaluated without using any interpolation or extrapolation procedure (which, in turn, leads to the method’s ability to capture shocks without using Riemann solvers); (iv) the requirement that each scheme be built from a nondissipative core scheme and, as a result, the numerical dissipation can be controlled effectively; and (v) the fact that mesh values of the physical dependent variables and their spatial derivatives are considered as independent mesh variables to be solve for simultaneously. Note that CEs are non-overlapping space-time subdomains introduced such that (i) the computational domain can be filled by these subdomains; and (ii) flux conservation can be enforced over each of them and also over the union of any combination of them. On the other hand, SEs are space-time subdomains introduced such that (i) the boundary of each CE can be divided into component parts with each of them belonging to a unique SE; and (ii) within a SE, any physical flux vector is approximated using simple smooth functions. In general, a CE does not coincide with a SE.

Without using flux-splitting, dimensional-splitting, mesh-alignment or other special techniques, since its inception in 1991 [1], the unstructured-mesh compatible 2nd-order CESE method has been used to obtain numerous accurate 1D, 2D and 3D steady and unsteady flow solutions with Mach numbers ranging from 0.0028 to 10 [15]. The physical phenomena modeled include traveling and interacting shocks, acoustic waves, vortex shedding, viscous flows, detonation waves, cavitation, flows in fluid film bearings, heat conduction with melting and/or freezing, MHD vortex, hydraulic jump, crystal growth, chromatographic problems and solar wind [3–63]. In particular, its unexpected simple non-reflecting boundary conditions [12,50] and rather unique capability to resolve both strong shocks and small disturbances (e.g., acoustic waves) simultaneously [19,21,22] make the CESE method an effective tool for attacking computational aeroacoustics (CAA) problems. Note that the fact that the second-order CESE method is capable of solving CAA problems accurately is an exception to the commonly-held belief that a second-order scheme is not adequate for modeling CAA.
problems. Also note that, while numerical dissipation is needed for shock capturing, it may also result in annihilation of small disturbances. Thus a solver that can handle both strong shocks and small disturbances simultaneously must be able to overcome this difficulty.

In spite of its nontraditional features and robust capabilities, the core ideas of the CESE method are simple. In fact, all of its key features are the results of a pursuit driven by these simple ideas. The first and foremost is the belief that the method must be solid in physics. As such, in the CESE development, conservation laws are enforced locally and globally in their natural space-time unity forms for 1D, 2D and 3D cases. Moreover, because direct physical interaction generally occurs only among the immediate neighbors, use of the simplest stencil also becomes a common CESE feature. Obviously, this requirement has the effect of simplifying boundary-condition implementation.

The second idea emerges from the realization that stability and accuracy are two competing issues in time-accurate computations, i.e., too much numerical dissipation will degrade accuracy while too little of it will cause instability. In other words, to meet both accuracy and stability requirements, computation must be performed away from the edge (“cliff”) of instability but not too far from it. This represents a real dilemma in numerical method development. As an example, high order schemes generally have higher accuracy and lower numerical dissipation. However, they are susceptible to computational instabilities. In fact, in complicated real-world applications, not only they seldom live up to their nominal order of accuracy—generally they possess only first-order accuracy when shocks are present, stability of these schemes often is difficult to maintain without resorting to problem-specific treatments. To confront this issue head-on, in the CESE development, generally it is required that a solver be built from a nondissipative (i.e., neutrally stable) core scheme. By definition, computations involving a neutrally stable scheme are performed right on the edge of instability and therefore the numerical results generated are nondissipative. As such numerical dissipation can be controlled effectively if the deviation of a solver from its nondissipative core scheme can be adjusted using some built-in parameters.

Moreover, because an accurate viscous flow simulation requires that the numerical dissipation be much smaller than the physical dissipation which decreases as the Reynolds number increases, in principle, an accurate and robust solver for high-Reynolds-number flows must be able to cut numerical dissipation as the Reynolds number increases. Obviously this requirement can only be met by a solver built from a nondissipative core solver.

Other CESE ideas are: (i) the flux at an interface be evaluated in a simple and consistent manner; (ii) genuinely multidimensional schemes be built as simple, consistent and straightforward extensions of 1D schemes so that multidimensional shocks can be captured without using any mesh alignment technique; (iii) triangular and tetrahedral meshes be used in 2D and 3D cases, respectively, so that the method is compatible with the simplest unstructured meshes and thus can be easily used to solve problems with complex geometries; and (iv) logical structures and approximation techniques used be as simple as possible, and special techniques that has only limited applicability and may cause undesirable side effects be avoided. Fortunately for the CESE development, realization of the above lesser ideas (i)–(iv) follows naturally from the first two core ideas.

Building on its initial successes, efforts to refine and improve the CESE method have continued in the past few years. As an example, it was shown in [5] that the numerical dissipation of a dissipative extension of a CESE core scheme may increase to an intolerable level as the value of the CFL number decreases from its maximum stability bound. As such, in a case with a large CFL number disparity (e.g., a simulation with a highly non-uniform spatial mesh and a spatially independent time step), the performance sensitivity with respect to the CFL number can lead to a solution that is highly dissipative in a region where the local CFL number $\ll 1$. Even though a remedy was suggested in [5], a simple and robust solution to this problem had not arrived until a family of new Courant number insensitive schemes [25,31,46–49,51,54,55,58] was developed with fresh insights. Note that these new schemes have one important advantage, i.e., all variables at each mesh point can be evaluated explicitly without resorting to solving a system of linear/nonlinear algebraic equations involving these local mesh variables even in applications where systems of multidimensional nonlinear PDEs are solved.

As another example, even though they are accurate enough to solve CAA problems, second-order CESE
solvers are not capable of resolving fine flow structures within a boundary layer without using relatively fine meshes and/or meshes with large aspect ratios. To overcome this limitation, two neutrally stable 4th-order schemes, referred to as the \( a(3) \) and \( a(4) \) schemes [59–61], were developed in 2006 and intended to serve as the core schemes of other high order CESE schemes. Unfortunately, the dissipative extensions of these new schemes turned out to have the same intractable stability problem that afflicts traditional high order schemes. As such it became obvious to the author that overcoming this problem requires a fresh new prospective.

It will be shown in this paper that, with the aid of a conceptual leap, one can build from a given 2nd-order CESE scheme its 4th-, 6th-, 8th-,... order versions which have the same stability conditions of the 2nd-order scheme and also retain all other advantages of the latter scheme. Thus the high order CESE schemes so constructed would avoid the common shortcomings of traditional high order schemes including: (a) susceptibility to computational instabilities; (b) computational inefficiency due to their local implicit nature (i.e., at each mesh point, need to solve a system of linear/nonlinear equations involving all the mesh variables associated with this mesh point); (c) use of large and elaborate stencils which complicates boundary treatments and also makes efficient parallel computing much harder; (d) difficulties in applications involving complex geometries; and (e) use of problem-specific techniques which are needed to overcome stability problems but often cause undesirable side effects.

Because the new high order CESE schemes are built from 2nd-order CESE schemes, the remainder of the paper includes an extensive review of 2nd-order CESE schemes (Sec. 2–4). It is followed by a thorough discussion of several linear and nonlinear high order CESE schemes (Sec. 5–7). A sketch of multidimensional extensions is provided in Sec. 8. The numerical results are presented in Sec. 9. Conclusions and discussions of several linear and nonlinear high order CESE schemes (Sec. 5–7). A sketch of multidimensional

### 2. Review of second-order 1D CESE schemes

For simplicity, we review existing 2nd-order CESE solvers for the simple partial differential equation (PDE)

\[
\frac{\partial u}{\partial t} + a \frac{\partial u}{\partial x} = 0
\]  

where the advection speed \( a \neq 0 \) is a constant. Let \( x_1 = x \), and \( x_2 = t \) be the coordinates of a two-dimensional Euclidean space \( E_2 \). Then, because Eq. (2.1) can be expressed as \( \nabla \cdot \vec{h} = 0 \) with \( \vec{h} \equiv (au, u) \), Gauss’ divergence theorem in the space-time \( E_2 \) implies that Eq. (2.1) is the differential form of the integral conservation law

\[
\int_{S(V)} \vec{h} \cdot d\vec{s} = 0
\]

As depicted in Fig. 1, here (i) \( S(V) \) is the boundary of an arbitrary space-time region \( V \) in \( E_2 \), and (ii) \( d\vec{s} = d\sigma \vec{n} \) with \( d\sigma \) and \( \vec{n} \), respectively, being the area and the unit outward normal vector of a surface element on \( S(V) \). Note that: (i) because \( \vec{h} \cdot d\vec{s} \) is the space-time flux of \( \vec{h} \) leaving the region \( V \) through the surface element \( d\vec{s} \), Eq. (2.2) simply states that the total space-time flux of \( \vec{h} \) leaving \( V \) through \( S(V) \) vanishes; (ii) in \( E_2 \), \( d\sigma \) is the length of a line segment on the simple closed curve \( S(V) \); and (iii) all mathematical operations can be carried out as though \( E_2 \) were an ordinary two-dimensional Euclidean space.

To proceed, let \( \Omega \) denote the set of all space-time staggered mesh points in \( E_2 \) (dots in Fig. 2(a)), where \( n = 0, \pm 1/2, \pm 1, \pm 3/2, \pm 2, \ldots \), and, for each \( n \), \( j = n \pm 1/2, n \pm 3/2, n \pm 5/2, \ldots \). Each \( (j, n) \in \Omega \) is associated with a solution element, i.e., \( SE(j, n) \). By definition, \( SE(j, n) \) is the interior of the space-time region bounded by a dashed curve depicted in Fig. 2(b). It includes a horizontal line segment, a vertical line segment, and their immediate neighborhood. By definition, the end points of the line segments referred to above are excluded from \( SE(j, n) \) so that two SEs will not overlap.

Eq. (2.2) will be simulated numerically assuming that, for any \((x, t) \in SE(j, n) \), \( u(x, t) \) and \( \vec{h}(x, t) \), respectively, are approximated by

\[
u^*(x, t; j, n) \equiv u^*_j^n + (u_x)_j^n (x - x_j) + (u_t)_j^n (t - t^n)
\]  

(2.3)
and
\[ \vec{h}^*(x, t; j, n) \equiv (au^*(x, t; j, n), u^*(x, t; j, n)) \quad (x, t) \in SE(j, n) \] 

(2.4)

Note that: (i) \( u^n_x, (u_x)^j_n \), and \((u_t)^n_j \) are constants in \( SE(j, n) \), and (in a rough sense) they can be considered as the numerical analogues of the values of \( u, \partial u/\partial x, \) and \( \partial u/\partial t \) at the mesh point \((j, n)\), respectively, (ii) \((x_j, t^n)\) are the coordinates of the mesh point \((j, n)\) with \( x_j = j \Delta x \) and \( t^n = n \Delta t \), and (iii) Eq. (2.4) is the numerical analogue of the definition \( \vec{h} = (au, u) \).

Let \( u = u^*(x, t; j, n) \) satisfy Eq. (2.1) within \( SE(j, n) \). Then one has
\[ (u_t)^n_j = -a (u_x)^n_j \] 

(2.5)

As a result, Eq. (2.3) reduces to
\[ u^*(x, t; j, n) = u^n_x + (u_x)^n_j \left[ (x - x_j) - a (t - t^n) \right] \] 

(2.6)

i.e., \( u^n_x \) and \((u_x)^n_j \) are the only independent mesh variables associated with \((j, n)\). Note that, for the purpose of uniquely defining the flux over a boundary of a CE, \( u^*(x, t; j, n) \) is defined here only for \((x, t) \in SE(j, n) \) for each \((j, n) \in \Omega \). In some later developments, this function will also be used in applications other than flux evaluation such as construction of finite-difference approximations. Hereafter, for such extended applications, it is to be understood that \( u^*(x, t; j, n) \) is defined even for a point \((x, t) \notin SE(j, n) \).

Let \( E_2 \) be divided into non-overlapping rectangular regions (see Fig. 2(a)) referred to as basic conservation elements (BCEs). As depicted in Figs. 2(c)–2(e), (i) each \((j, n) \in \Omega \) is assigned with two BCEs, i.e., \( CE_-(j, n) \) and \( CE_+(j, n) \); (ii) each BCE has one and only one pair of diagonally opposite vertices which belong to \( \Omega \); (iii) the space-time \( E_2 \) can be filled by \( CE_-(j, n) \) and \( CE_+(j, n) \), \((j, n) \in \Omega \); and (iv) \( CE(j, n) \), which is the union of \( CE_-(j, n) \) and \( CE_+(j, n) \), is referred to as a compounded conservation element (CCE).

Given the above preliminaries, we are ready to describe the existing CESE solvers for Eq. (2.1).

2.1. The \( a \) scheme

Note that, among the line segments forming the boundary of \( CE_-(j, n) \), \( \overline{AB} \) and \( \overline{AD} \) belong to \( SE(j - 1/2, n - 1/2) \). Similarly, the boundary of \( CE_+(j, n) \) belongs to either \( SE(j, n) \) or \( SE(j + 1/2, n - 1/2) \). As a result, by imposing the two local flux conservation conditions at each \((j, n) \in \Omega)\), i.e.,
\[ \int_{S(CE_+(j, n))} \vec{h}^* \cdot d\vec{s} = 0 \quad (j, n) \in \Omega \] 

(2.7)

and
\[ \int_{S(CE_-(j, n))} \vec{h}^* \cdot d\vec{s} = 0 \quad (j, n) \in \Omega \] 

(2.8)

and using Eqs. (2.4) and (2.6), one can obtain two equations for two unknowns \( u^n_x \) and \((u_x)^n_j \). In fact, with the aid of
\[ \nu \equiv a \frac{\Delta t}{\Delta x} \quad \text{and} \quad (u_x)^n_j \equiv \frac{\Delta x}{4} (u_x)^n_j \quad (j, n) \in \Omega \] 

(2.9)

it can be shown that (see Comment (a) given at the end of this subsection) Eqs. (2.7) and (2.8) are equivalent to
\[ (1 - \nu) [u + (1 + \nu)u_x]_j^n = (1 - \nu) [u - (1 + \nu)u_x]_{j+1/2}^{n-1/2} \quad (j, n) \in \Omega \] 

(2.7a)

and
\[ (1 + \nu) [u - (1 - \nu)u_x]_j^n = (1 + \nu) [u + (1 - \nu)u_x]_{j-1/2}^{n-1/2} \quad (j, n) \in \Omega \] 

(2.8a)

respectively. To simplify notation, in the above and hereafter we adopt a convention that can be explained using an expression on the left side of Eq. (2.7a) as an example, i.e.,
\[ [u + (1 + \nu)u_x]_j^n = u^n_x + (1 + \nu)(u_x)^n_j \]
By adding Eqs. (2.7a) and (2.8a) together, one has

\[ u^n_j = \frac{1}{2} \left\{ (1 - \nu) [u - (1 + \nu)u_x]^{n-1/2} + (1 + \nu) [u + (1 - \nu)u_x]^{n-1/2} \right\} \quad (j, n) \in \Omega \]  

(2.10)

Let \( 1 - \nu^2 \neq 0 \), i.e., \( 1 - \nu \neq 0 \) and \( 1 + \nu \neq 0 \). Then Eqs. (2.7a) and (2.7b) can be divided by \( (1 - \nu) \) and \( (1 + \nu) \), respectively. By subtracting the resulting equations from each other, one has

\[ (u^n)_j = (u^n_a)_j \quad (j, n) \in \Omega \]  

(2.11)

with

\[ (u^n_a)_j \overset{\text{def}}{=} \frac{1}{2} \left\{ [u - (1 + \nu)u_x]^{n-1/2} - [u + (1 - \nu)u_x]^{n-1/2} \right\} \quad (j, n) \in \Omega \]  

(2.12)

It has been shown that Eqs. (2.7) and (2.8) imply (i) Eq. (2.10) for all \( \nu \); and (ii) Eq. (2.11) if \( |\nu| \neq 1 \). On the other hand, it can be shown that Eqs. (2.10) and (2.11) are equivalent to

\[ [u + (1 + \nu)u_x]^n_j = [u - (1 + \nu)u_x]^{n-1/2} \quad (j, n) \in \Omega \]  

(2.7b)

and

\[ [u - (1 - \nu)u_x]^n_j = [u + (1 - \nu)u_x]^{n-1/2} \quad (j, n) \in \Omega \]  

(2.8b)

for all \( \nu \). Because (i) Eqs. (2.7b) and (2.8b) imply Eqs. (2.7a) and (2.8a), respectively; and (ii) Eqs. (2.7a) and (2.8a) are equivalent to Eqs. (2.7) and (2.8), respectively, one concludes that, for all \( \nu \), the last two conservation conditions are enforced by the \( a \) scheme which, by definition, is formed by Eqs. (2.10) and (2.11) for all \( \nu \).

Note that, because

\[ \frac{\partial u}{\partial \bar{x}} = \frac{\Delta x}{4} \frac{\partial u}{\partial x} \]

if \( \bar{x} = x/(\Delta x/4) \), the normalized parameter \((u^n_a)_j\) can be interpreted as the value at \((j, n)\) of the derivative of \(u\) with respective to the normalized coordinate \(\bar{x}\). Also note that: (i) the superscript symbol “\(a\)” in the parameter \((u^n_a)_j\) is introduced to remind the reader that Eq. (2.11) is valid for the \(a\) scheme, and (ii) the \(a\) scheme is second-order accurate in space and time for both \(u^n_j\) and the non-normalized parameter \((u^n_x)_j\) [1,5].

The review of the \(a\) scheme is concluded with the following remarks:

(a) Evaluation of Eqs. (2.7) and (2.8) can be facilitated by the following observations: because \(u^*(x, t; j, n)\) is linear in \(x\) and \(t\), the total flux of \(\hat{h}^*\) leaving \(\text{CE}_-(j, n)\) or \(\text{CE}_+(j, n)\) through any of the four line segments that form its boundary is equal to the scalar product of the vector \(\hat{h}^*\) evaluated at the midpoint of the line segment and the \text{“surface”} vector (i.e., the unit outward normal vector multiplied by the length) of the line segment.

Note that, by definition, points \(B\) and \(D\) depicted in Fig. 2(c) do not belong to either \(\text{SE}(j, n)\) or \(\text{SE}(j - 1/2, n - 1/2)\). This fact, however, does not pose a problem for flux evaluation over \(S(\text{CE}_-(j, n))\) because the values of \(\hat{h}^*\) at isolated points do not contribute to the flux of \(\hat{h}^*\) over a finite line segment. A similar comment applies to points \(D\) and \(F\) depicted in Fig. 2(d).

(b) Even though they have completely different origins and structures (one is a two-level scheme with two independent variables per mesh point while another is a three-level scheme with a single independent variable per mesh point), the \(a\) scheme and the classical leapfrog scheme are deeply related. In fact, it can be shown that each of the two variables \((u^n_j)_a\) and \((u^n_x)_j\) of the \(a\) scheme by itself satisfies the same leapfrog scheme automatically [56]. Moreover, after sorting through the differences in the notations used in typical CESE papers and traditional literatures, and also taking into account the decoupled nature of a leapfrog solution, it is shown in [5, pp.301 and 313–315] that the two amplification factors
of the a scheme are identical to those of the neutrally stable leapfrog scheme. Thus, the a scheme is also neutrally stable (i.e., nondissipative) if |ν| < 1 (see the additional discussions given in Sec. 2.2).

(c) Even though it is introduced to model a single PDE (i.e., Eq. (2.1)) with a single dependent variable \( u \), the a scheme is formed by two coupled discrete equations (i.e., Eqs. (2.10) and (2.11)) involving two independent numerical variables \( u^n_j \) and \( (u_x)^n_j \). As such one would expect that the a scheme be consistent with a pair of PDEs with one of them being Eq. (2.1). Indeed, it is shown in [1] that, regardless how \( \Delta t > 0 \) and \( \Delta x > 0 \) are refined, Eqs. (2.10) and (2.11) are always consistent with Eq. (2.1) and \( v - \partial u/\partial x = 0 \) with the understanding that \( v \) being the analytical version of \( (u_x)^n_j \).

(d) Because (i) the vector \( \vec{h}^* \) at any surface element lying on any interface separating two neighboring BCEs is evaluated using the information from a single SE, and (ii) the unit outward normal vector on the surface element pointing outward from another BCE, one concludes that the flux leaving one of these BCEs through the interface is the negative of that leaving another BCE through the same interface. As a result of this flux cancelation, the local flux conservation relations Eqs. (2.7) and (2.8) lead to a global flux conservation relation, i.e., the total flux of \( \vec{h}^* \) leaving the boundary of any space-time region that is the union of any combination of BCEs will also vanish. In particular, because CE\((j,n)\) is the union of CE\(_{-}\)(\(j,n\)) and CE\(_{+}\)(\(j,n\)),

\[
\oint_{S(\text{CE}(j,n))} \vec{h}^* \cdot d\vec{s} = 0 \quad (j,n) \in \Omega
\]

must follow from Eqs. (2.7) and (2.8). In fact, it can be shown that Eq. (2.13) is equivalent to Eq. (2.10).

(e) In addition to the nondissipative a scheme, as will be shown, there is a family of its dissipative extensions in which only the less stringent conservation condition Eq. (2.13) is assumed [5]. Because Eq. (2.13) is equivalent to Eq. (2.10), for each of these extensions, \( u^n_j \) is still evaluated using Eq. (2.10) while \( (u_x)^n_j \) is evaluated using an equation different from Eq. (2.11).

### 2.2. The a-c scheme and the c scheme

Consider any \((j,n) \in \Omega\). Then \((j \pm 1/2, n - 1/2) \in \Omega\). Let

\[
u^n_j \pm 1/2 \overset{\text{def}}{=} u^* \left( x_{j \pm 1/2}, t^n; j \pm 1/2, n - 1/2 \right) = \left[ u + (\Delta t/2)u_{j \pm 1/2} \right]^{n - 1/2}
\]

The validity of the last equality sign in Eq. (2.14) follows from Eqs. (2.5) and (2.6). Thus \( u^n_j \pm 1/2 \) is the first-order Taylor approximation at the point \( (x_{j \pm 1/2}, t^n) \) (which \( \not\in \text{SE}(j \pm 1/2, n - 1/2) \)) evaluated using the mesh variables at \((j \pm 1/2, n - 1/2)\). Moreover, with the aid of Eqs. (2.6) and (2.9), one can recast Eq. (2.14) in the form

\[
u^n_j \pm 1/2 = (u - \nu u_x)^{n - 1/2}
\]

Note that, by definition, \((j \pm 1/2, n) \not\in \Omega\) if \((j,n) \in \Omega\). Thus \( u^n_{j \pm 1/2} \) is associated with a mesh point \( \not\in \Omega \). The reader is warned that similar situations may occur in the rest of this paper.

Because \( u^n_{j \pm 1/2} \) is a first-order Taylor’s approximation of \( u \) at \((j \pm 1/2, n)\),

\[
(u_x^n)_j \equiv \frac{\Delta x}{4} \left( \frac{u^n_{j + 1/2} - u^n_{j - 1/2}}{\Delta x} \right) = \frac{u^n_{j + 1/2} - u^n_{j - 1/2}}{4}
\]

is a central-difference approximation of \( \partial u/\partial x \) at \((j,n)\), normalized by the same factor \( \Delta x/4 \) that appears in Eq. (2.9). Note that: (i) the superscript “c” is used to remind the reader of the central-difference origin of the term \( (u_x^n)_j \); and (ii) by using Eqs. (2.15), (2.16) and (2.12), one has

\[
(u_x^n)_j = \frac{1}{4} \left[ (u - 2\nu u_x)_{j + 1/2}^{n - 1/2} - (u - 2\nu u_x)_{j - 1/2}^{n - 1/2} \right]
\]
and
\[(u_\xi^n - u_\eta^n)^\theta_j = \frac{1}{4} \left[ (u + 2u_\xi^n)^{n-1/2} - (u - 2u_\xi^n)^{n-1/2} \right] \] (2.18)

The a-ε scheme is formed by Eq. (2.10) and
\[(u_\xi^n) = (u_\xi^n) + 2\epsilon(u_\xi^n - u_\eta^n)^n \] (2.19)

where ε is an adjustable real number. Note that: (i) with the aid of Eqs. (2.12) and (2.18), Eq. (2.19) can be rewritten as
\[(u_\xi^n) = \frac{1}{2} \left[ (1 - \epsilon)u + (2\epsilon - 1 - \nu)u_\xi^n_{j+1/2} - (1 - \epsilon)u + (1 - \nu - 2\epsilon)u_\xi^n_{j-1/2} \right] \] (2.19a)

(ii) the a-ε scheme reduces to the a scheme when ε = 0; (iii) for the case ε = 1/2, Eq. (2.19) reduces to
\[(u_\xi^n) = (u_\xi^n)^n \] (2.20)

and (iv) because \((u_\xi^n)^n\) represents a central-difference approximation, hereafter, to simplify its frequent references, the special a-ε scheme with ε = 1/2 will be referred to as the c scheme.

As a preliminary to later developments, we offer the following remarks on the a-ε scheme:

(a) At each \((j, n) \in \Omega\), Eqs. (2.10) and (2.11) imply Eqs. (2.7) and (2.8). Because Eq. (2.19) does not reduce to Eq. (2.11) except in the special case ε = 0, at each \((j, n) \in \Omega\), generally the a-ε scheme satisfies only the single conservation condition Eq. (2.13) (which is equivalent to Eq. (2.10)) rather than the two conservation conditions Eqs. (2.7) and (2.8). However, because \((u_\xi^n)^n\) generally is present on the right side of Eq. (2.19), implementation of the a-ε scheme generally will still be burdened with the cost of solving two conservation conditions at each mesh point. The exception occurs only for the special case ε = 1/2 (i.e., the c scheme) in which Eq. (2.19) reduces to Eq. (2.20). As it turns out, implementation of an Euler version of the c scheme does not require inverting any system of equations while that involving an Euler version of any other a-ε scheme (e ≠ 1/2) generally requires inverting, per mesh point and per time step, a system of several linear equations. As an example, because the 3D Euler equations is formed by a system of five PDEs with each of them being associated with three independent spatial derivatives at each mesh point, a 3D Euler a-ε (e ≠ 1/2) scheme requires inverting a system of 15 (= 5 × 3) equations. Partly because of this cost consideration, extensions of the c scheme have been used extensively.

(b) For the a-ε scheme, it is shown in [5] that the principal and spurious amplification factors per marching step (i.e., per Δt/2—recall that the solution is advanced by a time period Δt/2 per marching step) are \(\lambda_+\) and \(\lambda_-\), respectively, with
\[\lambda_{\pm}(e, \nu, \theta) \overset{\text{def}}{=} e \cos(\theta/2) - i\nu \sin(\theta/2) \pm \sqrt{(1 - e) \left[ (1 - \epsilon)\cos^2(\theta/2) + (1 - \nu^2)\sin^2(\theta/2) \right]} \] (2.21)

Here (i) \(i \overset{\text{def}}{=} \sqrt{-1}\), and (ii) \(-\infty < \theta < +\infty\), is the phase angle variation of a Fourier component over the length Δx (i.e., \(\theta = k\Delta x\) where \(k\) denotes the phase angle variation per unit length). In addition, it can be shown that the a-ε scheme is stable \(\Leftrightarrow\) (i.e., “if and only if”) either
\[0 \leq e \leq 1 \quad \text{and} \quad |\nu| < 1 \] (2.22a)

or
\[e = 1 \quad \text{and} \quad |\nu| = 1 \] (2.22b)

(Note: Because Eq. (2.11) is a result of Eqs. (2.7) and (2.8) only if |\nu| ≠ 1, the a and a-ε schemes were not defined for the case |\nu| = 1 in [5]. As such the case Eq. (2.22a) was not presented in [5]). Also one can show that the a-ε scheme becomes more dissipative as the value of ε increases from 0 to 1 [5].
Note that, unless specified otherwise, in the remainder of the paper the ranges of $\epsilon$ and $\nu$ respectively, are defined by Eq. (2.22a,b). Moreover, note that: (i) the mesh points used in the $a$-$\epsilon$ scheme are so arranged that those at any two time levels are staggered in space-time unless these two levels are separated by a whole integer multiple of $\Delta t$, and (ii) by applying Eqs. (2.10) and (2.19) successively over two consecutive marching steps, one can derive a compounded form (Eq. (3.7) in [5]) of the $a$-$\epsilon$ scheme in which the mesh variables at any $(j, n + 1) \in \Omega$ are determined in terms of those at $(j - 1, n)$, $(j, n)$ and $(j + 1, n)$—i.e., the space-time staggering nature of the original scheme is eliminated from the compounded form. As such, (i) Hereafter two consecutive marching steps will be referred to as a marching cycle, and (ii) in the following accuracy evaluation of the numerical amplification factors, we choose to consider the amplification factors per marching cycle (i.e., per $\Delta t$).

Note that, for several reasons which are related to the space-time staggered nature of the meshes used in the CESE method (see pp. 313-315 in [5]), the same spatial-interval length and time-step size denoted by $\Delta x$ and $\Delta t$ respectively in traditional literatures, are denoted by $\Delta x/2$ and $\Delta t/2$ respectively here. Because the same definition $\theta \equiv k\Delta x$ is used here and in traditional literatures, for the same Fourier component (i.e., the same value of $k$), the corresponding value of $\theta$ in traditional literatures is only one half of that in the current paper, i.e., the symbol $\theta/2$ that appears on the right side of Eq. (2.21) would be replaced by $\theta$ in traditional literatures.

(c) Let $k$ be a constant. Then $u = e^{ik(x-\alpha t)}$ represents a plane wave solution to Eq. (2.1). For this solution, $k$ is the phase angle variation per unit length. Thus, by using the relations $\theta = k\Delta x$ and $\nu = a\Delta t/\Delta x$, one concludes that

\[
\text{the analytical amplification factor per } \Delta t \equiv \frac{e^{i[k(x-a(t+\Delta t))]} - e^{i[k(x-\alpha t)]}}{e^{i[k(x-\alpha t)]}} = e^{-ika\Delta t} = e^{-i\nu\theta}
\] (2.23)

(d) The amplification factors of the $a$-$\epsilon$ scheme per $\Delta t$ (i.e., per two consecutive marching steps) are given by $(\lambda_{\pm})^2$. According to Eq. (2.21), $[\lambda_{\pm}(0, \nu, \theta)]^2$, the amplification factors of the $a$ scheme (which corresponds to the case $\epsilon = 0$) per $\Delta t$, have the following properties:

\[
|\lambda_{\pm}(0, \nu, \theta)|^2 = 1 \quad \text{if} \quad |\nu| \leq 1
\] (2.24)

\[
\lim_{\nu \to \pm 1} |\lambda_{\pm}(0, \nu, \theta)|^2 = e^{\mp i\theta}
\] (2.25)

\[
\lim_{\nu \to \pm 1} |\lambda_{\mp}(0, \nu, \theta)|^2 = e^{\pm i\theta}
\] (2.26)

and

\[
|\lambda_{\pm}(0, 0, \theta)|^2 = 1
\] (2.27)

On the other hand, $e^{-i\nu\theta}$, the analytical amplification factor per $\Delta t$, has the following properties:

\[
|e^{-i\nu\theta}| = 1
\] (2.28)

\[
\lim_{\nu \to \pm 1} e^{-i\nu\theta} = e^{\mp i\theta}
\] (2.29)

and

\[
e^{-i\nu\theta} = 1 \quad \text{if} \quad \nu = 0
\] (2.30)

For the $a$ scheme, Eqs. (2.24)–(2.30) imply that: (i) the two amplification factor of the scheme, and the analytical amplification factor all have the same constant absolute value (= 1) if $|\nu| \leq 1$, i.e., the scheme is nondissipative if $|\nu| \leq 1$; (ii) in the limit of $|\nu| \to 1$ (i.e., $\nu \to 1$ or $\nu \to -1$), the principal amplification factor is identical to the analytical amplification factor and, thus, the former has no dissipative or dispersive error in this limit; (iii) also in the limit of $|\nu| \to 1$, the phase angle associated with the spurious amplification factor is exactly the negative of that associated with the analytical amplification factor—thus the spurious amplification factor has a large dispersive error in
this limit except when $|\theta| \ll 1$ (i.e., when the wavelengths of the errors $\gg 1$); and (iv) when $\nu = 0$, the
two amplification factors of the scheme, and the exact amplification factor are all equal to 1 and, thus, the
two amplification factors of the scheme have no dissipative or dispersive error if $\nu = 0$. Because
the accuracy of a scheme is essentially hinged on the behaviors of the principal amplification factor [1],
according to the facts stated above, the a scheme tends to become very accurate when $|\nu|$ approaches
1 or 0. However, the dispersive errors associated with the nondissipative spurious amplification factor
(which could be introduced at $t = 0$ as a result of an inaccurate initial-value specification [1]) may
appear in a solution as persistent numerical wiggles when $|\nu|$ approaches 1.

(e) According to Eq. (2.21), $[\lambda_{\pm}(1/2, \nu, \theta)]^2$, the amplification factors of the $c$ scheme (which corresponds
to the case $\epsilon = 1/2$) per $\Delta t$, have the following properties:

$$\lim_{\nu \to \pm 1} [\lambda_{+}(1/2, \nu, \theta)]^2 = e^{\mp i\theta}$$  \hspace{1cm} (2.31)

$$\lim_{\nu \to \pm 1} [\lambda_{-}(1/2, \nu, \theta)]^2 = -\sin^2(\theta/2)$$  \hspace{1cm} (2.32)

and

$$[\lambda_{\pm}(1/2, 0, \theta)]^2 = \frac{1}{2} \left[ 1 \pm \cos(\theta/2) \sqrt{2 - \cos^2(\theta/2)} \right]$$  \hspace{1cm} (2.33)

Because (i) $e^{i\pi} = -1$ and (ii)

$$1 - \left[ \cos(\theta/2) \sqrt{2 - \cos^2(\theta/2)} \right]^2 = [1 - \cos^2(\theta/2)]^2 \geq 0$$

i.e.,

$$1 \geq \left| \cos(\theta/2) \sqrt{2 - \cos^2(\theta/2)} \right|$$

Eqs. (2.32) and (2.33) can be recast as

$$\lim_{\nu \to \pm 1} [\lambda_{-}(1/2, \nu, \theta)]^2 = \sin^2(\theta/2) e^{i\pi}$$  \hspace{1cm} (2.32a)

and

$$[\lambda_{\pm}(1/2, 0, \theta)]^2 = \frac{1}{2} \left| 1 \pm \cos(\theta/2) \sqrt{2 - \cos^2(\theta/2)} \right|$$  \hspace{1cm} (2.33a)

respectively. By comparing Eqs. (2.29) and (2.30) with Eqs. (2.31), (2.32a) and (2.33a), one arrives at
the following conclusions for the $c$ scheme: (i) in the limit of $|\nu| \to 1$, the principal amplification factor
is identical to the analytical amplification factor and, thus, the former has no dissipative or dispersive
errors in this limit; (ii) also in the limit of $|\nu| \to 1$, the spurious amplification factor generally has large
dissipative and dispersive errors; and (iii) when $\nu = 0$, both the principal and spurious amplification
factors generally have large dissipative errors but no dispersive errors. According to the facts stated
above, like the $a$ scheme, the $c$ scheme also tends to become very accurate when $|\nu|$ approaches 1.
However, unlike the $a$ scheme, the errors associated with the spurious amplification factor of the $c$
scheme do die out rapidly when $|\nu|$ approaches 1 if the value of $|\theta|$ is not too close to $\pi$ (see Eq. (2.32a)),
i.e., if the wavelength of the discrete Fourier component is not close to $2\Delta x$—the shortest possible
wavelength. Also, in sharp contrast to the $a$ scheme, the $c$ scheme becomes highly dissipative when $\nu$
approaches 0.

From the above discussions, one concludes that:

(a) The advantages of the $a$ scheme include: (i) it is nondissipative for all $\theta$ if $|\nu| \leq 1$; and (ii) when the value
of $|\nu|$ is close to 0 or 1, the scheme is very accurate. On the other hand, its disadvantages include: (i)
because it is nondissipative, its extensions for nonlinear equations generally are unstable; (ii) when the
value of $|\nu|$ is close to 1, the dispersive errors associated with the nondissipative spurious amplification
factors will appear in a solution as persistent numerical wiggles; and (iii) comparing with the c scheme, it costs more to implement.

(b) The advantages of the c scheme include: (i) when the value of |ν| is close to 1, it is very accurate and the errors associated with the spurious amplification factor generally die out rapidly; (ii) because of its dissipative property, its extensions for nonlinear equations can be stable; and (iii) in terms of ease of implementation and computer cost, it is much more superior than any other a-c scheme. On the other hand, the c scheme has a serious disadvantage, i.e., it is very dissipative when ν approaches 0.

Based on the remarks given above, it becomes clear that a new solver of Eq. (2.1) possesses all the advantages of the a and c schemes but none of their disadvantages if it is formed by Eq. (2.10) and a new equation in which (i) \( (u_\bar{x})_j^n \) is evaluated using a simple central-differencing procedure similar to that used to obtain \( (u_\bar{x}^\epsilon)_j^n \); and (ii) the \( (u_\bar{x})_j^n \) so obtained is identical to \( (u_\bar{x}^\epsilon)_j^n \) in the limit of \( |\nu| \to 1 \) and identical to \( (u_\bar{x}^a)_j^n \) in the limit of \( \nu \to 0 \). In other words, such an ideal solver (i) is comparable to the c scheme in ease of implementation; (ii) becomes the c scheme in the limit of \( |\nu| \to 1 \); and (iii) becomes the a scheme in the limit of \( \nu \to 0 \). In Sec. 3, it will be shown how such a solver can be constructed.

2.3. The w-α scheme—a special wiggle-suppressing scheme

If discontinuities are present in a numerical solution, any a-c scheme such as the c scheme is not equipped to suppress numerical wiggles that generally appear near these discontinuities. To serve as a preliminary for future development, here we shall briefly review an extension of the c scheme which was introduced as a remedy for this deficiency [5].

To proceed, let

\[
(u_{\bar{x}}^-)_j^n \equiv \frac{\Delta x}{4} \left( \frac{u_j^n - u_{j-1/2}^n}{\Delta x/2} \right) = \frac{u_j^n - u_{j-1/2}^n}{2} \tag{2.34}
\]

and

\[
(u_{\bar{x}}^+)_j^n \equiv \frac{\Delta x}{4} \left( \frac{u_{j+1/2}^n - u_j^n}{\Delta x/2} \right) = \frac{u_{j+1/2}^n - u_j^n}{2} \tag{2.35}
\]

i.e., \( (u_{\bar{x}}^-)_j^n \) and \( (u_{\bar{x}}^+)_j^n \) are normalized numerical analogues of \( \partial u/\partial x \) at \((j, n)\) evaluated from the left and the right, respectively. By using Eqs. (2.16), (2.34), and (2.35), it can be shown that

\[
(u_\bar{x}^\alpha)_j^n = \frac{1}{2} (u_{\bar{x}}^- + u_{\bar{x}}^+)_j^n \tag{2.36}
\]

i.e., \( (u_\bar{x}^\alpha)_j^n \) is the simple average of \( (u_{\bar{x}}^-)_j^n \) and \( (u_{\bar{x}}^+)_j^n \). As such, the c scheme can be extended by replacing \( (u_\bar{x}^\alpha)_j^n \) in Eq. (2.20) with a weighted average of \( (u_{\bar{x}}^-)_j^n \) and \( (u_{\bar{x}}^+)_j^n \). In other words, the resulting extension is formed by Eq. (2.10) and

\[
(u_x)_j^n = (w_-)_j^n (u_{\bar{x}}^-)_j^n + (w_+)_j^n (u_{\bar{x}}^+)_j^n \tag{2.37}
\]

where \( (w_-)_j^n \) and \( (w_+)_j^n \), the weight factors associated with \( (u_{\bar{x}}^-)_j^n \) and \( (u_{\bar{x}}^+)_j^n \) respectively, must satisfy the condition

\[
(w_-)_j^n + (w_+)_j^n = 1 \tag{2.38}
\]

at all \((j, n) \in \Omega\). In addition, it is assumed that the expression on the right side of Eq. (2.37) represents an interpolation (rather than an extrapolation) of \( (u_{\bar{x}}^-)_j^n \) and \( (u_{\bar{x}}^+)_j^n \). This assumption ⇔

\[
(w_-)_j^n \geq 0 \quad \text{and} \quad (w_+)_j^n \geq 0 \tag{2.39}
\]

For real variables \( x_- \), \( x_+ \), and \( \alpha \geq 0 \), let \( W_- \) and \( W_+ \) be the functions defined by: (i) \( W_-(x_-, x_+; \alpha) = W_+(x_-, x_+; \alpha) = 1/2 \) if \( x_- = x_+ = 0 \); and (ii)

\[
W_-(x_-, x_+; \alpha) = \frac{|x_+|^\alpha}{|x_-|^\alpha + |x_+|^\alpha} \quad (|x_-| + |x_+| > 0) \tag{2.40}
\]
and

$$W_+(x_-, x_+; \alpha) = \frac{|x_-|^\alpha}{|x_-|^\alpha + |x_+|^\alpha} \quad (|x_-| + |x_+| > 0)$$  \hspace{1cm} (2.41)

if either \(x_- \neq 0\) or \(x_+ \neq 0\). Furthermore, let

$$ (w_\pm)_j^n = W_\pm((u_{\bar{x}-})_j^n, (u_{\bar{x}+})_j^n, \alpha) $$  \hspace{1cm} (2.42)

Then \((w_-)_j^n\) and \((w_+)_j^n\) so defined satisfy Eqs. (2.38) and (2.39) and have the property that

$$ (w_-)_j^n = (w_+)_j^n = 1/2 \quad \text{if} \quad \alpha = 0 \quad \text{or} \quad |(u_{\bar{x}-})_j^n| = |(u_{\bar{x}+})_j^n| $$  \hspace{1cm} (2.43)

Note that: (i) to avoid dividing by zero, in practice either a small positive number such as \(10^{-20}\) is added to each of the denominators in Eqs. (2.40) and (2.41), or one must make sure that the definition \(W_-(x_-, x_+; \alpha) = W_+(x_-, x_+; \alpha) = 1/2\) instead of Eqs. (2.40) and (2.41) is applied when \(x_- = x_+ = 0\); and (ii) the special cases of Eqs. (2.40) and (2.41) with \(\alpha = 1\) and \(\alpha = 2\) are used in the slope-limiter proposed by van Leer [64] and van Albada et al. [65].

An extension of the \(c\) scheme is formed by Eqs. (2.10) and (2.37) with \((w_-)_j^n\) and \((w_+)_j^n\) being defined by Eq. (2.42). Because it involves a weighted average which is dependent on a parameter \(\alpha\), hereafter the scheme is referred to as the \(w-\alpha\) scheme. In a straightforward manner, the \(w-\alpha\) scheme has been extended to become the Euler \(w-\alpha\) scheme. The details are given in [5].

Assuming \(\alpha > 0\) and \(|(u_{\bar{x}-})_j^n| \neq |(u_{\bar{x}+})_j^n|\), then Eqs. (2.37), (2.40), and (2.41) imply that, of \((u_{\bar{x}-})_j^n\) and \((u_{\bar{x}+})_j^n\), the one with smaller absolute value is assigned an weight factor > 1/2. This observation coupled with Eqs. (2.36)–(2.39) leads to the conclusion that, of \((u_{\bar{x}-})_j^n\) and \((u_{\bar{x}+})_j^n\), \((u_{\bar{x}-})_j^n\) will have an algebraic value closer to the one with smaller absolute value if \((u_{\bar{x}-})_j^n\) is evaluated as an weighted average of \((u_{\bar{x}+})_j^n\) and \((u_{\bar{x}+})_j^n\) according to Eq. (2.37). As a result, \((u_{\bar{x}-})_j^n\) so evaluated has a smaller absolute value than that evaluated using Eq. (2.20). In turn, numerical wiggles or overshoots can be annihilated by the additional numerical dissipation introduced as a result of this local “flattening” of \((u_{\bar{x}-})_j^n\). It has been shown numerically that the extension is stable if \(|\nu| < 1\) and \(\alpha \geq 0\). Moreover, as a result of Eqs. (2.20), (2.36), (2.37) and (2.43), (i) the extension reduces to the \(c\) scheme when \(\alpha = 0\); and (ii) even if \(\alpha > 0\), the extension behaves very much like the \(c\) scheme in any smooth solution region (where the condition \((u_{\bar{x}-})_j^n = (u_{\bar{x}+})_j^n\) more or less prevails) or at a solution extremum (where the condition \((u_{\bar{x}-})_j^n = -(u_{\bar{x}+})_j^n\) more or less prevails). As such, the wiggle-suppressing power of the extension takes effect only if \(\alpha > 0\) and only in a solution region where \(|(u_{\bar{x}-})_j^n|\) and \(|(u_{\bar{x}+})_j^n|\) differ substantially.

This section is concluded with the following discussion of CESE non-reflecting boundary conditions.

2.4. Non-reflecting boundary conditions

An unique feature of the CESE method is its simple and robust non-reflecting boundary conditions [12,50]. Let \((j, n)\) be a mesh point on the right spatial boundary of the computational domain. Then (i) \((j - 1/2, n - 1/2)\) represents an interior mesh point at the \((n - 1/2)\)th time level; and (ii)

$$ u_j^n = u_{j-1/2}^{n-1/2} \quad \text{and} \quad (u_{\bar{x}})_j^n = (u_{\bar{x}})_{j-1/2}^{n-1/2} $$  \hspace{1cm} (2.44)

form a set of non-reflecting boundary conditions. On the other hand, for a mesh point \((j, n)\) on the left boundary, (i) \((j + 1/2, n - 1/2)\) represents an interior mesh point at the \((n - 1/2)\)th time level; and (ii)

$$ u_j^n = u_{j+1/2}^{n-1/2} \quad \text{and} \quad (u_{\bar{x}})_j^n = (u_{\bar{x}})_{j+1/2}^{n-1/2} $$  \hspace{1cm} (2.45)

form a set of non-reflecting boundary conditions. The above non-reflecting conditions are applicable to all the second-order schemes described in Sec. 2.4. A rigorous justification of these and other simple CESE non-reflecting boundary conditions is given in [50].

3. The \(c-\tau\) and \(c-\tau^*\) schemes
where $CE$ and approximations for ($\ldots$)

On the other hand, by summing over Eqs. (3.1) and (3.2), one has the reduced form of Eq. (2.10) for the

that (i) if \(\nu = 0\), \(\nu = 0 \Leftrightarrow \Delta t = 0\). Moreover, because of the assumption \(a \neq 0\),

\(\nu = 0 \Leftrightarrow \Delta t = 0\). Thus, in the case \(\nu = 0\), Eq. (2.7) reduce to the condition that the sum of the fluxes leaving

\(CE_+ (j, n)\) through its top face \(\overrightarrow{AP}\) and bottom face \(\overrightarrow{ED}\) is zero. Because (i) \(\vec{n} = (0, 1)\) at \(\overrightarrow{AP}\) and \(\vec{n} = (0, -1)\) at \(\overrightarrow{ED}\) (\(\vec{n}\) denotes the outward unit normal vector at any boundary of \(CE_+ (j, n)\)), (ii) \(\overrightarrow{AP} = [\overrightarrow{ED}]\), and

\((\vec{h}^* = (au^*, u^*)\), by using the flux evaluation rule referred to in Remark (a) given at the end of Sec. 2.1,

one concludes that Eq. (2.7) reduces to

\[(u + u_\tau)_j^n = (u - u_\tau)_{j+1/2}^{n-1/2} \quad (\nu = 0) \quad (3.1)\]

if \(\nu = 0\). Similarly, Eq. (2.8) reduces to

\[(u - u_\tau)_j^n = (u + u_\tau)_{j-1/2}^{n-1/2} \quad (\nu = 0) \quad (3.2)\]

if \(\nu = 0\). Because Eqs. (2.10) and (2.11) (which form the a scheme) are equivalent to Eqs. (2.7) and (2.8) if

\(|\nu| \neq 1\), they must be equivalent to Eqs. (3.1) and (3.2) when \(\nu = 0\). In fact, by subtracting Eq. (3.2) from

Eq. (3.1), one obtains Eq. (2.11) with \((u_\tau^*)_j^n\) being the reduced form of Eq. (2.12) when \(\nu = 0\), i.e.,

\[(u_\tau^*)_j^n = \frac{1}{2} \left[ (u - u_\tau)_{j+1/2}^{n-1/2} - (u + u_\tau)_{j-1/2}^{n-1/2} \right] \quad (\nu = 0) \quad (3.3)\]

On the other hand, by summing over Eqs. (3.1) and (3.2), one has the reduced form of Eq. (2.10) for the case \(\nu = 0\).

With the aid of Eq. (3.3) and the facts that: (i) \((u - u_\tau)_{j+1/2}^{n-1/2}\) represents the approximation of \(u\) at the

midpoint of \(\overrightarrow{ED}\) while \((u + u_\tau)_{j-1/2}^{n-1/2}\) represents that at the midpoint of \(\overrightarrow{CD}\) (see Fig. 2(c,d)); and (ii) the distance between the two midpoints is \(\Delta x/2\), one concludes that, for the special case \(\nu = 0\), \((u_\tau^*)_j^n\) is indeed a central-difference approximation of \(\partial u/\partial x\) at \((j, n - 1/2)\) (which coincides with \((j, n)\) when \(\nu = 0\), normalized by the factor \(\Delta x/4\). QED.

According to the above discussions, construction of the ideal solvers is hinged on finding central-difference approximations for \((u_\tau^*)_j^n\) such that each approximation (i) becomes \((u_\tau^*)_j^n\) in the limit of \(|\nu| \to 1\), and (ii) reduces to the expression on the right side of Eq. (3.3) when \(\nu = 0\). As a result, these new solvers will be

constructed as the subschemes of the \(c-\tau\) scheme, a new class of CESE solvers for Eq. (2.1) to be described immediately.

3.1. The \(c-\tau\) scheme

To proceed, refer to Fig. 3. Here \(M^+\) and \(M^-\) denote the midpoints of \(\overrightarrow{AF}\) and \(\overrightarrow{AB}\) respectively.

Also \(P^+\) and \(P^-\) are two points on \(\overrightarrow{AF}\) that satisfy the following conditions: (i) \(P^+\) is to the right (left) of \(M^+\) \(\Leftrightarrow P^-\) is to the left (right) of \(M^-\); and (ii) \(|M^+P^+| = |M^-P^-|\). In addition, the parameter \(\tau\) is defined by: (i) \(\tau = 0\) if \(P^+\) coincides with \(M^+\); (ii) \(\tau \Delta x/4 = |M^+P^+| > 0\) if \(P^+\) is to the right of \(M^+\); and

(iii) \(\tau \Delta x/4 = -|M^-P^-| < 0\) if \(P^-\) is to the left of \(M^-\). Obviously, it follows from the above definitions that

(i) \(\tau = 0\) if \(P^-\) coincides with \(M^-\); (ii) \(\tau \Delta x/4 = |M^-P^-| > 0\) if \(P^-\) is to the left of \(M^-\); and (iii) \(\tau \Delta x/4 = -|M^-P^-| < 0\) if \(P^-\) is to the right of \(M^-\).

Next let

\[u(P^+) \overset{\text{def}}{=} u^* (x(P^+), t^n; j + 1/2, n - 1/2) \quad (3.4)\]

and

\[u(P^-) \overset{\text{def}}{=} u^* (x(P^-), t^n; j - 1/2, n - 1/2) \quad (3.5)\]

where \(x(P^+)\) and \(x(P^-)\) denote the x-coordinates of \(P^+\) and \(P^-\), respectively. Then, according to Eqs. (2.5) and (2.6), \(u(P^+)\) is the first-order Taylor’s approximation of \(u\) at \(P^+\) evaluated using the mesh variables
Eqs. (3.4) and (3.5), respectively, can be simplified as

\[ x(P^+) = x_j + (1 + \tau) \frac{\Delta x}{4} = x_{j+1/2} - (1 - \tau) \frac{\Delta x}{4}, \quad -\infty < \tau < +\infty \]  

(3.6)

and

\[ x(P^-) = x_j - (1 + \tau) \frac{\Delta x}{4} = x_{j-1/2} + (1 - \tau) \frac{\Delta x}{4}, \quad -\infty < \tau < +\infty \]  

(3.7)

Eqs. (3.4) and (3.5), respectively, can be simplified as

\[ u(P^+) = [u - (1 + 2\nu - \tau)u_x]^{n-1/2} \]  

(3.8)

and

\[ u(P^-) = [u + (1 - 2\nu - \tau)u_x]^{n-1/2} \]  

(3.9)

To proceed, note that: (i) the mesh point \((j, n)\) (i.e., point A depicted in Fig. 3) is the midpoint of \(P^-P^+\), and (ii) \(|P^-P^+| = (1 + \tau)\Delta x/2\). Thus

\[ (\hat{u}_x)_j^n \overset{\text{def}}{=} \frac{\Delta x}{4} \left[ \frac{u(P^+) - u(P^-)}{(1 + \tau)\Delta x/2} \right] = \frac{u(P^+) - u(P^-)}{2(1 + \tau)} \quad (\tau \neq -1) \]  

(3.10)

represents a central-difference approximation of \(\partial u / \partial x\) at the mesh point \((j, n)\), normalized by the factor \(\Delta x/4\). Thus the new scheme defined by Eq. (2.10) and \((u_x)_j^n = (\hat{u}_x)_j^n\) represents a solver for Eq. (2.1). Moreover, by using Eqs. (3.8)–(3.10), the second component of the new scheme can be explicitly expressed as

\[ (u_x)_j^n = (\hat{u}_x)_j^n \overset{\text{def}}{=} \frac{1}{2(1 + \tau)} \left\{ [u - (1 + 2\nu - \tau)u_x]_{j+1/2}^{n-1/2} - [u + (1 - 2\nu - \tau)u_x]_{j-1/2}^{n-1/2} \right\} \quad (\tau \neq -1) \]  

(3.11)

In view of the facts that (i) \((\hat{u}_x)_j^n\) represents a central-difference approximation of \((u_x)_j^n\), and (ii) the approximation is associated with the parameter \(\tau\), hereafter the new scheme will be referred to as the \(c\)-\(\tau\) scheme.

Moreover, by using Eqs. (2.12), (2.18) and (3.11), one has

\[ (\hat{u}_x)_j^n = (u_x)_j^n + \frac{2\tau}{1 + \tau} \left( (u_x^n - u_x^a)_j^n \right) + \frac{\nu(1 - \tau)}{2(1 + \tau)} \left[ (u_x)_{j+1/2}^{n-1/2} - (u_x)_{j-1/2}^{n-1/2} \right] \quad (\tau \neq -1) \]  

(3.12)

By comparing Eq. (3.12) with (2.19), one concludes that the \(c\)-\(\tau\) scheme generally is different from the \(a\)-\(\epsilon\) scheme. In fact, the \(c\)-\(\tau\) scheme becomes the \(a\)-\(\epsilon\) scheme \(\Leftrightarrow\) either (i) \(\tau = 1\) or (ii) \(\nu = 0\). For the case \(\tau = 1\), Eq. (3.12) implies that \((\hat{u}_x)_j^n = (u_x)_j^n\). In other words, the \(c\) scheme is the special case of the \(c\)-\(\tau\) scheme with \(\tau = 1\), a fact that can also be deduced from the observation that the points \(P^+\) and \(P^-\) depicted in Fig. 3, respectively, coincide with points \(F\) and \(B\) (i.e., the mesh points \((j + 1/2, n)\) and \((j - 1/2, n)\)) if \(\tau = 1\). On the other hand, when \(\nu = 0\), the \(c\)-\(\tau\) scheme become the \(a\)-\(\epsilon\) scheme with \(\epsilon = 2\tau/(1 + \tau)\). In fact one can further deduce that \(c\)-\(\tau\) scheme reduces to the \(a\) scheme \(\Leftrightarrow\) \(\nu = \tau = 0\).

Because the \(c\)-\(\tau\) scheme is formed by two rather complicated equations (i.e., Eqs. (2.10) and (3.11)) involving two parameters \(\nu\) and \(\tau\), it was not expected that its von Neumann stability conditions could be cast into an explicit analytical form. However, by using the Jordan canonical form theorem [66], it is shown rigorously in [46] that the \(c\)-\(\tau\) scheme is von Neumann stable \(\Leftrightarrow\)

\[ \nu^2 \leq 1, \quad \tau \geq \tau_0(\nu^2), \quad \text{and} \quad (\nu^2, \tau) \neq (1, 1) \]  

(3.13)
where

\[
\tau_o(s) \overset{\text{def}}{=} \begin{cases} 0 & \text{if } s = 0 \\ \frac{4 - s - 2 \sqrt{2 (2 - s - s^2)}}{s} & \text{if } 0 < s \leq \frac{3}{11} \\ \frac{s - 1 + \sqrt{1 - 2s + 5s^2}}{2s} & \text{if } \frac{3}{11} < s \leq 1 \end{cases}
\]  

(3.14)

Note that:

(a) The current stability conditions agree completely with those generated through numerical experiments [31] (Note: the reader is warned that the condition \(\tau \geq \tau_o(\nu^2)\) that appears in Eq. (3.13) here is expressed as \(\tau \geq \tau_o(|\nu|)\) in Eq. (3.12) of [31], i.e., the function \(\tau_o\) defined here is different from the function \(\tau_o\) introduced in [31]).

(b) It can be shown that [46]: (i) \(\tau_o(s)\) is continuous at \(s = 0\), i.e.,

\[
\lim_{s \to 0^+} \tau_o(s) = \tau_o(0) = 0
\]

(ii) \(\tau_o(s)\) is consistently defined at \(s = 3/11\), i.e., both the second and third expressions on the right side of Eq. (3.14) implies that \(\tau_o(3/11) = 1/3\); (iii) \(\tau_o(s)\) is continuously differentiable at \(s = 3/11\), i.e.,

\[
\lim_{s \to \frac{3}{11}^-} \tau_o'(s) = \lim_{s \to \frac{3}{11}^+} \tau_o'(s) = 121/90
\]

where \(\tau_o'(s) \overset{\text{def}}{=} d\tau_o(s)/ds\); (iv) \(\tau_o(s)\) is strictly monotonically increasing in the interval \(0 < s < 1\); (v) \(\tau_o(1) = 1\); and (vi)

\[
s < \tau_o(s) < \sqrt{s}, \quad 0 < s < 1
\]  

(3.15)

(c) For any given fixed value of \(|\nu| < 1\), the c-\(\tau\) scheme tends to become more dissipative as the value of \(\tau\) increases from its minimum stability bound \(\tau_o(\nu^2)\).

With the above preliminaries, the ideal solvers of Eq. (2.1) will be constructed in Sec. 3.2.

3.2. The c-\(\tau^*\) schemes

The value of \(\tau\) used in the c-\(\tau\) scheme generally can be chosen independent of \(\nu\). Here we will introduce a subset of the c-\(\tau\) scheme in which \(\tau\) is a function of \(\nu^2\) for each member of this subset. As a preliminary, note that, by using the properties of \(\tau_o(s)\) presented earlier, it can be shown that there exist infinitely many choices of a strictly monotonically increasing smooth function \(h(s)\), \(0 \leq s < 1\), which possesses the following properties: (i)

\[
h(0) = 0; \quad \text{and} \quad \lim_{s \to 1^-} h(s) = 1
\]  

(3.16)

and (ii)

\[
h(s) \geq \tau_o(s) \quad \text{if} \quad 0 < s < 1
\]  

(3.17)

By definition, the subset contains every special c-\(\tau\) scheme with

\[
\tau = h(\nu^2) \quad (|\nu| < 1)
\]  

(3.18)

where \(h(s)\) is one of the special functions defined above. By using Eqs. (3.16)–(3.18) and the fact that \(h(s)\) is a strictly monotonically increasing function in the domain \(0 \leq s < 1\), one concludes that, for each member of the subset, (i)

\[
\tau = 0 \quad \text{if} \quad \nu = 0
\]  

(3.19)

(ii)

\[
\lim_{\nu^2 \to 1^-} \tau = 1
\]  

(3.20)
(iii) $\tau$ increases with $|\nu|$ in the domain $0 \leq |\nu| < 1$; and (iv)

$$\tau \geq \tau_0(\nu^2) \quad (|\nu| < 1)$$

(3.21)

By using the results presented in the above items (i)–(iii), one can easily infer from Fig. 3 a simple relation between the value of $|\nu|$ and the locations of $P^+$ and $P^-$, i.e., as the value of $|\nu|$ increases from 0 to 1, $P^+$ will move away from $M^+$ and edge toward the mesh point $(j + 1/2, n)$ while $P^-$ will move away from point $M^-$ and edge toward the mesh point $(j - 1/2, n)$.

Recall that (i) $(\tilde{U})^{n}_{j} = (u_x^n)_j$ if $\tau = \nu = 0$; and (ii) $(\tilde{U})^{n}_{j} = (u_x^n)_j$ if $\tau = 1$. As such, Eqs. (3.19) and (3.20) imply that, for each member in the subset, (i) $(\tilde{U})^{n}_{j} = (u_x^n)_j$ if $\nu = 0$; and (ii) $(\tilde{U})^{n}_{j} = (u_x^n)_j$ in the limit of $|\nu| \to 1^-$. In other words, in the domain $|\nu| < 1$, all members in the subset are the ideal solvers defined at the end of Sec. 2.2. Moreover, by using Eq. (3.13) and (3.21), one can also show that these ideal solvers are also stable in the same domain. Hereafter, each of these ideal solvers will be referred to as a $c-\tau^*$ scheme.

Corresponding to infinitely many choices of $h$, there are infinitely many different $c-\tau^*$ schemes. In particular, with the aid of Eq. (3.15), one can see easily that the special choice

$$h(s) = \sqrt{s} \quad (0 \leq s < 1)$$

(3.22)

represents a strictly monotonically increasing smooth function which also satisfies Eqs. (3.16) and (3.17). Thus Eq. (3.18) implies that a $c-\tau^*$ scheme can be defined using the relation

$$\tau = |\nu| \quad (|\nu| < 1)$$

(3.23)

Any $c-\tau^*$ scheme described above meets all the requirements of an ideal solver. However, because of stability problem, a $c-\tau^*$ scheme and its multidimensional extensions may not be robust enough for some complicated real-world applications. To overcome this difficulty, we introduce a special $c-\tau$ scheme which is defined by Eqs. (2.10) and (3.11) with

$$\tau = \beta |\nu| \quad (\beta \geq 1; \ |\nu| < 1)$$

(3.24)

where $\beta \geq 1$ is a constant parameter. For this scheme, Eq. (3.19) is also valid. Thus it becomes the nondissipative $a$ scheme when $\nu = 0$ and, therefore, it will not become overly dissipative as $\nu \to 0$ (i.e., the scheme’s numerical dissipation is $CFL$ number insensitive). Moreover, because $\beta \geq 1$, Eqs. (3.13) and (3.15) along with Comment (c) given following Eq. (3.15) imply that the scheme is stable if $|\nu| < 1$ and it becomes more dissipative (i.e., more stable) as the value of $\beta$ increases. However, also because $\beta \geq 1$,

$$\lim_{|\nu| \to 1^-} \tau = \beta \geq 1$$

(3.25)

As such, except the special case $\beta = 1$, the scheme does not become the $c$ scheme in the limit of $|\nu| \to 1^-$, i.e., it does not meet all the requirement of an ideal solver.

Note that, unless specified otherwise, in the remainder of this paper we consider only the $c-\tau^*$ schemes or the special $c-\tau$ scheme defined by Eq. (3.25).

Next we will introduce weighted-averaging extensions of the $c-\tau$ schemes along with two classes of advanced weighted-averaging techniques.

4. Other $c-\tau^*$ extensions and new weighted-averaging techniques

To proceed, let

$$(\bar{u}_x^-)_j^n \overset{\text{def}}{=} \frac{\Delta x}{4} \left( \frac{u^n_j - u(P^-)}{1 + \tau} \right) = \frac{u^n_j - u(P^-)}{1 + \tau}$$

(4.1)
and

\[
(\hat{u}_{x+})_j^n \equiv \frac{\Delta x}{4} \left( \frac{u(P^+)_j^n - u(P^-)_j^n}{(1 + \tau)\Delta x/4} \right) \equiv \frac{u(P^+)_j^n - u(P^-)_j^n}{(1 + \tau)} \quad (4.2)
\]

Because \(|AP^-| = |AP^+| = (1 + \tau)\Delta x/4\) (see Fig. 3), it is easy to see that \((\hat{u}_{x-})_j^n\) and \((\hat{u}_{x+})_j^n\) are two normalized one-sided difference approximations of \(\partial u/\partial x\) at the mesh point \((j, n)\) with one being evaluated from the left and another from the right. Also, it follows immediately from Eqs. (3.10), (4.1) and (4.2) that

\[
(\hat{u}_{x})_j^n = \frac{1}{2} [(\hat{u}_{x-})_j^n + (\hat{u}_{x+})_j^n] \quad (4.3)
\]

Moreover, by (i) substituting Eqs. (2.10), (3.8) and (3.9) into Eqs. (4.1) and (4.2), and (ii) using Eqs. (3.11) and (3.19), one arrives at the conclusion that

\[
(\hat{u}_{x-})_j^n = (\hat{u}_{x+})_j^n = (\hat{u}_{x})_j^n \quad (\nu = 0) \quad (4.4)
\]

when \(\nu = 0\).

With the above preliminaries, several extensions of the \(c-\tau^*\) scheme will be constructed in the following subsections.

### 4.1. Scheme w-1

A comparison of Eqs. (4.1)–(4.3) with Eqs. (2.34)–(2.36) reveals that an obvious extension of the \(c-\tau^*\) scheme can be obtained by replacing \((\hat{u}_{x-})_j^n\) and \((\hat{u}_{x+})_j^n\) in Eqs. (2.37) and (2.42) with \((\hat{u}_{x-})_j^n\) and \((\hat{u}_{x+})_j^n\), respectively. In other words, the new extension is formed by Eq. (2.10) and

\[
(\hat{u}_{x})_j^n = (w_-)_j^n(\hat{u}_{x-})_j^n + (w_+)_j^n(\hat{u}_{x+})_j^n \quad (4.5)
\]

with

\[
(w\pm)_j^n = W\pm((\hat{u}_{x-})_j^n, (\hat{u}_{x+})_j^n, \alpha) \quad (4.6)
\]

Because the scheme is the first extension of the \(c-\tau^*\) scheme in which \((u_x)_j^n\) is expressed as an weighted average of \((\hat{u}_{x-})_j^n\) and \((\hat{u}_{x+})_j^n\), for simplicity, hereafter it will be referred to as Scheme w-1. It has been shown numerically that Scheme w-1 is stable if \(|\nu| < 1\) and \(\alpha \geq 0\). However, as will be shown, Scheme w-1 is deficient in one key aspect.

Eqs. (4.4) and (4.6) along with the definition of \(W\pm\) imply that, for any given \(\alpha \geq 0\), \((w_-)_j^n \to 1/2\) and \((w_+)_j^n \to 1/2\) as \(\nu \to 0\). In other words, for Scheme w-1, the “weighted” average on the right side of Eq. (4.5) will approach the simple average as \(\nu \to 0\). According to an explanation given in the last paragraph of Sec. 2.3, this implies that Scheme w-1 will lose its capability to suppress wiggles or overshoots when \(\nu\) becomes small. For this reason, even though the Euler version of Scheme w-1 performs much better than that of the \(w\alpha\) scheme in its ability to resolve shocks and contact discontinuities crisply in a wide range (from 1 to less than 0.001) of the global CFL number (i.e., the maximal value of local CFL numbers), it is handicapped by the fact that wiggles or overshoots can appear near a discontinuity in a generated solution when the local CFL number there becomes extremely small. In the following, it will be shown that this weakness can be overcome by simple modifications of Eq. (4.6).

### 4.2. Scheme w-2

A new scheme, referred to as Scheme w-2 is formed by Eqs. (2.10) and (4.5) with \((w\pm)_j^n\) being given by Eq. (2.42). In other words, although \((u_x)_j^n\) is still constructed as an weighted average of \((\hat{u}_{x-})_j^n\) and \((\hat{u}_{x+})_j^n\), the associated weight factors \((w\pm)_j^n\) are evaluated using \((u_{x-})_j^n\) and \((u_{x+})_j^n\) (which are defined in Eqs. (2.34) and (2.35), respectively). Because the last two parameters, respectively, are identical to the special cases of \((\hat{u}_{x-})_j^n\) and \((\hat{u}_{x+})_j^n\) with \(\tau = 1\) (see Eqs. (2.15), (2.34), (2.35), (3.8), (3.9), (4.1), and (4.2)), their values do not vary with \(\nu\). As such, \((w\pm)_j^n \neq 1/2\) and therefore the weighted average on the right side of Eq. (4.5) will not turn into a simple average when \(\nu = 0\). In other words, Scheme w-2 is still capable of annihilating the
numerical wiggles near a discontinuity even if \( \nu \) becomes small. It has been shown numerically that Scheme w-2 again is stable if \( |\nu| < 1 \) and \( \alpha \geq 0 \).

Note that a possible drawback of Scheme w-2 is that the relation \(|(u_{\bar{x}}^-)^n_j| < |(u_{\bar{x}}^+)^n_j|\) (\( |(u_{\bar{x}}^-)^n_j| > |(u_{\bar{x}}^+)^n_j|\)) does not automatically follow from \(|(\hat{u}_{\bar{x}}^-)^n_j| < |(\hat{u}_{\bar{x}}^+)^n_j|\) (\( |(\hat{u}_{\bar{x}}^-)^n_j| > |(\hat{u}_{\bar{x}}^+)^n_j|\)) and vice versa. As a result, at some local mesh points, it may happen that, of \((\hat{u}_{\bar{x}}^-)^n_j\) and \((\hat{u}_{\bar{x}}^+)^n_j\), the one with smaller absolute value may not be associated with a weight factor \( > 1/2 \). According to a discussion given in the last paragraph of Sec. 2.3, this implies that there is no guarantee that, at all localities, the weighted-averaging induced numerical dissipation will be available to suppress wiggles or overshoots. Despite this possible failing, fortunately it has been demonstrated numerically that, not only are they capable of suppressing wiggles or overshoots robustly, Scheme w-2 and its Euler extensions are also highly accurate.

In the following, schemes that overcome the weakness of Scheme w-1 and also avoid the theoretically possible failing associated with Scheme w-2 will be constructed using two new classes of weighted-averaging techniques more advanced than that given in Eqs. (2.40) and (2.41).

### 4.3. New classes of weighted-averaging techniques

To pave the way, first we shall discuss a limitation of Eqs. (2.40) and (2.41) as a generator of weight factors.

Let \( x_+ \neq 0 \). Then, for a given \( \alpha > 0 \), obviously \( W_- \rightarrow 0 \) and \( W_+ \rightarrow 0 \) as \( |x_+/x_-| \rightarrow 1 \). As such, when \( |x_+/x_-| \) is very close to 1, then both \( W_- \) and \( W_+ \) will be very close to 1/2 unless \( \alpha \gg 1 \). As a result, in case that (i) \( (\hat{u}_{\bar{x}}^-)^n_j \neq 0 \), (ii) \( |(\hat{u}_{\bar{x}}^+)^n_j|/(\hat{u}_{\bar{x}}^-)^n_j| \) is very close to 1 (e.g., when \( \nu \) is very close to 0); and (iii) Eqs. (4.6) is assumed, then the only way to prevent the weighted average that appears on the right side of Eq. (4.5) from becoming almost a simple average (and thus causing the overshoot problem discussed in Sec. 4.1) is to increase the value of \( \alpha \) used. However, this approach may be impracticable because numerical evaluation of a quantity such as \( x^{\alpha} \) for any real number \( x \) generally is hampered by round-off errors and thus becomes highly inaccurate if the value of \( \alpha \) becomes too large, say 100.

To overcome the limitation discussed above, two classes of weighted-averaging techniques much more potent and flexible than that discussed in Sec. 2.3 were presented in Sec. 4.3 of [31]. These new techniques can be used to constructed weighted averages of any set of \( N \) (> 1) parameters. By applying these new techniques for the special case \( N = 2 \) [62], one can construct two more extensions of the \( c-r \) scheme. These extensions, referred to as Schemes w-3 and w-4, are presented in Sec. 4.4 and 4.5, respectively.

### 4.4. Scheme w-3

Let

\[
\sigma = \frac{\sigma_0}{|\nu|} \quad (\sigma_0 > 0 \text{ and } \nu \neq 0) \tag{4.7}
\]

where \( \sigma_0 > 0 \) and \( \alpha > 0 \) are preset parameters in the order of 1. Note that: (i) to avoid dividing by zero, in practice a small positive number such as \( 10^{-20} \) should be added to each of the denominators of the fractions that appear in Eqs. (4.7) and (4.8); and (ii) Eqs. (4.10) and (4.11) imply that

\[
(w'_-)^n_j + (w'_+)^n_j = 1 \tag{4.12}
\]
and

\((w'_-)_{j}^n \geq 0 \quad \text{and} \quad (w'_+)_{j}^n \geq 0\) (4.13)

i.e., \((w'_-)_{j}^n\) and \((w'_+)_{j}^n\) represent a pair of interpolating weight factors. With the aid of these weight factors, Scheme w-3 is formed by Eq. (2.10) and

\((u_{\tilde{X}})_{j}^n = (w'_-)_{j}^n(\tilde{u}_{\tilde{X}^-})_{j}^n + (w'_+)_{j}^n(\tilde{u}_{\tilde{X}^+})_{j}^n\) (4.14)

To explore Scheme w-3, note that an immediate result of Eqs. (4.7)–(4.9) is

\[
\begin{align*}
\left\{ \begin{array}{ll}
0 \leq (w'_-)_{j}^n < 1/2 < (w'_+)_{j}^n \leq 1 & \text{if } |(\tilde{u}_{\tilde{X}^+})_{j}^n| > |(\tilde{u}_{\tilde{X}^-})_{j}^n| \\
(w'_-)_{j}^n = (w'_+)_{j}^n = 1/2 & \text{if } |(\tilde{u}_{\tilde{X}^+})_{j}^n| = |(\tilde{u}_{\tilde{X}^-})_{j}^n| \\
0 \leq (w'_-)_{j}^n < 1/2 < (w'_+)_{j}^n \leq 1 & \text{if } |(\tilde{u}_{\tilde{X}^+})_{j}^n| < |(\tilde{u}_{\tilde{X}^-})_{j}^n|
\end{array} \right. \\
(\nu \neq 0)
\end{align*}
\] (4.15)

In turn, by using Eq. (4.15), Eqs. (4.10) and (4.11) imply that

As such, of \((\tilde{u}_{\tilde{X}^-})_{j}^n\) and \((\tilde{u}_{\tilde{X}^+})_{j}^n\), the one with smaller absolute value is assigned an weight factor > 1/2 in Eq. (4.14). As explained at the end of Sec. 2.3, it follows that Scheme w-3 also has the capability to suppress wiggles or overshoots. In fact, as will be shown, it would retain this capability even when \(|\nu| \ll 1\).

According to Eqs. (4.4) and (4.8), (i) \(\xi(j, n; \alpha)\) implicitly is a function of \(\nu\), and (ii) \(\xi(j, n; \alpha) \to 0\) as \(\nu \to 0\). Let \(\xi(j, n; \alpha)\) varies linearly with \(|\nu|\) in the immediate neighborhood of \(\nu = 0\), i.e.,

\[
\lim_{\nu \to 0^+} (\xi(j, n; \alpha)/|\nu|) = \xi_o^+(j, n; \alpha) \quad \text{and} \quad \lim_{\nu \to 0^-} (\xi(j, n; \alpha)/|\nu|) = \xi_o^-(j, n; \alpha)
\] (4.17)

where \(\xi_o^+(j, n; \alpha)\) and \(\xi_o^-(j, n; \alpha)\) are parameters independent of \(\nu\). Then, by substituting Eq. (4.7) into Eq. (4.9) and using Eq. (4.17), one has

\[
\lim_{\nu \to 0^+} w_j^n = \frac{1}{2} \left[ 1 + \sigma_o \xi_o^+(j, n; \alpha) \right] \quad \text{and} \quad \lim_{\nu \to 0^-} w_j^n = \frac{1}{2} \left[ 1 + \sigma_o \xi_o^-(j, n; \alpha) \right]
\] (4.18)

By assumption, \(\sigma_o > 0\). Thus, one concludes that

\[
\lim_{|\nu| \to 0^+} w_j^n \neq \frac{1}{2}
\] (4.19)

if

\[
\xi_o^+(j, n; \alpha) \neq 0 \quad \text{and} \quad \xi_o^-(j, n; \alpha) \neq 0
\] (4.20)

In turn, with the aid of Eq. (4.19), Eqs. (4.10) and (4.11) imply that

\[
\lim_{|\nu| \to 0^+} (w'_-)_{j}^n \neq \frac{1}{2} \quad \text{and} \quad \lim_{|\nu| \to 0^+} (w'_+)_{j}^n \neq \frac{1}{2}
\] (4.21)

if Eq. (4.20) is assumed. In other words, the expression on the right side of Eq. (4.14) generally would not reduce to the simple average of \((\tilde{u}_{\tilde{X}^-})_{j}^n\) and \((\tilde{u}_{\tilde{X}^+})_{j}^n\), and as such, Scheme w-3 would retain its capability to suppress wiggles and overshoots even when \(|\nu| \ll 1\). This conclusion was supported by the numerical results of Euler solvers [31] which were constructed using the weighted-average technique similar to that presented here.

4.4. Scheme w-4
Scheme w-4 is originally presented in [25]. As will be shown in [62], the weight factors used in this scheme can be constructed using the second class of weighted-averaging techniques reported in Sec. 4.3 of [31]. Let

\[
(\eta_{\pm})_{j}^{n} \overset{\text{def}}{=} \frac{\min\{|(\hat{u}_{\pm})_{j}^{n}|,\|(\bar{u}_{\pm})_{j}^{n}\|^{\alpha}\}}{|\hat{u}_{\pm}^{n}| + |(\hat{u}_{\pm})_{j}^{n}| > 0} (\alpha > 0) \quad \text{and} \quad |(\hat{u}_{\pm})_{j}^{n}| + |(\bar{u}_{\pm})_{j}^{n}| > 0)
\]  

(4.22)

\[
(\bar{w}_{+})_{j}^{n} \overset{\text{def}}{=} \frac{1 + \sigma (\eta_{+})_{j}^{n}}{2 + \sigma[(\eta_{+})_{j}^{n} + (\eta_{-})_{j}^{n}]} \quad (\nu \neq 0)
\]  

(4.23)

and

\[
(\bar{w}_{-})_{j}^{n} \overset{\text{def}}{=} \frac{1 + \sigma (\eta_{-})_{j}^{n}}{2 + \sigma[(\eta_{+})_{j}^{n} + (\eta_{-})_{j}^{n}]} \quad (\nu \neq 0)
\]  

(4.24)

where \(\alpha > 0\) is a preset parameter in the order of 1 while \(\sigma\) is that defined in Eq. (4.7). Note that: (i) to avoid dividing by zero, in practice a small positive number such as \(10^{-20}\) should be added to the denominator of the fraction that appears in Eq. (4.22); and (ii) Eq. (4.22) implies that

\[
(\eta_{+})_{j}^{n} \begin{cases} 
> 0 & \text{if } |(\hat{u}_{\pm})_{j}^{n}| > |(\bar{u}_{\pm})_{j}^{n}| \\
= 0 & \text{if } |(\hat{u}_{\pm})_{j}^{n}| \leq |(\bar{u}_{\pm})_{j}^{n}|
\end{cases}
\]  

and

\[
(\eta_{-})_{j}^{n} \begin{cases} 
> 0 & \text{if } |(\hat{u}_{\pm})_{j}^{n}| > |(\bar{u}_{\pm})_{j}^{n}| \\
= 0 & \text{if } |(\hat{u}_{\pm})_{j}^{n}| \leq |(\bar{u}_{\pm})_{j}^{n}|
\end{cases}
\]  

(4.25)

(4.26)

Eqs. (4.23)–(4.26) imply that: (i) \((\bar{w}_{+})_{j}^{n} + (\bar{w}_{-})_{j}^{n} = 1\) (4.27) and

\[
(\bar{w}_{+})_{j}^{n} > 0 \quad \text{and} \quad (\bar{w}_{-})_{j}^{n} > 0
\]  

(4.28)

i.e., \((\bar{w}_{+})_{j}^{n}\) and \((\bar{w}_{-})_{j}^{n}\) represent a pair of interpolating weight factors; and (ii)

\[
(\bar{w}_{+})_{j}^{n} = (\bar{w}_{-})_{j}^{n} = 1/2 \quad \text{if } |(\hat{u}_{+})_{j}^{n}| = |(\bar{u}_{-})_{j}^{n}|
\]

\[
0 < (\bar{w}_{-})_{j}^{n} < 1/2 < (\bar{w}_{+})_{j}^{n} < 1 \quad \text{if } |(\hat{u}_{+})_{j}^{n}| > |(\bar{u}_{-})_{j}^{n}| \quad (\nu \neq 0)
\]  

(4.29)

\[
(\bar{w}_{+})_{j}^{n} = (\bar{w}_{-})_{j}^{n} = 1/2 \quad \text{if } |(\hat{u}_{-})_{j}^{n}| = |(\bar{u}_{+})_{j}^{n}|
\]

\[
0 < (\bar{w}_{-})_{j}^{n} < 1/2 < (\bar{w}_{+})_{j}^{n} < 1 \quad \text{if } |(\hat{u}_{+})_{j}^{n}| < |(\bar{u}_{-})_{j}^{n}| \quad (\nu \neq 0)
\]

Scheme w-4 is formed by Eq. (2.10) and

\[
(\bar{u}_{\pm})_{j}^{n} = (\bar{u}_{+})_{j}^{n}(\bar{w}_{+})_{j}^{n} + (\bar{u}_{-})_{j}^{n}(\bar{w}_{-})_{j}^{n}
\]  

(4.30)

According to Eq. (4.29), of \((\bar{u}_{\pm})_{j}^{n}\) and \((\bar{u}_{\pm})_{j}^{n}\) in Eq. (4.30), the one with the smaller absolute value is also assigned an weight factor \(> 1/2\). As such, Scheme w-4 also has the capability to suppress wiggles or overshoots. In fact, if \((\eta_{\pm})_{j}^{n}\) varies linearly with \(|\nu|\) in the immediate neighborhood of \(\nu = 0\), one would conclude from the argument that lead to Eq. (4.21) that in general

\[
\lim_{|\nu| \to 0} (\bar{w}_{+})_{j}^{n} \neq \frac{1}{2} \quad \text{and} \quad \lim_{|\nu| \to 0} (\bar{w}_{-})_{j}^{n} \neq \frac{1}{2}
\]  

(4.31)

As such the expression on the right side of Eq. (4.30) generally would not reduce to the simple average of \((\bar{u}_{\pm})_{j}^{n}\) and \((\bar{u}_{\pm})_{j}^{n}\), i.e., Scheme w-4 would also retain its capability to suppress wiggles and overshoots even when \(|\nu| < 1\). This conclusion was supported by the numerical results of Euler solvers [31] which were constructed using the weighted-average technique similar to that presented here.

A rather thorough review of several 2nd-order 1D CESE schemes has been provided in Sec. 2–4. In the following, it will be shown that each of these second-order scheme can be “naturally” extended to become its
4th-order version. In Sec. 5, first we will construct the $a$-4 and $a$-$\epsilon$-4 schemes, i.e., the 4th-order extensions of the $a$ and $a$-$\epsilon$ schemes, respectively.

5. The $a$-4 and $a$-$\epsilon$-4 schemes

To construct the $a$-4 and $a$-$\epsilon$-4 schemes, again we consider Eq. (2.1). Also we will use (i) the same mesh structure and the same CEs and SEs defined in Sec. 2 and (ii) the same definitions of $h^\ast(x, t; j, n)$, $u^\ast$, and $(u_x)_{j, n}^\ast$ defined in Eqs. (2.4) and (2.9). However, Eq. (2.3) is now replaced by

$$u^\ast(x, t; j, n) \equiv u_j^n + (u_{xx})_{j, n}(x - x_j) + (u_{tt})_{j, n}(t - t^n) + \frac{1}{2}(u_{xxx})_{j, n}(x - x_j)^2$$

$$+ \frac{1}{2}(u_x)_{j, n}(x - x_j)(t - t^n) + \frac{1}{2}(u_{tt})_{j, n}(t - t^n)^2 + \frac{1}{6}(u_{xxxx})_{j, n}(x - x_j)^3$$

\[ (5.1) \]

Then one has

$$u_j^n, (u_{xx})_{j, n}, (u_{tt})_{j, n}, (u_{xxx})_{j, n}, (u_{xxxx})_{j, n}, \text{and } (u_{xxxx})_{j, n} \text{ are constants in SE}(j, n).$$

They can be considered as the numerical analogues of the values of $u$, $\partial u/\partial x$, $\partial u/\partial t$, $\partial^2 u/\partial x^2$, $\partial^2 u/\partial x \partial t$, $\partial^2 u/\partial t^2$, $\partial^4 u/\partial x^2 \partial t$, $\partial^3 u/\partial x \partial t^2$, and $\partial^4 u/\partial t^3$ at the mesh point $(j, n)$, respectively. As such $u^\ast(x, t; j, n)$ represents a 3rd-order Taylor’s approximation of $u$.

For any $(j, n) \in \Omega$, let $u = u^\ast(x, t; j, n)$ be a solution to Eq. (2.1) in SE$(j, n)$, i.e.,

$$\frac{\partial u^\ast(x, t; j, n)}{\partial t} + a \frac{\partial u^\ast(x, t; j, n)}{\partial x} \equiv 0 \quad (x, t) \in \text{SE}(j, n)$$

\[ (5.2) \]

Then one has

\[ (u_t)_{j, n}^n = -a(u_{xx})_{j, n}, \quad (u_{xx})_{j, n}^n = -a(u_{tt})_{j, n}, \quad (u_{tt})_{j, n}^n = a^2(u_{xx})_{j, n}, \]

\[ (u_{xxx})_{j, n}^n = -a(u_{xxxx})_{j, n}, \quad (u_{xxxx})_{j, n}^n = a^3(u_{xx})_{j, n} \quad \text{for } (j, n) \in \Omega \]  

\[ (5.3) \]

Substituting Eq. (5.3) into Eq. (5.1), one obtains

$$u^\ast(x, t; j, n) = u_j^n + (u_{xx})_{j, n}^n [(x - x_j) - a(t - t^n)]$$

\[ + \frac{1}{2}(u_{xx})_{j, n}^n [(x - x_j) - a(t - t^n)]^2 + \frac{1}{6}(u_{xxxx})_{j, n}^n [(x - x_j) - a(t - t^n)]^3 \]

\[ (5.4) \]

Thus, (i) $u^\ast(x, t; j, n)$ is a 3rd-order polynomial function of $[(x - x_j) - a(t - t^n)]$; and (ii) $u_j^n$, $(u_{xx})_{j, n}^n$, $(u_{tt})_{j, n}^n$, and $(u_{xxx})_{j, n}^n$ are the only independent mesh variables associated with $(j, n)$. Note that, for the same reason presented immediately following Eq. (2.6), except for flux evaluation, Eq. (5.4) and Eq. (5.7) (see below) are applicable even for $(x, t) \notin \text{SE}(j, n)$.

Let

$$u_{xx}^\ast(x, t; j, n) \equiv \frac{\partial^2 u^\ast(x, t; j, n)}{\partial x^2}$$

\[ (5.5) \]

Then Eqs. (5.2) and (5.4), respectively, imply that

$$\frac{\partial u_{xx}^\ast(x, t; j, n)}{\partial t} + a \frac{\partial u_{xx}^\ast(x, t; j, n)}{\partial x} \equiv 0 \quad (x, t) \in \text{SE}(j, n)$$

\[ (5.6) \]

and

$$u_{xx}^\ast(x, t; j, n) = (u_{xx})_{j, n}^n + (u_{xxxx})_{j, n}^n [(x - x_j) - a(t - t^n)] \quad (x, t) \in \text{SE}(j, n)$$

\[ (5.7) \]

i.e., (i) $u = u_{xx}^\ast(x, t; j, n)$ is also a solution to Eq. (2.1) in SE$(j, n)$; and (ii) $u_{xx}^\ast(x, t; j, n)$ is a first-order polynomial function of $[(x - x_j) - a(t - t^n)]$. Note that the fact that Eq. (5.2) implies Eq. (5.6) is but the special case of the more general result that Eq. (2.1) implies

$$\frac{\partial}{\partial t} \left( \frac{\partial^2 u}{\partial x^2} \right) + a \frac{\partial}{\partial x} \left( \frac{\partial^2 u}{\partial x^2} \right) = 0$$

\[ (5.8) \]
In fact, for a smooth function \( u(x, t) \), the conservation condition Eq. (2.2) implies the conservation condition

\[
\oint_{S(V)} \vec{h}_{xx} \cdot d\vec{s} = 0
\]

(5.9)

where

\[
\vec{h}_{xx} \overset{\text{def}}{=} \frac{\partial^2 h}{\partial x^2} \equiv \left( \frac{\partial^2 u}{\partial x^2} \frac{\partial^2 u}{\partial x^2} \right)
\]

(5.10)

As a result of the above observations on the “equivalence” relation between \( u \) and \( \partial^2 u/\partial x^2 \), the reader should no longer be surprised by the fact that, by replacing the symbols \( u^n_j \), \( (u_x)_j^n \), \( u^*(x, t; j, n) \), and \( \vec{h}^*(x, t; j, n) \) with \( (u_{xx})_j^n \), \( (u_{xxx})_j^n \), \( u^*_{xx}(x, t; j, n) \), and \( \vec{h}^*_{xx}(x, t; j, n) \), respectively, Eqs. (2.4) and (2.6) would turn into

\[
\vec{h}^*_{xx}(x, t; j, n) \overset{\text{def}}{=} (au^*_{xx}(x, t; j, n), u^*_{xx}(x, t; j, n)) \quad (x, t) \in \text{SE}(j, n)
\]

(5.11)

(i.e., the numerical analogue of Eq. (5.10)) and Eq. (5.7), respectively. This structural similarity strongly suggests that the mesh variables \( (u_{xx})_j^n \) and \( (u_{xxx})_j^n \) can be advanced in time by using one of the 2nd-order CESE schemes described earlier with the understanding that the role played by \( u^n_j \), \( (u_x)_j^n \), \( u^*(x, t; j, n) \), and \( \vec{h}^*(x, t; j, n) \) in a 2nd-order CESE scheme be replaced by \( (u_{xx})_j^n \), \( (u_{xxx})_j^n \), \( u^*_{xx}(x, t; j, n) \), and \( \vec{h}^*_{xx}(x, t; j, n) \), respectively. Note that this simplified approach is justified by the observation that \( (u_{xx})_j^n \) and \( (u_{xxx})_j^n \), respectively, appear in the 2nd-order and 3rd-order terms on the right side of Eq. (5.4) and therefore the 4th-order accuracy requirement of \( u^*(x, t; j, n) \) demands only that \( (u_{xx})_j^n \) and \( (u_{xxx})_j^n \), respectively, be 2nd-order and 1st-order in accuracy, i.e., the same orders of accuracy achieved by \( u^n_j \) and \( (u_x)_j^n \) in a 2nd-order CESE scheme.

For the reason presented above, equations such as Eqs. (5.11) and (5.7) hereafter will be designated as the substitution forms of Eqs. (2.4) and (2.6), respectively. With the aid of this designation, in the following \( (u_{xx})_j^n \) and \( (u_{xxx})_j^n \) will be advanced in time using the \( a \) and \( a-c \) schemes.

5.1. Time marching of \( (u_{xx})_j^n \) and \( (u_{xxx})_j^n \)

By imposing the substitution forms of Eqs. (2.7) and (2.8), i.e.,

\[
\oint_{S(\text{CE}_+(j, n))} \vec{h}^*_{xx} \cdot d\vec{s} = 0 \quad (j, n) \in \Omega
\]

(5.12)

and

\[
\oint_{S(\text{CE}_-(j, n))} \vec{h}^*_{xx} \cdot d\vec{s} = 0 \quad (j, n) \in \Omega
\]

(5.13)

and using Eqs. (5.7) and (5.11), one can show that (i)

\[
(u_{xx})_j^n = \frac{1}{2} \left\{ (1 - \nu)[u_{xx} - (1 + \nu)u_{xxx}]_j^{n-1/2} + (1 + \nu)[u_{xx} + (1 - \nu)u_{xxx}]_j^{n+1/2} \right\} \quad (j, n) \in \Omega
\]

(5.14)

and, assuming \(|\nu| \neq 1\), (ii)

\[
(u_{xxx})_j^n = (u_{xxx})_j^n \quad (j, n) \in \Omega
\]

(5.15)

with

\[
(u_{xxx})_j^n \overset{\text{def}}{=} \frac{1}{2} \left\{ [u_{xx} - (1 + \nu)u_{xxx}]_j^{n-1/2} - [u_{xx} + (1 - \nu)u_{xxx}]_j^{n+1/2} \right\}
\]

(5.16)

where \( \nu \), \( (u_{xx})_j^n \), \( (u_{xxx})_j^n \), and \( (u_{xxx})_j^n \) are defined by Eq. (2.9) and

\[
(u_{xx})_j^n \overset{\text{def}}{=} \left( \frac{\Delta x}{4} \right)^2 (u_{xx})_j^n \quad \text{and} \quad (u_{xxx})_j^n \overset{\text{def}}{=} \left( \frac{\Delta x}{4} \right)^3 (u_{xxx})_j^n \quad (j, n) \in \Omega
\]

(5.17)
It can be shown that Eqs. (5.14)–(5.15) are equivalent to the substitution form of Eqs. (2.10) and (2.11). As such, the time marching scheme formed by Eqs. (5.14) and (5.15) literally is the same a scheme defined earlier. Also, one can shown easily that Eq. (5.14) is equivalent to the substitution form of Eq. (2.13), i.e.,

$$\oint_{\Gamma} \tilde{H}_{\tilde{x}} \cdot d\tilde{x} = 0 \quad (j, n) \in \Omega$$

(5.18)

Note that, as explained in Comment (d) given at the end of Sec. 2.1, Eq. (5.18) is a direct result of Eqs. (5.12) and (5.13).

Next let

$$u_{xx}(x, t; j, n) \defeq \left( \frac{\Delta x}{4} \right)^2 u_{xx}(x, t; j, n) \quad \text{and} \quad (u_{xx})^n_j \defeq \left( \frac{\Delta x}{4} \right)^2 (u_{xx})^n_j \quad (j, n) \in \Omega$$

Then the substitution forms of Eqs. (2.14)–(2.18) can be expressed as

$$\begin{align*}
\left( u_{xx}^n \right)^{j+1/2}_{j} &= \left( u_{xx}^n \right)^{j+1/2}(x_{j+1/2}, t^n; j \pm 1/2, n - 1/2) = \left[ u_{xx}^n + (\Delta t/2)u_{xx}^{n-1/2} \right]_{j+1/2} \\
\left( u_{xx}^n \right)^{j+1/2}_{j} &= \left( u_{xx}^n - 2\nu u_{xx}^{n-1/2} \right)_{j+1/2} \\
\left( u_{xx}^c \right)^{n}_j &= \frac{\Delta x}{4} \left( \left( u_{xx}^{n+1/2} \right)_{j+1/2} - \left( u_{xx}^{n-1/2} \right)_{j-1/2} \right) \\
\left( u_{xx}^a \right)^{n}_j &= \frac{1}{4} \left[ \left( u_{xx}^n + 2u_{xx}^{n-1/2} \right)_{j+1/2} - \left( u_{xx}^n - 2\nu u_{xx}^{n-1/2} \right)_{j-1/2} \right]
\end{align*}$$

(5.20)–(5.24)

respectively. Note that the validity of the last equality sign in Eq. (5.20) can be proved using Eqs. (5.7), (5.17) and (5.19) along with the relation \( (u_{xx}^n)^j = -\alpha (u_{xx}^n)^j \) which is part of Eq. (5.3).

Moreover, let the symbol \( \epsilon \) be replaced by \( \epsilon_1 \). Then the substitution form of Eq. (2.19) can be expressed as

$$\left( u_{xx}^n \right)^j = \left( u_{xx}^a \right)^n_j + 2\epsilon_1 (u_{xx}^a - u_{xx}^c)^n_j$$

(5.25)

Obviously Eq. (5.25) reduces to (i) \( (u_{xx}^n)^j = (u_{xx}^a)^n_j \) if \( \epsilon_1 = 0 \); and (ii) \( (u_{xx}^n)^j = (u_{xx}^c)^n_j \) if \( \epsilon_1 = 1/2 \). With the aid of Eqs. (5.16) and (5.24), Eq. (5.25) can be rewritten as

$$\left( u_{xx}^n \right)^j = \frac{1}{2} \left\{ [(1 - \epsilon_1)u_{xx}^n + (2\epsilon_1 - 1 - \nu)u_{xx}^{n-1/2}]_{j+1/2} - [(1 - \nu)u_{xx}^n + (1 - \nu - 2\epsilon_1)u_{xx}^{n-1/2}]_{j-1/2} \right\}$$

(5.26)

Obviously Eq. (5.26) is the substitution form of Eq. (2.19a) if the symbol \( \epsilon \) in the latter equation is replaced by \( \epsilon_1 \).

Because (i) \( (u_{xx}^n)^j \) and \( (u_{xx}^c)^n_j \) can be explicitly evaluated in terms of the mesh variables at the \( n - 1/2 \)th time level using Eqs. (5.14) and (5.26), and (ii) the latter equations are equivalent to the substitution forms of Eqs. (2.10) and (2.19a), it has been shown that indeed \( (u_{xx}^n)^j \) and \( (u_{xx}^c)^n_j \) can be advanced in time using the \( a-\epsilon \) scheme.

This completes the description of the first step in the construction of the \( a-\epsilon \)-4 scheme. In the following, we describe the second step, i.e., the details of how \( u_{xx}^a \) and \( (u_{xx}^c)^n_j \) can be advanced in time. As a preliminary, we conclude this subsection with the following remarks:

(a) As a result of its construction, the scheme formed by Eqs. (5.14) and (5.26) observes both the conservation relations Eqs. (5.12) and (5.13) if and only if \( \epsilon_1 = 0 \).
5.2. Time marching of \( u_j^n \) and \( (u_x)_j^n \)

Let

\[
(s_+)_j^n = \left[ u - (1 + \nu)u_x + \frac{2(1 + \nu + \nu^2)}{3}u_{xx} - \frac{(1 + \nu)(1 + \nu^2)}{3}u_{xxx} \right]_j^n \quad (j, n) \in \Omega \tag{5.27}
\]

\[
(s_-)_j^n = \left[ u + (1 - \nu)u_x + \frac{2(1 - \nu + \nu^2)}{3}u_{xx} + \frac{(1 - \nu)(1 + \nu^2)}{3}u_{xxx} \right]_j^n \quad (j, n) \in \Omega \tag{5.28}
\]

Then, assuming Eqs. (2.4), (2.9), (5.4), and (5.17), it can be shown that the conservation relations Eqs. (2.7) and (2.8) are equivalent to

\[
(1 - \nu) \left\{ \left[ u + (1 + \nu)u_x + \frac{2(1 + \nu + \nu^2)}{3}u_{xx} + \frac{(1 + \nu)(1 + \nu^2)}{3}u_{xxx} \right]_j^n - (s_+)_j^{n-1/2} \right\} = 0 \tag{5.29}
\]

and

\[
(1 + \nu) \left\{ \left[ u - (1 - \nu)u_x + \frac{2(1 - \nu + \nu^2)}{3}u_{xx} - \frac{(1 - \nu)(1 + \nu^2)}{3}u_{xxx} \right]_j^n - (s_-)_j^{n-1/2} \right\} = 0 \tag{5.30}
\]

respectively.

By adding Eqs. (5.29) and (5.30) together, one has

\[
u_j^n = \frac{1}{2} \left[ (1 - \nu)(s_+)_j^{n-1/2} + (1 + \nu)(s_-)_j^{n-1/2} \right] - \frac{2\nu}{3}(u_{xx})_j^n \quad (j, n) \in \Omega \tag{5.31}
\]

Let \( 1 - \nu^2 \neq 0 \), i.e., \( 1 - \nu \neq 0 \) and \( 1 + \nu \neq 0 \). Then Eqs. (5.29) and (5.30) can be divided by \( (1 - \nu) \) and \( (1 + \nu) \), respectively. By subtracting the resulting equations from each other, one has

\[
(u_x)_j^n = (u_{a-4})_j^n \quad (j, n) \in \Omega \tag{5.32}
\]

where

\[
(u_{a-4})_j^n = \frac{1}{2} \left[ (s_+)_j^{n-1/2} - (s_-)_j^{n-1/2} \right] - \frac{2\nu}{3}(u_{xx})_j^n - \frac{1}{3}(1 + \nu^2)(u_{xxx})_j^n \quad (j, n) \in \Omega \tag{5.33}
\]

Hereafter the superscript “4” is used to distinguish the parameters introduced in the current construction of the 4th-order schemes from their counterparts in the 2nd-order schemes.

At this juncture, note that:

(a) The zero-order and first-order terms in the third-order expansion on the right side of Eq. (5.4) are identical to those in the first-order expansion on the right side of Eq. (2.6), and (ii) Eqs. (5.31) and (5.32) were obtained by imposing the conservation relations Eqs. (2.7) and (2.8) and assuming Eqs. (2.4) and (5.4) while Eqs. (2.10) and (2.11) were obtained by imposing the same conservation relations and assuming Eqs. (2.4) and (2.6). As such, one would expect that Eqs. (5.31) and (5.32) differ from Eqs. (2.10) and (2.11) only in the appearance of the extra 2nd-order and 3rd-order terms in the former equations. With the aid of Eqs. (2.12), (5.27), (5.28), and (5.33), the reader can prove for himself that this is indeed true.
(b) Assuming Eqs. (2.4), (2.9), (5.4), (5.17), (5.27), and (5.28), it has been shown that Eqs. (2.7) and (2.8) imply (i) Eq. (5.31) for all \( \nu \); and (ii) Eq. (5.32) if \(|\nu| \neq 1\). On the other hand, it can be shown that Eqs. (5.31) and (5.32) are equivalent to

\[
\left[ u + (1 + \nu)u_x + \frac{2(1 + \nu + \nu^2)}{3} u_{x\bar{x}} + \frac{(1 + \nu)(1 + \nu^2)}{3} u_{x\bar{x}\bar{x}} \right]_j^n (s_+)^{n-1/2} = 0 \tag{5.29a}
\]

and

\[
\left[ u - (1 - \nu)u_x + \frac{2(1 - \nu + \nu^2)}{3} u_{x\bar{x}} - \frac{(1 - \nu)(1 + \nu^2)}{3} u_{x\bar{x}\bar{x}} \right]_j^n (s_-)^{n-1/2} = 0 \tag{5.30a}
\]

for all \( \nu \). Because (i) Eqs. (5.29a) and (5.30a) imply Eqs. (5.29) and (5.30), respectively; and (ii) Eqs. (5.29) and (5.30) are equivalent to Eqs. (2.7) and (2.8), respectively, one concludes that, for all \( \nu \), the last two conservation conditions are enforced by Eqs. (5.31) and (5.32).

(c) Under the current assumptions, it can be shown that Eq. (5.31) is equivalent to the conservation relation Eq. (2.13).

For Eqs. (5.31) and (5.32) to be considered as a complete marching scheme for \( u_j^n \) and \( (u_x)_j^n \), the mesh variables \((u_x)_j^n\) and \((u_{x\bar{x}})_j^n\) which appear on the right sides of Eqs. (5.31) and (5.33) must be expressed explicitly in terms of the mesh variables at the \((n - 1/2)\)th time level. In the current construction, this is done by demanding that the former mesh variables be evaluated in terms of the latter mesh variables using Eqs. (5.14) and (5.26). By using this assumption and Eqs. (5.27) and (5.28), Eqs. (5.31)–(5.33) can now be cast into the forms by which \( u_j^n \) and \( (u_x)_j^n \) can be evaluated in terms of the mesh variables at the \((n - 1/2)\)th time level, i.e.,

\[
u_j^n = \frac{1 - \nu}{2} \left[ u - (1 + \nu)u_x + \frac{2\nu(1 + \nu)}{3} u_{x\bar{x}} + \frac{(1 + \nu)(1 - \nu^2)}{3} u_{x\bar{x}\bar{x}} \right]_{j+1/2}^{n-1/2} (j, n) \in \Omega \tag{5.34}
\]

\[
\frac{1 + \nu}{2} \left[ u + (1 - \nu)u_x - \frac{2\nu(1 - \nu)}{3} u_{x\bar{x}} - \frac{(1 - \nu)(1 + \nu^2)}{3} u_{x\bar{x}\bar{x}} \right]_{j-1/2}^{n-1/2} (j, n) \in \Omega \tag{5.35}
\]

and

\[
(u_x)_j^n = [u_x^{n-4}(\epsilon_1)]_j^n (j, n) \in \Omega \tag{5.36}
\]

where

\[
[u_x^{n-4}(\epsilon_1)]_j^n = \frac{1}{2} \left[ u - (1 + \nu)u_x + \frac{1 + 3\nu^2 + \epsilon_1(1 + \nu^2)}{3} u_{x\bar{x}} + \frac{2[\nu(1 - \nu^2) - \epsilon_1(1 + \nu^2)]}{3} u_{x\bar{x}\bar{x}} \right]_{j+1/2}^{n-1/2} (j, n) \in \Omega
\]

\[
- \frac{1}{2} \left[ u + (1 - \nu)u_x + \frac{1 + 3\nu^2 + \epsilon_1(1 + \nu^2)}{3} u_{x\bar{x}} + \frac{2[\nu(1 - \nu^2) + \epsilon_1(1 + \nu^2)]}{3} u_{x\bar{x}\bar{x}} \right]_{j-1/2}^{n-1/2} (j, n) \in \Omega
\]

At this juncture, note that:

(a) As a result of how Eqs. (5.34)–(5.36) are derived, one concludes that: (i) Eqs. (5.14) and (5.34) satisfy Eq. (5.31) automatically; and (ii) Eqs. (5.14), (5.26), and (5.35) satisfy Eqs. (5.32) automatically. Because the conservation relations Eq. (2.7) and (2.8), in turn, are enforced by Eqs. (5.31) and (5.32) for all \( \nu \) (see Comment (b) given following Eq. (5.33)), the two conservation relations are observed by the scheme formed by Eqs. (5.14), (5.26), (5.34), and (5.35) for all \( \nu \) and \( \epsilon_1 \).

(b) It is pointed out earlier (see comments (a) and (b) given at the end of Sec. 5.1) that the scheme formed by Eqs. (5.14) and (5.26) observes (i) the conservation relations Eqs. (5.12) and (5.13) if \( \epsilon_1 = 0 \); and (ii) only the conservation relation Eq. (5.18) if \( \epsilon_1 \neq 0 \).
(c) As a result of the comments made in the above items (a) and (b), one concludes that the special scheme formed by Eqs. (5.14), (5.26), (5.34), and (5.35) with \( \epsilon_1 = 0 \) observes the four conservation relations Eqs. (2.7), (2.8), (5.12), and (5.13). In fact, for this special scheme, the time evolution of the four independent mesh variables \( u^n_j, (u_x^n)^n_j, (u_{xx}^n)^n_j, \) and \( (u_{xxx}^n)^n_j \) is completely determined by these four conservation relations. As such, this special scheme is referred to as the \( a-4 \) scheme.

(d) On the other hand, for the case \( \epsilon_1 \neq 0 \), the scheme defined in the above item (a) satisfies only three conservation relations, i.e., Eqs. (2.7), (2.8), and (5.18). In the following, this scheme will be extended so that the extension satisfies only the two least stringent conservation relations Eq. (2.13) and (2.18).

To proceed, first we will construct the current version of \( (u_x^n)^n_j \) which was defined in Eq. (2.16). As a preliminary, Taylor’s expansion is invoked to obtain

\[
\begin{align*}
\quad u(x_j \pm [(1 + \tau)\Delta x/4], t^n) &= \left\{ 1 \pm [(1 + \tau)\Delta x/4] \partial / \partial x + (1/2) \right. \\
&\left. \quad \times [(1 + \tau)\Delta x/4]^2 \partial^2 / \partial x^2 + (1/6) \right. \\
&\left. \quad \times [(1 + \tau)\Delta x/4]^3 \partial^3 / \partial x^3 + (1/24) \right. \\
&\left. \quad \times [(1 + \tau)\Delta x/4]^4 \partial^4 / \partial x^4 \right\} u(x_j, t^n) + O[(\Delta x)^4] \\
\quad \quad (\tau > -1)
\end{align*}
\]

Here (i) \( \tau > -1 \) is an adjustable parameter, and (ii) \( x_j + [(1 + \tau)\Delta x/4], t^n \) and \( x_j - [(1 + \tau)\Delta x/4], t^n \), are the coordinates of points \( P^+ \) and \( P^- \) depicted in Fig. 3, respectively. By subtracting the two equations in Eq. (5.37) from each other and then rearranging the resulting equation, one has

\[
\frac{\partial u}{\partial x}(x_j, t^n) = \frac{u(x_j + [(1 + \tau)\Delta x/4], t^n) - u(x_j - [(1 + \tau)\Delta x/4], t^n)}{(1 + \tau)\Delta x/2} - \frac{(1 + \tau)\Delta x}{96} \frac{\partial^3 u}{\partial x^3}(x_j, t^n) + O[(\Delta x)^4]
\]

Next, by using Eqs. (3.6) and (3.7), one has

\[
\quad u(x_j \pm [(1 + \tau)\Delta x/4], t^n) = u(x_j \pm 1/2 \mp [(1 - \tau)\Delta x/4], t^{n-1/2} + \Delta t/2)
\]

The expression on the right side of Eq. (5.39) can be expressed as a Taylor’s expansion about the point \( (x_j \pm 1/2, t^{n-1/2}) \). Substituting the expansion into Eq. (5.39), one has

\[
\quad u(x_j \pm [(1 + \tau)\Delta x/4], t^n) = u^4(P^\pm) + 4\text{-th order terms involving } \Delta t \text{ and } \Delta x
\]

where

\[

u^4(P^\pm) \overset{\text{def}}{=} \left\{ 1 + \left\{ \left( \Delta t/2 \right) \partial / \partial t \mp [(1 - \tau)\Delta x/4] \partial / \partial x \right\} + (1/2) \left\{ \left( \Delta t/2 \right) \partial / \partial t \mp [(1 - \tau)\Delta x/4] \partial / \partial x \right\}^2 \\
+ (1/6) \left\{ \left( \Delta t/2 \right) \partial / \partial t \mp [(1 - \tau)\Delta x/4] \partial / \partial x \right\}^3 \right\} u(x_j \pm 1/2, t^{n-1/2})
\]

Hereafter, we consider only a mesh refinement procedure in which the ratio \( \Delta t / \Delta x \) and the parameter \( \tau \) are held constant as \( \Delta t \to 0 \) and \( \Delta x \to 0 \). Because the advection speed \( a \) is a constant, in such a mesh refinement procedure, \( \nu \) is also held constant as \( \Delta t \to 0 \) and \( \Delta x \to 0 \). Moreover, with this assumption, the 4th-order terms which appear on the right side of Eq. (5.40) can be expressed as \( O[(\Delta x)^4] \), i.e., Eq. (5.40) can be expressed as

\[
\quad u(x_j \pm [(1 + \tau)\Delta x/4], t^n) = u^4(P^\pm) + O[(\Delta x)^4]
\]

In turn, by substituting Eqs. (5.42) into Eq. (5.38), one has

\[
\frac{\partial u}{\partial x}(x_j, t^n) = \frac{u^4(P^+)}{(1 + \tau)\Delta x/2} - \frac{(1 + \tau)\Delta x}{96} \frac{\partial^3 u}{\partial x^3}(x_j, t^n) + O[(\Delta x)^4]
\]
For any \((j, n) \in \Omega\), \(u^4(P^+)\) and \(u^4(P^-)\) will be approximated by

\[
\begin{align*}
    u^4(P^+) & \equiv u^*(x_j + [(1 + \tau)\Delta x/4], t^n; j + 1/2, n - 1/2) \\
    & \equiv [u - (1 - \tau + 2\nu)u_{\bar{x}} + (1/2)(1 - \tau + 2\nu)^2 u_{\bar{\bar{x}}} - (1/6)(1 - \tau + 2\nu)^3 u_{\bar{\bar{\bar{x}}}}]_{j+1/2}^{n-1/2} 
\end{align*}
\]  

(5.44)

and

\[
\begin{align*}
    u^4(P^-) & \equiv u^*(x_j - [(1 + \tau)\Delta x/4], t^n; j - 1/2, n - 1/2) \\
    & \equiv [u + (1 - \tau - 2\nu)u_{\bar{x}} + (1/2)(1 - \tau - 2\nu)^2 u_{\bar{\bar{x}}} + (1/6)(1 - \tau - 2\nu)^3 u_{\bar{\bar{\bar{x}}}}]_{j-1/2}^{n-1/2} 
\end{align*}
\]  

(5.45)

respectively. According to Eqs. (3.6), (3.7), and (5.1)–(5.4), \(u^4(P^+)\) is the 3rd-order Taylor’s approximation (i.e., the error is \(O([\Delta x]^4]\)) of \(u\) at \(P^+\) evaluated using the mesh variables \((j + 1/2, n - 1/2)\) while \(u^4(P^-)\) is that at \(P^-\) evaluated using the mesh variables \((j - 1/2, n - 1/2)\). Note that the validity of the last equality signs on the right sides of Eqs. (5.44) and (5.45) follows from Eqs. (2.9), (3.6), (3.7), (5.4) and (5.17). Moreover, according to Eq. (5.43), the parameter

\[
\left[ u_4^j(\tau) \right]_n^j \equiv \frac{u^4(P^+) - u^4(P^-)}{(1 + \tau)\Delta x/2} - \frac{[(1 + \tau)\Delta x]^2}{96}(u_{\bar{\bar{\bar{x}}}})_j^n 
\]

(5.46)

represents a numerical analogue of the value of \(\partial u/\partial x\) at \((j, n)\) with 3rd-order accuracy. This is consistent with the 4th-order accuracy requirement of \(u^*(x, t; j, n)\) because \((u_4)_j^n\) (the numerical analogue of \(\partial u/\partial x\)) appears in the first-order term on the right side of Eq. (5.4). By using Eq. (5.17) and

\[
\left[ u_4^j(\tau) \right]_n^j = \frac{\Delta x}{4} [u_4^j(\tau)]_j^n 
\]

(5.47)

Eq. (5.46) can be cast into its normalized form, i.e.,

\[
\left[ u_4^j(\tau) \right]_n^j \equiv \frac{u^4(P^+) - u^4(P^-)}{2(1 + \tau)} - \frac{(1 + \tau)^2}{6}(u_{\bar{\bar{\bar{x}}}})_j^n 
\]

(5.48)

Because points \(P^+\) and \(P^-\) coincide with the mesh points \((j + 1/2, n)\) and \((j - 1/2, n)\), respectively, when \(\tau = 1\), the current version of \((u_4)_j^n\) is defined by

\[
(u_4^{(4)})_j^n \equiv [u_4^j(1)]_n^j = \frac{1}{4} \left[ u - 2\nu u_{\bar{x}} + 2\nu^2 u_{\bar{\bar{x}}} - \frac{4\nu^3}{3} u_{\bar{\bar{\bar{x}}}} \right]_{j+1/2}^{n-1/2} \\
- \frac{1}{4} \left[ u - 2\nu u_{\bar{x}} + 2\nu^2 u_{\bar{\bar{x}}} - \frac{4\nu^3}{3} u_{\bar{\bar{\bar{x}}}} \right]_{j-1/2}^{n-1/2} - \frac{2}{3}(u_{\bar{\bar{\bar{x}}}})_j^n 
\]

(5.49)

The validity of the last equality sign in Eq. (5.49) can be proved by using Eqs. (5.44), (5.45), and (5.48) with \(\tau = 1\). Substituting Eq. (5.26) into the last term on the right side of Eq. (5.49) and denoting the resulting expression as \([u_4^{(4)}(\epsilon_1)]_j^n\), one concludes that

\[
[u_4^{(4)}(\epsilon_1)]_j^n = \frac{1}{4} \left\{ u - 2\nu u_{\bar{x}} + \left[ 2\nu^2 - \frac{4(1 - \epsilon_1)}{3} \right] u_{\bar{\bar{x}}} + \frac{4(1 + \nu - \nu^3 - 2\epsilon_1)}{3} u_{\bar{\bar{\bar{x}}}} \right\}_{j+1/2}^{n-1/2} \\
- \frac{1}{4} \left\{ u - 2\nu u_{\bar{x}} + \left[ 2\nu^2 - \frac{4(1 - \epsilon_1)}{3} \right] u_{\bar{\bar{x}}} - \frac{4(1 - \nu + \nu^3 - 2\epsilon_1)}{3} u_{\bar{\bar{\bar{x}}}} \right\}_{j-1/2}^{n-1/2} 
\]

(5.50)
By definition, the $a$-$\epsilon$-4 scheme is formed by Eqs. (5.14), (5.26), (5.34), and
\[
(u_{\bar{x}})^n_j = \left[ u_{\bar{x}}^{a_4}(\epsilon_1) \right]^n_j + 2\epsilon_2 \left[ u_{\bar{x}}^{a_4}(\epsilon_1) - u_{\bar{x}}^{a_4}(\epsilon_2) \right]_j \quad (j, n) \in \Omega
\] (5.51)
where $\epsilon_2$ is another adjustable parameter. With the aid of Eqs. (5.36) and (5.50), Eq. (5.51) can be expressed as
\[
(u_{\bar{x}})^n_j = \frac{1}{6} \left\{ 3(1 - \epsilon_2)u - 3(1 + \nu - 2\epsilon_2)u_{\bar{x}} + \left[ 1 + 3\nu^2 - 6\epsilon_2 + (1 + \nu^2)\epsilon_1 + 2(1 - \nu^2)\epsilon_1\epsilon_2 \right]u_{\bar{x}} \right. \\
+ 2\left[ \nu(1 - \nu^2) + 2\epsilon_2 - (1 + \nu^2)\epsilon_1 - 2(1 - \nu^2)\epsilon_1\epsilon_2 \right]u_{\bar{x}} \left. \right\}^{n-1/2}_{j+1/2} \\
- \frac{1}{6} \left\{ 3(1 - \epsilon_2)u + 3(1 - \nu - 2\epsilon_2)u_{\bar{x}} + \left[ 1 + 3\nu^2 - 6\epsilon_2 + (1 + \nu^2)\epsilon_1 + 2(1 - \nu^2)\epsilon_1\epsilon_2 \right]u_{\bar{x}} \right. \\
+ 2\left[ \nu(1 - \nu^2) - 2\epsilon_2 + (1 + \nu^2)\epsilon_1 + 2(1 - \nu^2)\epsilon_1\epsilon_2 \right]u_{\bar{x}} \left. \right\}^{n-1/2}_{j-1/2} \quad (j, n) \in \Omega
\] (5.52)

We conclude this subsection with the following remarks:
(a) Eqs. (5.51) reduces to (i) $(u_{\bar{x}})^n_j = \left[ u_{\bar{x}}^{a_4}(\epsilon_1) \right]^n_j$ if $\epsilon_2 = 0$; and (ii) $(u_{\bar{x}})^n_j = \left[ u_{\bar{x}}^{a_4}(\epsilon_1) \right]^n_j$ if $\epsilon_2 = 1/2$. Because the $a$-$4$ scheme is the special scheme formed by Eqs. (5.14), (5.26), (5.34) and (5.35) with $\epsilon_1 = 0$, the $a$-$\epsilon$-4 scheme reduces to the $a$-$4$ scheme when $\epsilon_2 = 0$.
(b) Because of how they are derived, by replacing the symbol $\epsilon_2$ with $\epsilon$ and dropping all the 2nd-order and 3rd-order terms, Eqs. (5.34) and (5.52), respectively, will become Eqs. (2.10) and (2.19a), the defining equations of the $a$-$\epsilon$ scheme.

In the following, we will discuss the stability of the $a$-$\epsilon$-4 scheme. As a preliminary, the scheme will be cast into a matrix form.

### 5.3. Matrix form of the $a$-$\epsilon$-4 scheme

The component equations of the $a$-$\epsilon$-4 scheme, i.e., Eqs. (5.14), (5.26), (5.34) and (5.52), can be cast into the matrix equation
\[
\vec{q}(j, n) = Q_{-}(\epsilon_1, \epsilon_2, \nu) \vec{q}(j + 1/2, n - 1/2) + Q_{+}(\epsilon_1, \epsilon_2, \nu) \vec{q}(j - 1/2, n - 1/2) \quad (j, n) \in \Omega
\] (5.53)
where
\[
\vec{q}(j, n) \overset{\text{def}}{=} \begin{pmatrix} u_j^n \\ (u_{\bar{x}})_j^n \\ (u_{\bar{x}x})_j^n \end{pmatrix} \quad (j, n) \in \Omega
\] (5.54)
and
\[
Q_{\pm}(\epsilon_1, \epsilon_2, \nu) \overset{\text{def}}{=} \begin{pmatrix} q_{11}^\pm & q_{12}^\pm & q_{13}^\pm & q_{14}^\pm \\ q_{21}^\pm & q_{22}^\pm & q_{23}^\pm & q_{24}^\pm \\ 0 & 0 & q_{33}^\pm & q_{34}^\pm \\ 0 & 0 & q_{43}^\pm & q_{44}^\pm \end{pmatrix}
\] (5.55)
with
\[
q_{11}^\pm \overset{\text{def}}{=} \frac{1 \pm \nu}{2}, \quad q_{12}^\pm \overset{\text{def}}{=} \frac{1 - \nu^2}{2}, \quad q_{13}^\pm \overset{\text{def}}{=} \frac{\nu(1 - \nu^2)}{3}, \quad q_{14}^\pm \overset{\text{def}}{=} \frac{(1 - \nu^2)^2}{6}
\] (5.56)
With the aid of Eqs. (5.56)–(5.58) and (5.62), it can be shown that the errors. Let the time levels. To be specific, consider the evolution introduced initially at any time level are amplified without bound as they propagate down the subsequent solution associated with the contaminated initial values. Then the submatrices in the top-left and bottom-right corners of the 4×4 matrix $Q_{\pm}(\epsilon_1, \epsilon_2, \nu)$ may be abbreviated as $Q_+$ and $Q_-$, respectively.

Eq. (5.53) represents the form of the a-\(\epsilon\)-4 scheme by which mesh variables can be advanced over \(\Delta t/2\). By comparing Eq. (5.53) successively over two consecutive marching steps, one obtains a compounded form by which mesh variables can be advanced over \(\Delta t\), i.e.,

$$q(j, n + 1) = (Q_+)^2 q(j - 1, n) + (Q_+ + Q_-) q(j, n) + (Q_-)^2 q(j + 1, n) \quad (j, n) \in \Omega \quad (5.59)$$

Eq. (5.59) has the advantage that the mesh variables involved are associated with mesh points which are not staggered in space-time.

To further explore the relations between the a-\(\epsilon\)-4 and a-\(\epsilon\) schemes, note that the component equations of the a-\(\epsilon\) scheme, i.e., Eqs. (2.10) and (2.19a), can be cast into the matrix form

$$\tilde{q}(j, n) = M_- (\epsilon, \nu) \tilde{q}(j + 1/2, n - 1/2) + M_+ (\epsilon, \nu) \tilde{q}(j - 1/2, n + 1/2) \quad (j, n) \in \Omega \quad (5.60)$$

where

$$\tilde{q}(j, n) \equiv \begin{pmatrix} u^n_j \\ (u^n_j) \end{pmatrix} \quad (j, n) \in \Omega \quad (5.61)$$

and

$$M_{\pm}(\epsilon, \nu) \equiv \frac{1}{2} \begin{pmatrix} 1 \pm \nu & \pm(1 - \nu^2) \\ \mp(1 - \epsilon) & 2\epsilon - 1 \pm \nu \end{pmatrix} \quad -\infty < \epsilon < +\infty \quad (5.62)$$

With the aid of Eqs. (5.56)–(5.58) and (5.62), it can be shown that

$$\begin{pmatrix} q_{11}^\pm \quad q_{12}^\pm \\ q_{21}^\pm \quad q_{22}^\pm \end{pmatrix} = M_{\pm}(\epsilon_2, \nu) \quad (5.63)$$

and

$$\begin{pmatrix} q_{33}^\pm \quad q_{34}^\pm \\ q_{43}^\pm \quad q_{44}^\pm \end{pmatrix} = M_{\pm}(\epsilon_1, \nu) \quad (5.64)$$

By comparing Eqs. (5.63) and (5.64) with Eq. (5.55), one now arrives at the conclusion that the 2×2 submatrices in the top-left and bottom-right corners of the 4×4 matrix $Q_{\pm}(\epsilon_1, \epsilon_2, \nu)$ are $M_{\pm}(\epsilon_2, \nu)$ and $M_{\pm}(\epsilon_1, \nu)$, respectively.

Because of the relations Eqs. (5.63) and (5.64), as will be shown in the next subsection, the a-\(\epsilon\)-4 and a-\(\epsilon\) schemes share essentially the same stability conditions.

5.4. Stability conditions of the a-\(\epsilon\)-4 scheme

Note that a scheme such as Eq. (5.53) would become computationally unstable if the round-off errors introduced initially at any time level are amplified without bound as they propagate down the subsequent time levels. To be specific, consider the effect of contamination of the initial values by round-off errors. Let $\tilde{q}(j, n)$ denote the solution associated with the given exact initial values while $\tilde{q}(j, n) + \delta\tilde{q}(j, n)$ denote the solution associated with the contaminated initial values. Then $\tilde{q}(j, n)$ must satisfy Eq. (5.53). Also, because
By subtracting Eq. (5.53) from (5.65), one has

$$\bar{q}(j, n) + \delta \bar{q}(j, n) = Q_- [\bar{q}(j + 1/2, n - 1/2) + \delta \bar{q}(j + 1/2, n - 1/2)]$$

$$+ Q_+ [\bar{q}(j - 1/2, n - 1/2) + \delta \bar{q}(j - 1/2, n - 1/2)] \quad (j, n) \in \Omega$$

(5.65)

By subtracting Eq. (5.53) from (5.65), one has

$$\delta \bar{q}(j, n) = Q_- \delta \bar{q}(j + 1/2, n - 1/2) + Q_+ \delta \bar{q}(j - 1/2, n - 1/2) \quad (j, n) \in \Omega$$

(5.66)

Thus the time evolution of $\delta \bar{q}(j, n)$, which represents the solution errors induced by the initial-value contamination, is also governed by the scheme Eq. (5.53). For this reason, stability of the linear scheme Eq. (5.53) can be determined by the time-evolution behavior of $\delta \bar{q}(j, n)$ itself.

The stability of the $a$-$\epsilon$-4 scheme will be studied using the von Neumann method. In this method (see Sec. 4 in [1] for a rigorous treatment based on the discrete Fourier analysis), the time-evolution behavior of each Fourier component (characterized by a phase angle $\theta$) of $\bar{q}(j, n)$ is studied separately. Because these components propagate in time independently for a linear scheme such as Eq. (5.53), the scheme is stable if only if each component is bounded as it evolves in time.

Let

$$\bar{q}(j, n) = q^*(n, \theta)e^{i \theta} \quad (j, n) \in \Omega; -\infty < \theta < +\infty; i \overset{\text{def}}{=} \sqrt{-1}$$

(5.67)

Here (i) $\theta$ is the phase angle variation of a Fourier component over the length $\Delta x$, and (ii) $q^*(n, \theta)$ is a $2 \times 1$ column matrix. Substituting Eq. (5.67) into Eq. (5.59), one has

$$q^*(n + 1, \theta) = [Q(\epsilon_1, \epsilon_2, \nu, \theta)]^2 q^*(n, \theta) \quad n = 0, \pm 1/2, \pm 1, \pm 3/2, \ldots$$

(5.68)

where

$$Q(\epsilon_1, \epsilon_2, \nu, \theta) = e^{i \theta/2}Q_- (\epsilon_1, \epsilon_2, \nu) + e^{-i \theta/2}Q_+ (\epsilon_1, \epsilon_2, \nu)$$

$$= \begin{pmatrix}
e^{i \theta/2}q_{11}^- + e^{-i \theta/2}q_{11}^+ & e^{i \theta/2}q_{12}^- + e^{-i \theta/2}q_{12}^+ & e^{i \theta/2}q_{13}^- + e^{-i \theta/2}q_{13}^+ & e^{i \theta/2}q_{14}^- + e^{-i \theta/2}q_{14}^+ \\
e^{i \theta/2}q_{21}^- + e^{-i \theta/2}q_{21}^+ & e^{i \theta/2}q_{22}^- + e^{-i \theta/2}q_{22}^+ & e^{i \theta/2}q_{23}^- + e^{-i \theta/2}q_{23}^+ & e^{i \theta/2}q_{24}^- + e^{-i \theta/2}q_{24}^+ \\
0 & 0 & e^{i \theta/2}q_{33}^- + e^{-i \theta/2}q_{33}^+ & e^{i \theta/2}q_{34}^- + e^{-i \theta/2}q_{34}^+ \\
0 & 0 & e^{i \theta/2}q_{43}^- + e^{-i \theta/2}q_{43}^+ & e^{i \theta/2}q_{44}^- + e^{-i \theta/2}q_{44}^+ 
\end{pmatrix}$$

(5.69)

Because of Eq. (5.68), $[Q(\epsilon_1, \epsilon_2, \nu, \theta)]^2$ is referred to as the amplification matrix of the $a$-$\epsilon$-4 scheme per marching cycle (i.e., per $\Delta t$) while $Q(\epsilon_1, \epsilon_2, \nu, \theta)$ is referred to as the amplification factor per marching step (i.e., per $\Delta t/2$). Also by using Eq. (5.68), one has

$$q^*(n + m, \theta) = [Q(\epsilon_1, \epsilon_2, \nu, \theta)]^{2m} q^*(n, \theta) \quad m = 1, 2, 3, \ldots; n = 0, \pm 1/2, \pm 1, \pm 3/2, \ldots$$

(5.70)

There is an important relation between the matrix $Q(\epsilon_1, \epsilon_2, \nu, \theta)$ and the amplification matrix per marching step of the $a$-$\epsilon$ scheme, i.e.,

$$M(\epsilon, \nu, \theta) \overset{\text{def}}{=} e^{i \theta/2}M_-(\epsilon, \nu) + e^{-i \theta/2}M_+(\epsilon, \nu) \equiv$$

$$\begin{pmatrix}
\cos(\theta/2) - i \nu \sin(\theta/2) & -i(1 - \nu^2) \sin(\theta/2) \\
i(1 - \epsilon) \sin(\theta/2) & (2 \epsilon - 1) \cos(\theta/2) - i \nu \sin(\theta/2)
\end{pmatrix} \quad -\infty < \epsilon < +\infty$$

(5.71)
In fact, it follow from Eqs. (5.63), (5.64), (5.69), and (5.71) that
\[
\begin{pmatrix}
e^{i\theta/2}q_{11}^+ + e^{-i\theta/2}q_{11}^- & e^{i\theta/2}q_{12}^- + e^{-i\theta/2}q_{12}^+ \\
e^{i\theta/2}q_{21}^- + e^{-i\theta/2}q_{21}^+ & e^{i\theta/2}q_{22}^- + e^{-i\theta/2}q_{22}^+
\end{pmatrix} = M(\epsilon_2, \nu, \theta) \tag{5.72}
\]
and
\[
\begin{pmatrix}
e^{i\theta/2}q_{33}^- + e^{-i\theta/2}q_{33}^+ & e^{i\theta/2}q_{34}^- + e^{-i\theta/2}q_{34}^+ \\
e^{i\theta/2}q_{43}^- + e^{-i\theta/2}q_{43}^+ & e^{i\theta/2}q_{44}^- + e^{-i\theta/2}q_{44}^+
\end{pmatrix} = M(\epsilon_1, \nu, \theta) \tag{5.73}
\]
i.e., the 2 × 2 submatrices in the top-left and bottom-right corners of the matrix \(Q(\epsilon_1, \epsilon_2, \nu, \theta)\) are \(M(\epsilon_2, \nu, \theta)\) and \(M(\epsilon_1, \nu, \theta)\), respectively. As such, the amplification matrix of the \(a-e\) scheme is identical to each of the above 2 × 2 submatrices of \(Q(\epsilon_1, \epsilon_2, \nu, \theta)\) except that the parameter \(\epsilon\) in the former matrix is replaced by \(\epsilon_2\) or \(\epsilon_1\) in the latter two submatrices. By using this property, it will be shown that, for each set of \(\epsilon_1, \epsilon_2, \nu,\) and \(\theta,\) the eigenvalues of \(Q(\epsilon_1, \epsilon_2, \nu, \theta)\) can be expressed as \(\lambda_{\pm}(\epsilon_1, \nu, \theta)\) and \(\lambda_{\pm}(\epsilon_2, \nu, \theta)\) where the function \(\lambda_{\pm}(\epsilon, \nu, \theta)\) was defined in Eq. (2.21).

To prove the above proposition, note that, for each set of \(\epsilon_1, \epsilon_2, \nu,\) and \(\theta,\) the eigenvalues \(\lambda\) of \(Q(\epsilon_1, \epsilon_2, \nu, \theta)\) are the four roots of the characteristic equation
\[
\det [Q(\epsilon_1, \epsilon_2, \nu, \theta) - \lambda I_4] = 0 \tag{5.74}
\]
Hereafter \(I_n\) denote the \(n \times n\) identity matrix. Let \(0_2\) denote the 2 × 2 zero matrix. Then according to Eqs. (5.69), (5.72), and (5.73), the 2 × 2 submatrices in the top-left, bottom-left, and bottom-right corners of the 4 × 4 matrix \([Q(\epsilon_1, \epsilon_2, \nu, \theta) - \lambda I_4]\) are \([M(\epsilon_2, \nu, \theta) - \lambda I_2], 0_2,\) and \([M(\epsilon_1, \nu, \theta) - \lambda I_2]\), respectively. As such, by using elementary theory of determinant, we have
\[
\det [Q(\epsilon_1, \epsilon_2, \nu, \theta) - \lambda I_4] = \det [M(\epsilon_1, \nu, \theta) - \lambda I_2] \cdot \det [M(\epsilon_2, \nu, \theta) - \lambda I_2] \tag{5.75}
\]
It now follows from Eqs. (5.74) and (5.75) that, for each set of \(\epsilon_1, \epsilon_2,\) and \(\nu,\) the eigenvalues of \(Q(\epsilon_1, \epsilon_2, \nu, \theta)\) are the four roots of the characteristic equations
\[
\det [M(\epsilon_1, \nu, \theta) - \lambda I_2] = 0 \tag{5.76}
\]
and
\[
\det [M(\epsilon_2, \nu, \theta) - \lambda I_2] = 0 \tag{5.77}
\]
Because the roots of Eq. (5.76) and (5.77) are \(\lambda_{\pm}(\epsilon_1, \nu, \theta)\) and \(\lambda_{\pm}(\epsilon_2, \nu, \theta)\), respectively, the proof is completed. QED.

Because of the relation Eq. (5.70), for a given set of \(\epsilon_1, \epsilon_2,\) and \(\nu,\) the \(a-e\) scheme is said to be stable relative to this set if and only if, for all \(\theta, -\infty < \theta < +\infty,\) all the elements of the matrix \([Q(\epsilon_1, \epsilon_2, \nu, \theta)]^n\) remain bounded as \(m \to +\infty.\) By using the Jordan canonical form theorem [66] and the proposition we have just proved, it can be shown that, for each given set of \(\epsilon_1, \epsilon_2, \nu,\) and \(\theta,\) all the elements of \([Q(\epsilon_1, \epsilon_2, \nu, \theta)]^n\) remain bounded as \(m \to +\infty\) if and only if
\[
\max \{|\lambda_{\pm}(\epsilon_1, \nu, \theta)|, |\lambda_{\mp}(\epsilon_1, \nu, \theta)|, |\lambda_{\pm}(\epsilon_2, \nu, \theta)|, |\lambda_{\mp}(\epsilon_2, \nu, \theta)|\} \leq 1 \quad \text{if } Q(\epsilon_1, \epsilon_2, \nu, \theta) \text{ is nondefective} \tag{5.78}
\]
and
\[
\max \{|\lambda_{\pm}(\epsilon_1, \nu, \theta)|, |\lambda_{\mp}(\epsilon_1, \nu, \theta)|, |\lambda_{\pm}(\epsilon_2, \nu, \theta)|, |\lambda_{\mp}(\epsilon_2, \nu, \theta)|\} < 1 \quad \text{if } Q(\epsilon_1, \epsilon_2, \nu, \theta) \text{ is defective} \tag{5.79}
\]
Note that an \(n \times n\) matrix is said to be defective if and only if the number of its linearly independent eigenvectors is less than \(n\) [66].
From the above discussions, it is seen that, for a given set of \(\epsilon_1, \epsilon_2,\) and \(\nu,\) a necessary condition for the stability of \(a-\epsilon-4\) scheme is
\[
\max_{-\infty<\theta<\infty} \{|\lambda_+(\epsilon_1, \nu, \theta)|, |\lambda_-(\epsilon_1, \nu, \theta)|, |\lambda_+(\epsilon_2, \nu, \theta)|, |\lambda_-(\epsilon_2, \nu, \theta)|\} \leq 1 \quad (5.80)
\]
By using Eq. (2.21) and a line of arguments which was used in establishing the stability condition Eq. (3.14) of [5] (Note: In [5], the \(a-\epsilon\) scheme is not defined for the case \(|\nu|=1\)), one can show that Eq. (5.80) \(\Leftrightarrow\)
\[
0 \leq \epsilon_1 \leq 1, \quad 0 \leq \epsilon_2 \leq 1 \quad \text{and} \quad |\nu| \leq 1 \quad (5.81)
\]
Thus Eq. (5.81) represents a set of necessary stability conditions for the \(a-\epsilon-4\) scheme.

Because \(Q(\epsilon_1, \epsilon_2, \nu, \theta)\) does become defective for some special values of \(\epsilon_1, \epsilon_2, \nu\) and \(\theta,\) according to Eq. (5.79), Eq. (5.80) and therefore Eq. (5.81) generally is not sufficient to insure the stability of the \(a-\epsilon-4\) scheme. However, it is expected that the necessary and sufficient stability conditions (not yet established) for the \(a-\epsilon-4\) scheme would be formed by Eq. (5.81) and some exclusion conditions involving some boundaries of the stability domain defined in Eq. (5.81).

From the above discussions, one concludes that the 2nd-order and 3rd-order terms which appear on the right sides of Eqs. (5.34) and (5.52) (which are associated with the \(2 \times 2\) submatrices in the top-right corners of the matrices \(Q_+\) and \(Q_-\)) play only a marginal role in the stability of the \(a-\epsilon-4\) scheme even though they play a decisive role in the 4th-order accuracy of the scheme.

Next we will present a set of non-reflecting boundary conditions with 4th-order accuracy.

### 5.5. Non-reflecting boundary conditions

Let \((j, n)\) be a mesh point on the right spatial boundary. It has been shown numerically the current extension of Eq. (2.44) i.e.,
\[
\begin{align*}
    u^n_j &= u^{n-1/2}_j, \\
    (u_x)_j^n &= (u_x)_{j-1/2}^{n-1/2}, \\
    (u_{xx})_j^n &= (u_{xx})_{j-1/2}^{n-1/2}, \quad \text{and} \quad (u_{xxx})_j^n = (u_{xxx})_{j-1/2}^{n-1/2} 
\end{align*}
\]
and a similar extension of Eq. (2.45) also form sets of non-reflecting boundary conditions. However, these simple extensions are not 4th order in accuracy. In the following, we present non-reflecting boundary conditions with 4th-order accuracy.

Let \((j, n)\) be a mesh point on the right spatial boundary. Again we assume
\[
(u_{xxx})_j^n = (u_{xxx})_{j-1/2}^{n-1/2} \quad (5.83)
\]
However, \((u_{xxx})_j^n\) will be determined in terms of the mesh variables at \((j-1/2, n-1/2)\) by imposing the conservation condition Eq. (5.13) which links the mesh variables at the two diagonally opposite mesh points \((j, n)\) and \((j-1/2, n-1/2).\) Because Eq. (5.13) \(\Leftrightarrow\)
\[
(1 + \nu) [u_{xx} - (1 - \nu)u_{xxx}]_j^n = (1 + \nu) [u_{xx} + (1 - \nu)u_{xxx}]_{j-1/2}^{n-1/2} \quad (5.84)
\]
we assume
\[
[u_{xx} - (1 - \nu)u_{xxx}]_j^n = [u_{xx} + (1 - \nu)u_{xxx}]_{j-1/2}^{n-1/2} \quad (5.85)
\]
(Eq. (5.85) is a condition stronger than Eq. (5.84)). By combining Eqs. (5.83) and (5.85), one has
\[
(u_{xxx})_j^n = [u_{xx} + 2(1 - \nu)u_{xxx}]_{j-1/2}^{n-1/2} \quad (5.86)
\]
Next \((u_x)_j^n\) will be evaluated using the Taylor’s expansion
\[
(u_x)_j^n = \left[ u_x + \frac{\Delta x}{2} u_{xx} + \frac{\Delta t}{2} u_{xt} + \frac{1}{2} \left( \frac{\Delta x}{2} \right)^2 u_{xxx} + \frac{\Delta x}{2} \frac{\Delta t}{2} u_{xxt} + \frac{1}{2} \left( \frac{\Delta t}{2} \right)^2 u_{xtt} \right]_{j-1/2}^{n-1/2} \quad (5.87)
\]
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With the aid of Eqs. (2.9), (5.3), and (5.17), Eq. (5.87) can be rewritten as

\[(u_{\bar{x}})_{j}^{n} = [u_{\bar{x}} + 2(1 - \nu)u_{\bar{x}\bar{x}} + 2(1 - \nu)^{2}u_{\bar{x}\bar{x}\bar{x}}]_{j-1/2}^{n-1/2} \quad (5.88)\]

The mesh variable \(u_{j}^{n}\) will be evaluated in terms of the mesh variables at \((j - 1/2, n - 1/2)\) by imposing the conservation condition Eq. (2.8). Because Eq. (2.8) \(\Rightarrow\) Eq. (5.30), we will assume Eq. (5.30a) (a stronger condition than Eq. (5.30)). As such one has

\[u_{j}^{n} = \left[ (1 - \nu)u_{\bar{x}} - \frac{2(1 - \nu + \nu^{2})}{3} u_{\bar{x}\bar{x}} + \frac{(1 - \nu)(1 + \nu^{2})}{3} u_{\bar{x}\bar{x}\bar{x}} \right]_{j}^{n} + (s_{-})_{j-1/2}^{n-1/2} \quad (5.89)\]

where \((s_{-})_{j-1/2}^{n-1/2}\) is defined in Eq. (5.28). With the aid of Eqs. (5.83), (5.86), and (5.88), \(u_{j}^{n}\) can now be evaluated in terms of the mesh variables at \((j - 1/2, n - 1/2)\).

A similar treatment can also be applied at the left spatial boundary. As will be shown, these new non-reflecting boundary conditions are 4th-order in accuracy.

6. The \(c-\tau-4\) and \(c-\tau^*-4\) schemes

The \(c-\tau-4\) and \(c-\tau^*-4\) scheme will be built from the \(c-\tau\) scheme in a procedure similar to that was used to build the \(a-\epsilon-4\) scheme from \(a-\epsilon\) scheme. Thus the basic equations including Eqs. (2.4), (2.9), (5.1)–(5.7), (5.11), and (5.17) will be assumed here. In addition, both the conservation conditions Eq. (2.13) and (5.18) will also be assumed here.

6.1. The \(c-\tau-4\) scheme

Because Eq. (5.18) is equivalent to Eq. (5.14) assuming Eqs. (5.7), (5.11), and (5.17), in the current development, the mesh variable \((u_{\bar{x}\bar{x}})_{j}^{n}\) will be evaluated using Eq. (5.14). Moreover, because (i) Eq. (5.31) is equivalent to Eq. (2.13) assuming Eqs. (2.4), (2.9), (5.4), and (5.17); and (ii) Eq. (5.34) can be obtained from Eqs. (5.31) and (5.14), the mesh variable \((u_{j}^{n})\) will be evaluated using Eq. (5.34). As such, the current schemes share with the \(a-\epsilon-4\) scheme two component equations, i.e., Eqs. (5.14) and (5.34).

In the \(a-\epsilon-4\) scheme, \((u_{\bar{x}\bar{x}})_{j}^{n}\) is evaluated using Eq. (5.26) which is the substitution form of Eq. (2.19a) (by which \((u_{j}^{n})\) is evaluated in the \(a-\epsilon\) scheme) except that the symbol \(\epsilon\) in Eq. (2.19a) is replaced by \(\epsilon_{1}\) in Eq. (5.26). Similarly, in the \(c-\tau-4\) scheme, \((u_{\bar{x}\bar{x}})_{j}^{n}\) is evaluated using the substitution form of Eq. (3.11) (by which \((u_{j}^{n})\) is evaluated in the \(c-\tau\) scheme) with the understanding that the symbol \(\tau\) in Eq. (3.11) is replaced by \(\tau_{1}\) in the substitution form. Thus we have

\[(u_{\bar{x}\bar{x}})_{j}^{n} = \frac{1}{2(1 + \tau_{1})} \left\{ [u_{\bar{x}\bar{x}} - (1 + 2\nu - \tau_{1})u_{\bar{x}\bar{x}}]_{j+1/2}^{n-1/2} - [u_{\bar{x}\bar{x}} + (1 - 2\nu - \tau_{1})u_{\bar{x}\bar{x}}]_{j-1/2}^{n-1/2} \right\} \quad (6.1)\]

\[(j,n) \in \Omega; \quad \tau_{1} \neq -1\]

In the \(c-\tau-4\) scheme, \((u_{j}^{n})\) will be evaluated using an equation which is the result of the following assumptions: (i) \((u_{j}^{n}) = [u_{j}^{n}(t_{2})]_{j}^{n}\) (see Eq. (5.48)); (ii) the mesh variable \((u_{\bar{x}\bar{x}\bar{x}})_{j}^{n}\) which appears on the right side of Eq. (5.48) is evaluated using Eq. (6.1); and (iii) the parameter \(\tau\) which appears on the right sides of Eqs. (5.44) and (5.45) is replaced by \(t_{2}\). Then, by using Eqs. (5.44), (5.46), (5.48), and (6.1), one
has

\[
\begin{align*}
(u_x)_j^n &= \frac{1}{2} \left\{ \frac{u}{1 + \tau_2} - \frac{1 - \tau_2 + 2\nu}{1 + \tau_2} u_x + \frac{1}{2} \left( \frac{1 - \tau_2 + 2\nu}{1 + \tau_2} \right)^2 - \frac{1}{3(1 + \tau_1)} \right\} (u_{xx})_{j+1/2}^{n-1/2} \\
&\quad + \frac{1}{6} \left\{ (1 + \tau_2)^2(1 - \tau_1 + 2\nu) - \frac{(1 - \tau_2 + 2\nu)^3}{1 + \tau_2} \right\} (u_{xxx})_{j+1/2}^{n-1/2} \\
&\quad - \frac{1}{2} \left\{ \frac{u}{1 + \tau_2} + \frac{1 - \tau_2 - 2\nu}{1 + \tau_2} u_x + \frac{1}{2} \left( \frac{1 - \tau_2 - 2\nu}{1 + \tau_2} \right)^2 - \frac{1}{3(1 + \tau_1)} \right\} (u_{xx})_{j-1/2}^{n-1/2} \\
&\quad - \frac{1}{6} \left\{ (1 + \tau_2)^2(1 - \tau_1 - 2\nu) - \frac{(1 - \tau_2 - 2\nu)^3}{1 + \tau_2} \right\} (u_{xxx})_{j-1/2}^{n-1/2}
\end{align*}
\]

\[(j, n) \in \Omega; \quad \tau_1 \neq -1; \quad \tau_2 \neq -1\]

By definition, the c-\(\tau\)-4 scheme is formed by Eqs. (5.14), (5.34), (6.1), and (6.2). It enforces the local conservation relations Eqs. (2.13) and (5.18). According to an argument given in Comment (d) presented at the end of Sec. 2.1, it will also enforce a global conservation relation for each of the fluxes of \(h^*\) and \(\tilde{h}^*_x\) over any space-time region that is the union of any combination of CE\((j, n)\), \((j, n) \in \Omega\). Moreover, the scheme is completely explicit, i.e., the four independent mesh variables at each \((j, n)\) can be evaluated directly in terms of those at the \((n - 1/2)th\) time level without resorting to solving a system of linear equations involving the independent mesh variables at \((j, n)\) such as Eqs. (2.7a) and (2.8a).

The c-\(\tau\) and a schemes become the same scheme when \(\nu = \tau = 0\) (see Eq. (3.12)). It happens that the c-\(\tau\)-4 and a-4 schemes also become the same scheme when \(\nu = \tau_1 = \tau_2 = 0\). In fact, for the case \(\nu = \tau_1 = \tau_2 = 0\), Eqs. (6.1) and (6.2) reduce to

\[
\begin{align*}
(u_{xx})_{j}^{n-1/2} &= \frac{1}{2} \left[ (u_{xx} - u_{xx})_{j+1/2}^{n-1/2} - (u_{xx} + u_{xx})_{j-1/2}^{n-1/2} \right]
\end{align*}
\]

and

\[
\begin{align*}
(u_x)_j^n &= \frac{1}{2} \left[ \left( u - u_x + \frac{1}{3} u_{xx} \right)_{j+1/2}^{n-1/2} - \left( u + u_x + \frac{1}{3} u_{xx} \right)_{j-1/2}^{n-1/2} \right]
\end{align*}
\]

respectively. It can be shown that Eqs. (5.26) and (5.52) (the counterparts of Eqs. (6.1) and (6.2) in the a-\(\epsilon\)-4 scheme) also reduce to Eqs. (6.3) and (6.4), respectively, when \(\nu = \epsilon_1 = \epsilon_2 = 0\). Because (i) the a-4 scheme is a special case of a-\(\epsilon\)-4 scheme with \(\epsilon_1 = \epsilon_2 = 0\) and (ii) Eqs. (5.14) and (5.34) are shared by the c-\(\tau\)-4 and a-\(\epsilon\)-4 schemes, the proof is completed. QED.

Because the conservation relations Eqs. (2.7), (2.8), (5.12), and (5.13) are satisfied by the a-4 scheme for all \(\nu\), it now follows that these conservation relations are satisfied by the c-\(\tau\)-4 scheme when \(\nu = \tau_1 = \tau_2 = 0\).

The c-\(\tau\) and c schemes (the special case of the a-\(\epsilon\) scheme with \(\epsilon = 1/2\)) become the same scheme when \(\tau = 1\) (see Eq. 3.12). Let the c-4 scheme be the special case of the a-\(\epsilon\)-4 scheme with \(\epsilon_1 = \epsilon_2 = 1/2\). Then one can also show that the c-\(\tau\)-4 and c-4 schemes become the same scheme when \(\tau_1 = \tau_2 = 1\). In fact, for the case \(\tau_1 = \tau_2 = 1\), Eqs. (6.1) and (6.2) reduce to

\[
\begin{align*}
(u_{xxx})_{j}^{n-1/2} &= \frac{1}{4} \left[ (u_{xx} - 2\nu u_{xx})_{j+1/2}^{n-1/2} - (u_{xx} - 2\nu u_{xx})_{j-1/2}^{n-1/2} \right]
\end{align*}
\]

and

\[
\begin{align*}
(u_x)_j^n &= \frac{1}{12} \left\{ \left[ 3u - 6\nu u_x + 2(3\nu^2 - 1)u_{xx} + 4\nu(1 - \nu^2)u_{xxx} \right]_{j+1/2}^{n-1/2} \\
&\quad - \left[ 3u - 6\nu u_x + 2(3\nu^2 - 1)u_{xx} + 4\nu(1 - \nu^2)u_{xxx} \right]_{j-1/2}^{n-1/2} \right\}
\end{align*}
\]
respectively. It can be shown that Eqs. (5.26) and (5.52) also reduce to Eqs. (6.5) and (6.6), respectively, when \( \epsilon_1 = \epsilon_2 = 1/2 \) (i.e., when the \( a-c-4 \) scheme becomes the \( c-4 \) scheme). QED.

### 6.2. Matrix form of the \( c-\tau-4 \) scheme

The component equations of the \( c-\tau-4 \) scheme, i.e., Eqs. (5.14), (5.34), (6.1) and (6.2), can be cast into the matrix equation

\[
\hat{q}(j, n) = \hat{Q}_-(\tau_1, \tau_2, \nu) \hat{q}(j + 1/2, n - 1/2) + \hat{Q}_+(\tau_1, \tau_2, \nu) \hat{q}(j - 1/2, n - 1/2) \quad (j, n) \in \Omega
\]

where \( \hat{q}(j, n) \) is defined in Eq. (5.54), and

\[
\hat{Q}_\pm(\tau_1, \tau_2, \nu) \defeq \begin{pmatrix}
\hat{q}_{11}^\pm & \hat{q}_{12}^\pm & \hat{q}_{13}^\pm & \hat{q}_{14}^\pm \\
0 & 0 & \hat{q}_{33}^\pm & \hat{q}_{34}^\pm \\
0 & 0 & \hat{q}_{43}^\pm & \hat{q}_{44}^\pm
\end{pmatrix}
\]

with

\[
\hat{q}_{11}^\pm = \frac{1 \pm \nu}{2}, \quad \hat{q}_{12}^\pm = \pm \frac{(1 - \nu^2)}{2}, \quad \hat{q}_{13}^\pm = \pm \frac{\nu(1 - \nu^2)}{3}, \quad \hat{q}_{14}^\pm = \pm \frac{(1 - \nu^2)^2}{6}
\]

\[
\hat{q}_{21}^\pm = \frac{\mp 1}{2(1 + \tau_2)}, \quad \hat{q}_{22}^\pm = -\frac{(1 - \tau_2 \mp 2\nu)}{2(1 + \tau_2)}, \quad \hat{q}_{23}^\pm = \pm \frac{(1 + \tau_2^2)}{12(1 + \tau_1)} \mp \frac{(1 - \tau_2 \mp 2\nu)^2}{4(1 + \tau_2)}
\]

\[
\hat{q}_{24}^\pm = \frac{(1 + \tau_2^2)(1 - \tau_1 \mp 2\nu)}{12(1 + \tau_1)} - \frac{(1 - \tau_2 \mp 2\nu)^3}{12(1 + \tau_2)}
\]

and

\[
\hat{q}_{33}^\pm = \frac{1 \pm \nu}{2}, \quad \hat{q}_{34}^\pm = \pm \frac{(1 - \nu^2)}{2}, \quad \hat{q}_{43}^\pm = \frac{\mp 1}{2(1 + \tau_1)}, \quad \hat{q}_{44}^\pm = -\frac{(1 - \tau_1 \mp 2\nu)}{2(1 + \tau_1)}
\]

To further explore the relations between the \( c-\tau-4 \) and \( c-\tau \) schemes, note that the component equations of the \( c-\tau \) scheme, i.e., Eqs. (2.10) and (3.11), can be cast into the matrix form

\[
\hat{q}(j, n) = \hat{M}_-(\tau, \nu) \hat{q}(j + 1/2, n - 1/2) + \hat{M}_+(\tau, \nu) \hat{q}(j - 1/2, n - 1/2) \quad (j, n) \in \Omega
\]

where \( \hat{q}(j, n) \) is defined in Eq. (5.61), and

\[
\hat{M}_\pm(\tau, \nu) \defeq \frac{1}{2} \begin{pmatrix}
1 \pm \nu & \pm (1 - \nu^2) \\
\mp 1 & 1 - \tau \mp 2\nu
\end{pmatrix} \quad -\infty < \tau < +\infty
\]

With the aid of Eqs. (6.9)–(6.11) and (6.13), it can be shown that

\[
\begin{pmatrix}
\hat{q}_{11}^\pm \\
\hat{q}_{21}^\pm
\end{pmatrix} = \hat{M}_\pm(\tau_2, \nu)
\]

and

\[
\begin{pmatrix}
\hat{q}_{33}^\pm \\
\hat{q}_{43}^\pm
\end{pmatrix} = \hat{M}_\pm(\tau_1, \nu)
\]
By comparing Eqs. (6.14) and (6.15) with Eq. (6.8), one now arrives at the conclusion that the 2 × 2 submatrices in the top-left and bottom right corners of the 4 × 4 matrix \( \hat{Q}_\pm(\tau_1, \tau_2, \nu) \) are \( \hat{M}_\pm(\tau_2, \nu) \) and \( \tilde{M}_\pm(\tau_1, \nu) \), respectively.

### 6.3. Stability conditions of the c-τ-4 scheme

By using similar arguments presented in Sec. 5.4, one concludes that the amplification matrices per marching step of the c-τ-4 and c-τ schemes are

\[
\hat{Q}(\tau_1, \tau_2, \nu, \theta) = e^{i\theta/2} \hat{Q}_-(\tau_1, \tau_2, \nu) + e^{-i\theta/2} \hat{Q}_+(\tau_1, \tau_2, \nu) = \\
\begin{pmatrix}
e^{i\theta/2} q_{11}^- + e^{-i\theta/2} q_{11}^+ & e^{i\theta/2} q_{12}^- + e^{-i\theta/2} q_{12}^+ & e^{i\theta/2} q_{13}^- + e^{-i\theta/2} q_{13}^+ & e^{i\theta/2} q_{14}^- + e^{-i\theta/2} q_{14}^+ \\
e^{i\theta/2} q_{21}^- + e^{-i\theta/2} q_{21}^+ & e^{i\theta/2} q_{22}^- + e^{-i\theta/2} q_{22}^+ & e^{i\theta/2} q_{23}^- + e^{-i\theta/2} q_{23}^+ & e^{i\theta/2} q_{24}^- + e^{-i\theta/2} q_{24}^+
\end{pmatrix}
\]  
(6.16)

and

\[
\tilde{M}(\tau, \nu, \theta) \equiv e^{i\theta/2} \tilde{M}_-(\tau, \nu) + e^{-i\theta/2} \tilde{M}_+(\tau, \nu) = \\
\begin{pmatrix}
\cos(\theta/2) - i\nu \sin(\theta/2) & -i(1 - \nu^2) \sin(\theta/2) \\
i \sin(\theta/2) & (1 - \tau) \cos(\theta/2) + 2i\nu \sin(\theta/2)
\end{pmatrix}
\]  
(6.17)

respectively. Moreover, by using Eqs. (6.14)–(6.17), one concludes that

\[
\begin{pmatrix}
e^{i\theta/2} q_{11}^- + e^{-i\theta/2} q_{11}^+ & e^{i\theta/2} q_{12}^- + e^{-i\theta/2} q_{12}^+ \\
e^{i\theta/2} q_{21}^- + e^{-i\theta/2} q_{21}^+ & e^{i\theta/2} q_{22}^- + e^{-i\theta/2} q_{22}^+
\end{pmatrix} = \tilde{M}(\tau_2, \nu, \theta)
\]  
(6.18)

and

\[
\begin{pmatrix}
e^{i\theta/2} q_{33}^- + e^{-i\theta/2} q_{33}^+ & e^{i\theta/2} q_{34}^- + e^{-i\theta/2} q_{34}^+ \\
e^{i\theta/2} q_{43}^- + e^{-i\theta/2} q_{43}^+ & e^{i\theta/2} q_{44}^- + e^{-i\theta/2} q_{44}^+
\end{pmatrix} = \tilde{M}(\tau_1, \nu, \theta)
\]  
(6.19)

i.e., the 2 × 2 submatrices in the top-left and bottom-right corners of the matrix \( \hat{Q}(\tau_1, \tau_2, \nu, \theta) \) are \( \tilde{M}(\tau_2, \nu, \theta) \) and \( \tilde{M}(\tau_1, \nu, \theta) \), respectively. As such, the amplification matrix of the c-τ scheme is identical to each of the above 2 × 2 submatrices of \( \hat{Q}(\tau_1, \tau_2, \nu, \theta) \) except that the parameter \( \tau \) in the former matrix is replaced by \( \tau_2 \) and \( \tau_1 \) in the latter two submatrices. By using this property and using a line of arguments similar to that presented in Sec. 5.4, one can show that, for each set of \( \tau_1, \tau_2, \nu, \) and \( \theta \), the eigenvalues of \( \hat{Q}(\tau_1, \tau_2, \nu, \theta) \) are the union of those of \( \tilde{M}(\tau_1, \nu, \theta) \) and \( \tilde{M}(\tau_2, \nu, \theta) \). As a result, by using a line of arguments presented in the last part of Sec. 5.4, one can infer from the stability conditions Eqs. (3.13) of the c-τ scheme that

\[
\nu^2 \leq 1, \quad \tau_1 \geq \tau_o(\nu^2), \quad \tau_2 \geq \tau_o(\nu^2), \quad (\nu^2, \tau_1) \neq (1, 1), \quad \text{and} \quad (\nu^2, \tau_2) \neq (1, 1)
\]  
(6.20)

form a set of necessary stability conditions for the c-τ-4 scheme.

### 6.4. The c-τ*-4 schemes

Let \( h_1(s) \) and \( h_2(s) \) be any two functions that meet the same requirements imposed on the function \( h(s) \) introduced in Sec. 3.2. Then, because of the close relations between the c-τ and c-τ-4 schemes established above, here a c-τ*-4 scheme is defined to be a special c-τ-4 scheme with

\[
\tau_1 = h_1(\nu^2) \quad \text{and} \quad \tau_2 = h_2(\nu^2) \quad (|\nu| < 1)
\]  
(6.21)
According to Eq. (3.22), one can assume \( h_1(s) = h_2(s) = \sqrt{s} \). As such a special \( c-\tau^*\)-4 scheme can be defined by the relation

\[
\tau_1 = \tau_2 = |\nu| \quad (|\nu| < 1)
\]  

(6.22)

For robust real-world applications, we may also introduce a special \( c-\tau\)-4 scheme which is defined by an extension of Eq. (3.24), i.e.,

\[
\tau_1 = \beta_1 |\nu| \quad \text{and} \quad \tau_2 = \beta_2 |\nu| \quad (\beta_1 \geq 1; \beta_2 \geq 1; |\nu| < 1)
\]  

(6.23)

where \( \beta_1 \geq 1 \) and \( \beta_2 \geq 1 \) are two adjustable parameters.

7. Fourth-order solvers for the inviscid Burgers equation

Consider the inviscid Burgers equation

\[
\frac{\partial u}{\partial t} + \frac{\partial f(u)}{\partial x} = 0
\]  

(7.1)

where

\[
f(u) \equiv \frac{u^2}{2}
\]  

(7.2)

Because, in \( E_2 \), Eq. (7.1) can be expressed as \( \nabla \cdot \vec{h} = 0 \) with

\[
\vec{h} \equiv (f, u)
\]  

(7.3)

Gauss’ divergence theorem in the space-time \( E_2 \) implies that Eq. (7.1) is the differential form of the integral conservation law Eq. (2.2) if \( \vec{h} \) is defined by Eq. (7.3). Moreover, for a smooth function \( u(x, t) \), Eq. (2.2) implies the conservation condition Eq. (5.9) if

\[
\vec{h}_{xx} \equiv \frac{\partial^2 \vec{h}}{\partial x^2} = \left( \frac{\partial^2 f}{\partial x^2}, \frac{\partial^2 u}{\partial x^2} \right)
\]  

(7.4)

7.1. The inviscid Burgers \( c-\tau \)-4 scheme

In this section, the \( c-\tau \)-4 scheme will be extended to become a solver for the inviscid Burgers equation. Here again Eq. (5.1) is assumed. However, for any \((x, t) \in SE(j, n)\), the flux function \( f(u) \) will be approximated by

\[
\begin{align*}
f^*(x, t, j, n) &\equiv f_j^n + (f_x)_j^n(x - x_j) + (f_t)_j^n(t - t^n) + \frac{1}{2}(f_{xx})_j^n(x - x_j)^2 \\
&+ (f_{xt})_j^n(x - x_j)(t - t^n) + \frac{1}{2}(f_{tt})_j^n(t - t^n)^2 + \frac{1}{6}(f_{xxx})_j^n(x - x_j)^3 \\
&+ \frac{1}{2}(f_{xxt})_j^n(x - x_j)(t - t^n)^2 + \frac{1}{6}(f_{ttt})_j^n(t - t^n)^3
\end{align*}
\]  

(7.5)

Here \( f_j^n, (f_x)_j^n, (f_t)_j^n, (f_{xx})_j^n, (f_{xt})_j^n, (f_{tt})_j^n, (f_{xxx})_j^n, (f_{xxt})_j^n, (f_{ttt})_j^n \) are constants in \( SE(j, n) \). They can be considered as the numerical analogues of the values of \( f, \partial f/\partial x, \partial f/\partial t, \partial^2 f/\partial x^2, \partial^2 f/\partial x \partial t, \partial^2 f/\partial t^2, \partial^3 f/\partial x^3, \partial^3 f/\partial x^2 \partial t, \partial^3 f/\partial x \partial t^2, \partial^3 f/\partial t^3 \) at the mesh point \((j, n)\), respectively. Thus \( f^*(x, t, j, n) \) represents a 3rd-order Taylor’s approximation of \( f \). Moreover, as will be shown, by imposing proper assumptions, the coefficients on the right sides of Eqs. (5.1) and (7.5) can be explicitly expressed as the functions of the independent unknowns \( u_j^n, (u_x)_j^n, (u_{xx})_j^n \) and \( (u_{xxx})_j^n \).

For any \((j, n) \in \Omega\), let \( u = u^*(x, t; j, n) \) and \( f(u) = f^*(x, t, j, n) \) satisfy Eq. (7.1) uniformly in \( SE(j, n) \), i.e.,

\[
\frac{\partial u^*(x, t; j, n)}{\partial t} + \frac{\partial f^*(x, t, j, n)}{\partial x} = 0 \quad (j, n) \in \Omega
\]  

(7.6)
It can be shown that Eq. (7.6) $\Leftrightarrow$, for all $(j, n) \in \Omega$,

\[
(u_t)_j^n = -(u_x)_j^n
\]  
(7.7)

\[
(u_{xt})_j^n = -(u_{xx})_j^n
\]  
(7.8)

\[
(u_{tt})_j^n = -(f_{xt})_j^n
\]  
(7.9)

\[
(u_{xxt})_j^n = -(f_{xxx})_j^n
\]  
(7.10)

\[
(u_{xtt})_j^n = -(f_{xxt})_j^n
\]  
(7.11)

and

\[
(u_{ttt})_j^n = -(f_{ttt})_j^n
\]  
(7.12)

Moreover, by taking the numerical analogues of all the differential forms of Eq. (7.2) up to the third order, one has, for all $(j, n) \in \Omega$,

\[
f_j^n = \frac{1}{2} (u^2)_j^n
\]  
(7.13)

\[
(f_x)_j^n = (uu_x)_j^n
\]  
(7.14)

\[
(f_{t})_j^n = (uu_{tt})_j^n
\]  
(7.15)

\[
(f_{xx})_j^n = [(uu_{xx} + (u_x)^2)_j^n
\]  
(7.16)

\[
(f_{xt})_j^n = (uu_{xx} + u_xu_t)_j^n
\]  
(7.17)

\[
(f_{tt})_j^n = [(uu_{tt} + (u_t)^2)_j^n
\]  
(7.18)

\[
(f_{xxx})_j^n = (uu_{xxx} + 3u_xu_{xx})_j^n
\]  
(7.19)

\[
(f_{xxt})_j^n = (uu_{xxt} + u_xu_{xx} + 2u_xu_{xt})_j^n
\]  
(7.20)

\[
(f_{xtt})_j^n = (uu_{xtt} + u_xu_{tt} + 2u_tu_{xt})_j^n
\]  
(7.21)

\[
(f_{ttt})_j^n = (uu_{ttt} + 3u_tu_{tt})_j^n
\]  
(7.22)

By substituting Eqs. (7.14), (7.16), and (7.19) into Eqs. (7.7), (7.8), and (7.10), respectively, one has

\[
(u_t)_j^n = -(uu_x)_j^n
\]  
(7.23)

\[
(u_{xt})_j^n = -[uu_{xx} + (u_x)^2]_j^n
\]  
(7.24)

and

\[
(u_{xxt})_j^n = -(uu_{xxx} + 3u_xu_{xx})_j^n
\]  
(7.25)

respectively. In turn, by substituting Eqs. (7.23)–(7.25) into Eqs. (7.15), (7.17), and (7.20), one has

\[
(f_t)_j^n = -(u^2u_x)_j^n
\]  
(7.26)

\[
(f_{xt})_j^n = -[2u(u_x)^2 + u^2u_{xx}]_j^n
\]  
(7.27)

and

\[
(f_{xxt})_j^n = -[2(u_x)^3 + 6uu_xu_{xx} + u^2u_{xxx}]_j^n
\]  
(7.28)

Moreover, by substituting Eqs. (7.27) and (7.28) into Eqs. (7.9) and (7.11), respectively, one has

\[
(u_{tt})_j^n = [2u(u_x)^2 + u^2u_{xx}]_j^n
\]  
(7.29)
and
\[(u_{xtt})^n_j = \left[ 2(u_x)^3 + 6u_xu_{xx} + u^2 u_{xxx} \right]^n_j \] (7.30)
respectively.

Next, by substituting Eqs. (7.23), (7.24), (7.29), and (7.30) into Eqs. (7.18) and (7.21), one obtains
\[(f_{tt})^n_j = \left[ 3u^2(u_x)^2 + u^3 u_{xx} \right]^n_j \] (7.31)
and
\[(f_{xtt})^n_j = \left[ 6u(u_x)^3 + 9u^2 u_x u_{xx} + u^3 u_{xxx} \right]^n_j \] (7.32)
In turn, by substituting Eq. (7.32) into Eq. (7.12), one has
\[(u_{ttt})^n_j = -\left[ 6u(u_x)^3 + 9u^2 u_x u_{xx} + u^3 u_{xxx} \right]^n_j \] (7.33)
Finally, by substituting Eqs. (7.23), (7.29), and (7.33) into Eq. (7.22), one has
\[(f_{ttt})^n_j = -\left[ 12u^2(u_x)^3 + 12u^3 u_x u_{xx} + u^4 u_{xxx} \right]^n_j \] (7.34)

According to the set of sixteen equations formed by Eqs. (7.13), (7.14), (7.16), (7.19), and (7.23)–(7.34), all the twenty coefficients on the right sides of Eqs. (5.1) and (7.5) other than \(u^n_0\), \((u_x)^n_j\), \((u_{xx})^n_j\), and \((u_{xxx})^n_j\) are explicit functions of the latter coefficients. Thus there are only four independent mesh variables associated with each \((j, n) \in \Omega\). In fact, by substituting these sixteen equations into Eqs. (5.1) and (7.5), one has
\[u^*(x, t; j, n) = u^n_j + (u_x)^n_j \left\{ 1 - (u_x)^2_j(t - t^n) + [(u_x)^2_j]^2(t - t^n)^2 \right\} [x - x_j - u^n_j(t - t^n)]
+ \frac{(u_{xx})^n_j}{2} \left[ 1 - 3(u_x)^2_j(t - t^n) \right] [x - x_j - u^n_j(t - t^n)]^2 + \frac{(u_{xxx})^n_j}{6} [x - x_j - u^n_j(t - t^n)]^3 \] (7.35)
and
\[f^*(x, t, j, n) = \frac{(u^n_j)^2}{2} + (u_x)^n_j \left\{ u^n_j + \frac{(u_x)^3_j}{2} [x - x_j - 3u^n_j(t - t^n)]
- [(u_x)^3_j]^2(t - t^n) [x - x_j - 2u^n_j(t - t^n)] \right\} [x - x_j - u^n_j(t - t^n)]
+ \frac{(u_{xx})^n_j}{2} \left\{ u^n_j + (u_x)^2_j [x - x_j - 4u^n_j(t - t^n)] \right\} [x - x_j - u^n_j(t - t^n)]^2
+ \frac{u^n_j (u_{xxx})^n_j}{6} [x - x_j - u^n_j(t - t^n)]^3 \] (7.36)
In turn, by substituting Eqs. (7.35) and (7.36) into Eq. (5.5) and
\[f^*_{xx}(x, t; j, n) \overset{\text{def}}{=} \frac{\partial^2 f^*(x, t; j, n)}{\partial x^2} \] (7.37)
one has
\[u^n_{xx}(x, t; j, n) = (u_x)^n_j + (u_{xxx})^n_j(x - x_j) - (u_{xxx} + 3u_x u_{xx})^n_j(t - t^n) \] (7.38)
and
\[f^n_{xx}(x, t; j, n) = \left[ u_{xx} + (u_x)^2 \right]^n_j + (u_{xxx} + 3u_x u_{xx})^n_j(x - x_j) - \left[ 2(u_x)^3 + 6u_x u_{xx} + u^2 u_{xxx} \right]^n_j(t - t^n) \] (7.39)
Note that, for the same reason presented immediately following Eq. (2.6), except for flux evaluation, Eqs. (7.35) and (7.38) are applicable even for \((x, t) \notin \text{SE}(j, n)\).

Next let the numerical analogues of Eqs. (7.3) and (7.4) be

\[
\tilde{h}^*(x, t; j, n) \overset{\text{def}}{=} \left( f^*(x, t, j, n), u^*(x, t; j, n) \right) \quad (x, t) \in \text{SE}(j, n) \tag{7.40}
\]

and

\[
\tilde{h}^*_x(x, t; j, n) \overset{\text{def}}{=} \left( f_x^*(x, t, j, n), u_x^*(x, t; j, n) \right) \quad (x, t) \in \text{SE}(j, n) \tag{7.41}
\]

respectively. Also, let

\[
(u_x)_j^n = \frac{\Delta x}{4} (u_x)_j^n, \quad (u_{xx})_j^n = \left( \frac{\Delta x}{4} \right)^2 (u_{xx})_j^n, \quad \text{and} \quad (u_{xxx})_j^n = \left( \frac{\Delta x}{4} \right)^3 (u_{xxx})_j^n \quad (j, n) \in \Omega \tag{7.42}
\]

and

\[
\nu_j^n \overset{\text{def}}{=} \frac{u_x^n \Delta t}{\Delta x}, \quad (\nu_x)_j^n = \frac{(u_x)^n \Delta t}{\Delta x}, \quad (\nu_{xx})_j^n = \frac{(u_{xx})^n \Delta t}{\Delta x}, \quad \text{and} \quad (\nu_{xxx})_j^n = \frac{(u_{xxx})^n \Delta t}{\Delta x} \quad (j, n) \in \Omega \tag{7.43}
\]

Obviously, \((u_x)_j^n\), \((u_{xx})_j^n\), and \((u_{xxx})_j^n\) defined here are identical to those defined in Eqs. (2.9) and (5.17). However, the “Courant number” \(\nu_j^n\) and its “derivatives” \((\nu_x)_j^n\), \((\nu_{xx})_j^n\), and \((\nu_{xxx})_j^n\) are mesh-point dependent in the current development.

Like the c-τ-4 scheme, the current extension will be construct to enforce the least stringent conservation conditions Eqs. (2.13) and (5.18). In fact, by using Eqs. (7.38), (7.39), (7.41), (7.42), and (7.43), it can be shown that Eq. (5.18) \(\Leftrightarrow\)

\[
(u_{xx})_j^n = \frac{1}{2} \left\{ [\nu_x (2u_x - 1) u_x + [1 - \nu (1 - 6\nu_x)] u_{xx} - (1 - \nu^2) u_{xxx}]_{j+1/2}^{n-1/2} + [\nu_x (1 - 2\nu_x) u_x + [1 + \nu (1 - 6\nu_x)] u_{xx} + (1 - \nu^2) u_{xxx}]_{j-1/2}^{n-1/2} \right\} \tag{7.44}
\]

Moreover, by using Eqs. (7.35), (7.36), (7.40), (7.42), and (7.43), it can be shown that Eq. (2.13) \(\Leftrightarrow\)

\[
2 \left[ u + \frac{2u_{xx}}{3} \right]_j^n
= \left\{ (1 - \nu^2) u - [1 - \nu^2 + 2\nu_x \nu^2 - 4(\nu_x)^2 \nu^2] u_x + \frac{2(1 - \nu^3)}{3} + 4\nu_x \nu^3 \right\} u_{xx} - \frac{(1 - \nu^4)}{3} u_{xxx} \right\}_{j+1/2}^{n-1/2}
+ \left\{ (1 + \nu^2) u + [1 - \nu^2 + 2\nu_x \nu^2 - 4(\nu_x)^2 \nu^2] u_x + \frac{2(1 + \nu^3)}{3} - 4\nu_x \nu^3 \right\} u_{xx} + \frac{(1 - \nu^4)}{3} u_{xxx} \right\}_{j-1/2}^{n-1/2} \tag{7.45}
\]

Expressing the mesh variable \((u_{xx})_j^n\) on the left side of Eq. (7.45) in terms of the mesh variables at the \((n - 1/2)\)th time level by using Eq. (7.44), one obtains

\[
u_j^n = \left\{ \frac{2 - \nu}{4} u - \frac{3(1 - \nu^2) + 2(3\nu^2 - 1)(1 - 2\nu_x) \nu_x}{6} u_x + \frac{(1 - \nu^2)(1 - 6\nu_x)}{3} u_{xx} - \frac{(1 - \nu^2)^2}{6} u_{xxx} \right\}_{j+1/2}^{n-1/2}
+ \left\{ \frac{2 + \nu}{4} u + \frac{3(1 - \nu^2) + 2(3\nu^2 - 1)(1 - 2\nu_x) \nu_x}{6} u_x - \frac{(1 - \nu^2)(1 - 6\nu_x)}{3} u_{xx} - \frac{(1 - \nu^2)^2}{6} u_{xxx} \right\}_{j-1/2}^{n-1/2} \tag{7.46}
\]
It has been shown that, by imposing the conservation conditions Eqs. (2.13) and (5.18), one can obtain Eqs. (7.44) and (7.46) by which both \( u_j^n \) and \((u_{\overline{xx}})^n_j\) can be explicitly evaluated in terms of the mesh variables at the \((n-1/2)\)th time level. In the following, by using techniques developed earlier, similar explicit expressions will be developed for \((u_{\overline{xx}})^n_j\) and \(u_{\overline{xx}}(P^-)\).

To proceed, let \(P^+\) and \(P^-\) be the points depicted in Fig. 3, except that the parameter \(\tau\) shown in the figure be replaced by the mesh-point dependent parameter \((\tau_1)_j^n\). Then the x-coordinates of \(P^+\) and \(P^-\) are

\[
x(P^+) = x_j + \left[1 + (\tau_1)_j^n\right] \frac{\Delta x}{4} = x_{j+1/2} - \left[1 - (\tau_1)_j^n\right] \frac{\Delta x}{4}, \quad -\infty < (\tau_1)_j^n < +\infty
\]

and

\[
x(P^-) = x_j - \left[1 + (\tau_1)_j^n\right] \frac{\Delta x}{4} = x_{j-1/2} + \left[1 - (\tau_1)_j^n\right] \frac{\Delta x}{4}, \quad -\infty < (\tau_1)_j^n < +\infty
\]

respectively. In the current development, we assume

\[
(u_{\overline{xx}})^n_j = \frac{u_{xx}(P^+) - u_{xx}(P^-)}{[1 + (\tau_1)_j^n]\Delta x/2}
\]

where

\[
u_{xx}(P^+) \equiv u_{xx}^* \left(x(P^+), t^n; j + 1/2, n - 1/2\right)
\]

and

\[
u_{xx}(P^-) \equiv u_{xx}^* \left(x(P^-), t^n; j - 1/2, n - 1/2\right)
\]

Because \([P^-P^+] = [1 + (\tau_1)_j^n]\Delta x/2\), the expression on the right side of Eq. (7.49) represents a central-difference approximation of \((u_{\overline{xx}})^n_j\). With the aid of Eqs. (7.38), (7.42), (7.43), (7.47), (7.48), (7.50), and (7.51), it can be shown that Eq. (7.49) \(\Leftrightarrow\)

\[
(u_{\overline{xx}})^n_j = \frac{[(1-6\nu\overline{\nu})u_{\overline{xx}} - (1 - \tau_1 + 2\nu)u_{\overline{xx}}]^{n-1/2}_{j+1/2} - [(1 - 6\nu_{\overline{\nu}})u_{\overline{xx}} + (1 - \tau_1 - 2\nu)u_{\overline{xx}}]^{n-1/2}_{j-1/2}}{2[1 + (\tau_1)_j^n]}
\]

To simplify notation, in Eq. (7.52) and hereafter in this section we adopt a convention that can be explained using two expression on the right side of Eq. (7.52) as examples, i.e.,

\[
[(1 - 6\nu\overline{\nu})u_{\overline{xx}} - (1 - \tau_1 + 2\nu)u_{\overline{xx}}]^{n-1/2}_{j+1/2} = [(1 - 6\nu_{\overline{\nu}})u_{\overline{xx}}]^{n-1/2}_{j+1/2} - [1 - (\tau_1)_j^n + 2\nu_{\overline{\nu}}]^{n-1/2}_{j+1/2} (u_{\overline{xx}})^{n-1/2}_{j+1/2}
\]

and

\[
[(1 - 6\nu_{\overline{\nu}})u_{\overline{xx}} + (1 - \tau_1 - 2\nu)u_{\overline{xx}}]^{n-1/2}_{j-1/2} = [(1 - 6\nu_{\overline{\nu}})u_{\overline{xx}}]^{n-1/2}_{j-1/2} + [1 - (\tau_1)_j^n - 2\nu_{\overline{\nu}}]^{n-1/2}_{j-1/2} (u_{\overline{xx}})^{n-1/2}_{j-1/2}
\]

In other words, the parameter \(\tau_1\) which appears on the right side of an equation such as Eq. (7.52) and the mesh variable which appears on the left side are associated with the same mesh point \((j, n)\).

Next, let \(P^+\) and \(P^-\) be the points depicted in Fig. 3, except that the parameter \(\tau\) shown in the figure be replaced by the mesh-point dependent parameter \((\tau_2)_j^n\). Then the x-coordinates of \(P^+\) and \(P^-\) are

\[
x(P^+) = x_j + \left[1 + (\tau_2)_j^n\right] \frac{\Delta x}{4} = x_{j+1/2} - \left[1 - (\tau_2)_j^n\right] \frac{\Delta x}{4}, \quad -\infty < (\tau_2)_j^n < +\infty
\]

and

\[
x(P^-) = x_j - \left[1 + (\tau_2)_j^n\right] \frac{\Delta x}{4} = x_{j-1/2} + \left[1 - (\tau_2)_j^n\right] \frac{\Delta x}{4}, \quad -\infty < (\tau_2)_j^n < +\infty
\]
respectively. In the current development, \((u_x)^n_j\) is approximated with the current version of the expression on the right side of Eq. (5.46), i.e.,

\[
(u_x)^n_j = \frac{u_4^+(P^+) - u_4^-(P^-)}{1 + (\tau_2)^n_j \Delta x/2} - \frac{\left[1 + (\tau_2)^n_j \Delta x\right]^2}{96} (u_{xxx})^n_j
\]

(7.55)

where

\[
u_4^+ (P^+) \overset{\text{def}}{=} u^* (x(P^\pm), t^n; j \pm 1/2, n - 1/2)
\]

(7.56)

According to Eq. (7.35), \(u_4^+(P^+)\) is the 3rd-order Taylor’s approximation (i.e., the error is \(O[(\Delta x)^4]\)) of \(u\) at \(P^+\) evaluated using the mesh variables at \((j + 1/2, n - 1/2)\) while \(u_4^+(P^-)\) is that at \(P^-\) evaluated using the mesh variables at \((j - 1/2, n - 1/2)\). As such, Eq. (5.43) implies that Eq. (7.55) is an approximation of 3rd-order accuracy for the value of \(\partial u / \partial x\) at the mesh point \((j, n)\).

Next, with the aid Eqs. (7.35), (7.42), (7.43), (7.53), and (7.54), it can be shown that

\[
u_4^\pm (P^\pm) = \left\{u \mp (1 - \tau_2 \pm 2\nu_2)(1 - 2\nu_2) + 4(\nu_2)^2 u_{\bar{x}} + \frac{1}{2} (1 - \tau_2 \pm 2\nu_2)^2 (1 - 6\nu_2) u_{\bar{x}\bar{x}} + \frac{1}{6} (1 - \tau_2 \pm 2\nu_2)^3 u_{\bar{x}\bar{x}\bar{x}}\right\}^{n-1/2}
\]

(7.57)

In turn, by using Eqs. (7.42), (7.52) and (7.57), it can be shown that Eq. (7.55) \(\Leftrightarrow\)

\[
u_4^\pm (P^\pm) = \left\{\frac{u}{2(1 + \tau_2)} - \frac{(1 - \tau_2 \pm 2\nu_2)(1 - 2\nu_2) + 4(\nu_2)^2 u_{\bar{x}} + (1 - 6\nu_2)^2 u_{\bar{x}\bar{x}}}{2(1 + \tau_2)} + \frac{(1 + \tau_2)^2 (1 - \tau_1 \pm 2\nu_2)}{12(1 + \tau_1)} (1 - 2\nu_2)^2}{2(1 + \tau_2)} - \frac{(1 - \tau_2 \pm 2\nu_2)^3 u_{\bar{x}\bar{x}\bar{x}}}{12(1 + \tau_2)} \right\}^{n-1/2}
\]

\[
u_4^\pm (P^\pm) = \left\{\frac{u}{2(1 + \tau_2)} - \frac{(1 - \tau_2 - 2\nu_2)(1 - 2\nu_2) + 4(\nu_2)^2 u_{\bar{x}} + (1 - 6\nu_2)^2 u_{\bar{x}\bar{x}}}{2(1 + \tau_2)} - \frac{(1 + \tau_2)^2 (1 - \tau_1 - 2\nu_2)}{12(1 + \tau_1)} (1 - 2\nu_2)^2}{2(1 + \tau_2)} - \frac{(1 - \tau_2 - 2\nu_2)^3 u_{\bar{x}\bar{x}\bar{x}}}{12(1 + \tau_2)} \right\}^{n-1/2}
\]

(7.58)

Note that the simplifying convention established earlier for the parameter \(\tau_1\) in Eq. (7.52) applies here for both \(\tau_1\) and \(\tau_2\), i.e., everywhere on the right sides of Eqs. (7.57) and (7.58), the symbols \(\tau_1\) and \(\tau_2\) are the shorthands for \((\tau_1)^n_j\) and \((\tau_2)^n_j\), respectively.

By definition, the Burgers c-\(\tau\)-4 scheme is formed by Eqs. (7.44), (7.46), (7.52), and (7.58). It enforces the local conservation relations Eqs. (2.13) and (5.18). According to an argument given in Comment (d) presented at the end of Sec. 2.1, it will also enforce a global conservation relation for each of the fluxes of \(\hat{h}^+\) and \(\hat{h}^-\) over any space-time region that is the union of any combination of CE\((j, n)\), \((j, n) \in \Omega\). Moreover, even though it is a solver for a nonlinear equation Eq. (7.1), by explicitly specifying \((\tau_1)^n_j\) and \((\tau_2)^n_j\) as functions of the mesh variables at \((j - 1/2, n - 1/2)\) and \((j + 1/2, n - 1/2)\), the scheme will become completely explicit, i.e., the four independent mesh variables at each \((j, n)\) can be evaluated in terms of those at the \((n - 1/2)\)th time level without resorting to solving a system of nonlinear equations involving the independent mesh variables at \((j, n)\). Also note that, because \(\nu_\pm^0 = (\nu_\pm)^n_j = 0\) when \(\Delta t = 0\), Eqs. (7.52) and (7.58) reduce to Eqs. (6.3) and (6.4) respectively when \(\Delta t = \tau_1 = \tau_2 = 0\). In fact, it can be shown that the Burgers c-\(\tau\)-4 scheme satisfies Eqs. (2.7), (2.8), (5.12), and (5.13) (i.e., the conservation relations over each CE\(_{\pm}(j, n)\)) when \(\Delta t = \tau_1 = \tau_2 = 0\).
To turn the current scheme into an explicit scheme, as an example, we can assume that
\[(\tau_1)_j^n = \beta_1 |\nu_j^n| \quad \text{and} \quad (\tau_2)_j^n = \beta_2 |\nu_j^n| \quad (\beta_1 \geq 1; \beta_2 \geq 1) \quad (7.59)\]
where $\beta_1 \geq 1$ and $\beta_2 \geq 1$ are two adjustable constant parameters. According to Eqs. (7.43) and (7.46), Eq. (7.59) effectively defines $(\tau_1)_j^n$ and $(\tau_2)_j^n$ in terms of the mesh variables at $(j + 1/2, n - 1/2)$ and $(j - 1/2, n - 1/2)$. As another example, one can assume
\[(\tau_1)_j^n = \beta_1 \max \left\{|\nu_{j-1/2}^n|, |\nu_{j+1/2}^n|\right\} \quad \text{and} \quad (\tau_2)_j^n = \beta_2 \max \left\{|\nu_{j-1/2}^n|, |\nu_{j+1/2}^n|\right\} \quad (\beta_1 \geq 1; \beta_2 \geq 1) \quad (7.60)\]
where $\beta_1 \geq 1$ and $\beta_2 \geq 1$ are again two adjustable constant parameters. Other possible choices of $(\tau_1)_j^n$ and $(\tau_2)_j^n$ are specified in Eqs. (7.108)–(7.110).

In the following, it will be shown that the stability conditions of the Burgers c-\(\tau\)-4 scheme are essentially similar to those of the c-\(\tau\)-4 scheme.

7.2. Stability conditions of the inviscid Burgers c-\(\tau\)-4 scheme

As explained in Sec. 5.4, for linear solvers such as the a-c-4 or c-\(\tau\)-4 scheme, propagation of round-off errors is governed by the same linear system of equations governing the associated independent mesh variables. As will be shown, the above simple relation is not valid for a nonlinear solver such as the Burgers c-\(\tau\)-4 scheme.

To proceed, note that Eqs. (7.1) and (7.2) imply that the dependent variable $u$ has the dimension of $\Delta t/\Delta x$. Thus $\nu_j^n$, $(\nu_{x})_j^n$, $(\nu_{xx})_j^n$, and $(\nu_{xxx})_j^n$ defined in Eq. (7.43) are all dimensionless. As a result, by multiplying both sides of each of Eqs. (7.44), (7.46), (7.52), and (7.58) with the factor $\Delta t/\Delta x$, one can turn the latter equations into their dimensionless versions. The dimensionless versions can be obtained from the original versions by replacing the symbols $u$, $u_x$, $u_{xx}$ and $u_{xxx}$ with $\nu$, $\nu_x$, $\nu_{xx}$, and $\nu_{xxx}$, respectively. Explicitly, the dimensionless versions of Eqs. (7.46), (7.58), (7.44), and (7.52) are

\[
\nu_j^n = \left\{\frac{(2 - \nu)}{4} - \frac{3(1 - \nu^2) + 2(3\nu^2 - 1)(1 - 2\nu_x)\nu_x}{6} \nu_x + \frac{\nu(1 - \nu^2)(1 - 6\nu_x)}{3} \nu_{xx} + \frac{(1 - \nu^2)^2}{6} \nu_{xxx}\right\}^{n-1/2}_{j+1/2} \\
+ \left\{\frac{(2 + \nu)}{4} + \frac{3(1 - \nu^2) + 2(3\nu^2 - 1)(1 - 2\nu_x)\nu_x}{6} \nu_x - \frac{\nu(1 - \nu^2)(1 - 6\nu_x)}{3} \nu_{xx} - \frac{(1 - \nu^2)^2}{6} \nu_{xxx}\right\}^{n-1/2}_{j-1/2}
\]

\[
(\nu_x)_j^n = \left\{\frac{\nu}{2(1 + \tau_x)} - \frac{(1 - \tau_x + 2\nu)(1 - 2\nu_x + 4(\nu_x)^2)\nu_x}{2(1 + \tau_x)} + \frac{(1 - 6\nu_x)}{4(1 + \tau_x)} \frac{(1 - \tau_x + 2\nu)^2}{12(1 + \tau_x)} \nu_{xx}\right\}^{n-1/2}_{j+1/2} \\
- \left\{\frac{\nu}{2(1 + \tau_x)} + \frac{(1 - \tau_x - 2\nu)(1 - 2\nu_x + 4(\nu_x)^2)\nu_x}{2(1 + \tau_x)} + \frac{(1 - 6\nu_x)}{4(1 + \tau_x)} \frac{(1 - \tau_x - 2\nu)^2}{12(1 + \tau_x)} \nu_{xx}\right\}^{n-1/2}_{j-1/2}
\]

\[
(\nu_{xx})_j^n = \frac{1}{2} \left\{[(2\nu_x - 1)(\nu_x)^2 + 1 - \nu(1 - 6\nu_x)]\nu_{xx} - (1 - \nu^2)\nu_{xxx}\right\}^{n-1/2}_{j+1/2} \\
+ \left\{[(1 - 2\nu_x)(\nu_x)^2 + 1 + \nu(1 - 6\nu_x)]\nu_{xx} + (1 - \nu^2)\nu_{xxx}\right\}^{n-1/2}_{j-1/2}
\]
and
\[
(\nu_{xx})^n_j = \frac{[(1-6\nu)\nu_{xx} - (1-\tau_1 + 2\nu)\nu_{xx}]^{n-1/2}_j - [(1-6\nu)\nu_{xx} + (1-\tau_1 - 2\nu)\nu_{xx}]^{n-1/2}_j}{2[1 + (\tau_1)^n_j]} \tag{7.64}
\]
respectively.

In the current study, we assume that
\[
\begin{align*}
|u_{xx}^n_j| & \ll |u_x^n_j| \ll |u_j^n| & (j,n) \in \Omega \\
|u_j^n| & \leq 1 & (j,n) \in \Omega 
\end{align*}
\tag{7.65}
\]
and
\[
|(\tau_1)^n_j| = O(|\nu_j^n|), \quad |(\tau_2)^n_j| = O(|\psi^n_j|), & (j,n) \in \Omega \tag{7.67}
\]
Note that, by using Eqs. (7.35) and (7.42), one has
\[
\begin{align*}
\psi^n_j & = \frac{4}{x_j + \frac{\Delta x}{4}} \psi^n; j,n \\
& = u_j^n + \frac{1}{2} (\nu_{xx})^n_j + \frac{1}{6} (\nu_{xx})^n_j & (j,n) \in \Omega \tag{7.68}
\end{align*}
\]
Thus, Eq. (7.65) simply states that the magnitude of a term on the right side of Eq. (7.68) is much larger than that of the next higher-order term to its right. In view of Eqs. (7.42), obviously, this assumption can be made valid by choosing a small enough value of \(\Delta x\). Moreover, by using Eqs. (7.43), it can be shown that Eqs. (7.65) and (7.66) \(\Leftrightarrow\)
\[
|\nu_{xx}^n_j| \ll |\nu_x^n_j| \ll |\nu_j^n| \ll 1 & (j,n) \in \Omega \tag{7.69}
\]
With the aid of Eqs. (7.42) and (7.43), it is seen that the assumption \(|\nu_x^n_j| \ll |\nu_j^n|\) in Eq. (7.69) \(\Leftrightarrow\)
\[
\Delta x (u_x^n)_j \ll u_j^n & (j, n) \in \Omega \tag{7.70}
\]
Within a smooth solution region, \((u_x)_j^n\) is a good approximation of the value of \(\partial u/\partial x\) at \((j, n)\). Thus Eq. (7.70) implies that
\[
|u_{j+1/2} - u_{j-1/2}| \ll |u_{j+1/2}^n| & (j,n) \in \Omega \tag{7.71}
\]
By using Eq. (7.43), one can cast Eq. (7.71) into its dimensionless form, i.e.,
\[
|\nu_{j+1/2} - \nu_{j-1/2}| \ll |\nu_{j+1/2}^n| & (j,n) \in \Omega \tag{7.72}
\]
In turn, Eq. (7.72) implies that
\[
|\nu_{j+1/2} - \nu_{j-1/2}^n| \ll |\psi_{j+1/2}^n| & (j,n) \in \Omega \tag{7.73}
\]
with
\[
\psi_{j+1/2}^n \overset{\text{def}}{=} \frac{1}{2} (\nu_{j+1/2}^n + \nu_{j-1/2}^n) & (j,n) \in \Omega \tag{7.74}
\]
Eq. (7.73) implies that
\[
\nu_{j+1/2}^n \approx \nu_{j-1/2}^n & (j,n) \in \Omega \tag{7.75}
\]
Hereafter the symbol \(\pm\) denote the fact that the magnitude of the difference of the quantities on the both sides of the symbol is much less than the magnitude of either quantity itself. In other words, either is a close approximation of another.
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The stability study will be carried out using Eqs. (7.61)–(7.64). In these dimensionless equations, the independent mesh variables at any mesh point \((j, n) \in \Omega\) are \(\nu_j^n\), \((\nu_x)_j^n\), \((\nu_{xx})_j^n\), and \((\nu_{xxx})_j^n\). Hereafter the round-off errors associated with these variables are denoted by \(\delta \nu_j^n\), \(\delta (\nu_x)_j^n\), \(\delta (\nu_{xx})_j^n\), and \(\delta (\nu_{xxx})_j^n\), respectively. Because the magnitude of the round-off error of a quantity with a smaller magnitude generally is not necessarily smaller than that of a quantity with a larger magnitude, in contrast to Eq. (7.69), we assume that

\[
|\delta (\tau_1)_j^n| \approx |\delta (\tau_2)_j^n| \approx |\delta \nu_j^n| \approx |\delta (\nu_x)_j^n| \approx |\delta (\nu_{xx})_j^n| \approx |\delta (\nu_{xxx})_j^n| \quad (j, n) \in \Omega
\]  

(7.76)

Hereafter (i) the symbol \(\approx\) implies that the quantities on both sides of this symbol have the same order of magnitude, and (ii) \(\delta (\tau_1)_j^n\) and \(\delta (\tau_2)_j^n\) denote the round-off errors of \((\tau_1)_j^n\) and \((\tau_2)_j^n\), respectively. Also because round-off errors could vary erratically from one mesh point to another, in contrast to Eq. (7.72), in general, we have

\[
|\delta \nu_{j+1/2}^{n-1/2} - \delta \nu_{j-1/2}^{n-1/2}| \approx |\delta \nu_{j+1/2}^{n+1/2} - \delta \nu_{j-1/2}^{n+1/2}| \approx |\delta (\tau_1)_j^n| \approx |\delta (\tau_2)_j^n| \quad (j, n) \in \Omega
\]  

(7.77)

Let \(\ell, \ell = 1, 2, 3, 4\), be independent mesh variables at a mesh point. Let \(\delta \xi_\ell\), \(\ell = 1, 2, 3, 4\) be their round-off errors, respectively. Then because each \(\delta \xi_\ell\) is a very small perturbation of \(\xi_\ell\), the round-off errors of a differentiable function \(f(x_1, x_2, x_3, x_4)\) can be approximated by

\[
\delta f(x_1, x_2, x_3, x_4) \overset{\text{def}}{=} \sum_{\ell=1}^{4} \frac{\partial f}{\partial \xi_\ell} \delta \xi_\ell
\]  

(7.78)

As an example, let

\[
\begin{align*}
x_1 & \overset{\text{def}}{=} \nu_{j+1/2}^{n-1/2}, & x_2 & \overset{\text{def}}{=} (\nu_x)_j^{n-1/2}, & x_3 & \overset{\text{def}}{=} (\nu_{xx})_j^{n-1/2}, & x_4 & \overset{\text{def}}{=} (\nu_{xxx})_j^{n-1/2} & (j, n) \in \Omega
\end{align*}
\]  

(7.79)

Then the expression on the right side of Eq. (7.61) associated with the mesh point \((j + 1/2, n - 1/2)\) can be expressed as \(g(x_1, x_2, x_3, x_4)\) where

\[
g(x_1, x_2, x_3, x_4) \overset{\text{def}}{=} \frac{1}{2} (1 - x_1^2) x_1 - \frac{1}{2} (1 - x_1^2) x_2 - \frac{1}{3} (x_1^2 - 1) (1 - 2x_1) (x_2)^2 + \frac{x_1}{3} [1 - (x_1)^2] (1 - 6x_2)x_3 + \frac{1}{6} [1 - (x_1)^2]^2 x_4
\]  

(7.80)

Eq. (7.80) implies that

\[
\frac{\partial g}{\partial x_1} = \frac{1}{2} x_1 + x_1 x_2 - 2x_1 (1 - 2x_2)(x_2)^2 + \frac{1 - 3(x_1)^2}{3}(1 - 6x_2)x_3 - \frac{2x_1 x_4}{3} [1 - (x_1)^2]
\]  

(7.81)

\[
\frac{\partial g}{\partial x_2} = - \frac{1 - (x_1)^2}{2} - 2 \left[3(x_1)^2 - 1\right] x_2 (1 - 3x_2) - 2x_1 x_3 \left[1 - (x_1)^2\right]
\]  

(7.82)

\[
\frac{\partial g}{\partial x_3} = \frac{x_1 [1 - (x_1)^2]}{3} - 2x_1 x_2 \left[1 - (x_1)^2\right]
\]  

(7.83)

and

\[
\frac{\partial g}{\partial x_4} = \frac{[1 - (x_1)^2]^2}{6}
\]  

(7.84)

Note that Eq. (7.69) implies that

\[|x_4| \ll |x_3| \ll |x_2| \ll |x_1| \leq 1\]  

(7.85)
As such, by excluding the case

\[ |1 - (x_1)^2| \ll 1 \quad (7.86) \]

one concludes that the expression on the right side of each of Eqs. (7.81)–(7.83) is dominated by the first term which involves only the variable \( x_1 \). Moreover, because Eq. (7.76) implies that

\[ |\delta x_4| \approx |\delta x_3| \approx |\delta x_2| \approx |\delta x_1| \quad (7.87) \]

With the aid of Eqs. (7.78) and (7.79), one concludes that

\[
\delta g(x_1, x_2, x_3, x_4) = \left( \frac{1 - x_1}{2} \right) \delta x_1 - \left( \frac{1 - (x_1)^2}{2} \right) \delta x_2 + \frac{x_1 [1 - (x_1)^2]}{3} \delta x_3 + \frac{[1 - (x_1)^2]^2}{6} \delta x_4
\]

\[ = \left[ \left( \frac{1 - \nu}{2} \right) \delta \nu - \left( \frac{1 - \nu^2}{2} \right) \delta \nu_{\bar{x}} + \frac{\nu (1 - \nu^2)}{3} \delta \nu_{\bar{x}\bar{x}} + \frac{(1 - \nu^2)^2}{6} \delta \nu_{\bar{x}\bar{x}\bar{x}} \right]_{j+1/2}^{n-1/2} \quad (7.88) \]

Next, by combining Eqs. (7.75) and (7.88), one arrives at the conclusion

\[
\delta g(x_1, x_2, x_3, x_4) = \left( \frac{1 - \tilde{\nu}}{2} \right)_j \delta \nu_{j+1/2} - \left( \frac{1 - \tilde{\nu}^2}{2} \right)_j \delta \nu_{j+1/2}
\]

\[ + \left[ \tilde{\nu} \left( \frac{1 - \tilde{\nu}^2}{2} \right)_j \delta \nu_{\bar{x}\bar{x}}_{j+1/2} + \frac{1 - \tilde{\nu}^2}{6} \delta \nu_{\bar{x}\bar{x}\bar{x}}_{j+1/2} \right]_{j+1/2}^{n-1/2} \quad (7.89) \]

Note that, according to Eqs. (7.75) and (7.79), Eq. (7.86) \( \iff \)

\[ (\tilde{\nu}_j^n)^2 \doteq 1 \quad (7.90) \]

As such the validity of Eq. (7.89) has been established except the case Eq. (7.90).

By excluding the case Eq. (7.90) and using similar arguments, one can also derive the counterpart of Eq. (7.89) for the expression on the right side of Eq. (7.61) associated with the mesh point \((j - 1/2, n - 1/2)\). After combining Eq. (7.89) and its counterpart, one concludes that, excluding the case Eq. (7.90),

\[
\delta \nu_{j} = \left( \frac{1 - \tilde{\nu}}{2} \right)_j \delta \nu_{j+1/2} + \left( \tilde{\nu} \right)_j \delta \nu_{j - 1/2} - \left( \frac{1 - \tilde{\nu}^2}{2} \right)_j \delta \nu_{j+1/2} - \delta \nu_{j-1/2}
\]

\[ + \left[ \tilde{\nu} \left( \frac{1 - \tilde{\nu}^2}{2} \right)_j \delta \nu_{\bar{x}\bar{x}}_{j+1/2} - \frac{1 - \tilde{\nu}^2}{6} \delta \nu_{\bar{x}\bar{x}\bar{x}}_{j+1/2} \right]_{j+1/2}^{n-1/2} \quad (7.91) \]

The proof of Eq. (7.91) is completed if one can show that it is valid even for the case Eq. (7.90). Note that Eq. (7.90) \( \iff \) either

\[ \tilde{\nu}_j^n \doteq 1 \quad (7.92) \]

or

\[ \tilde{\nu}_j^n \doteq -1 \quad (7.93) \]

but not both. On the other hand, it can be shown easily that (i)

\[ \delta \nu_{j} \doteq \delta \nu_{j+1/2} \]

for the case Eq. (7.92), and (ii)

\[ \delta \nu_{j} \doteq \delta \nu_{j-1/2} \]

for the case Eq. (7.93).
for the case Eq. (7.93). By comparing Eq. (7.91) with Eqs. (7.94) and (7.95), it is clear that Eq. (7.91) is also valid for the case Eq. (7.90). QED.

Except for a possible complication to be discussed later, in a similar manner one can derive from Eqs. (7.62)–(7.64) the following results:

\[
\delta(\nu_z)^n_j \doteq \left[ \frac{1}{2(1 + \tau_2)} \right]_j^n \left( \delta(\nu_{z,j+1/2})^{n-1/2} - \delta(\nu_{z,j-1/2})^{n-1/2} \right) - \left[ \frac{1 - \tau_2 + 2\tilde{\nu}}{2(1 + \tau_2)} \right]_j^n \delta(\nu_z)^{n-1/2}
- \left[ \frac{1 - \tau_2 - 2\tilde{\nu}}{4(1 + \tau_2)} \right]_j^n \delta(\nu_z)^{n-1/2} + \left[ \frac{1 - \tau_2 + 2\tilde{\nu}}{4(1 + \tau_2)} \right]_j^n \delta(\nu_z)^{n-1/2}
- \left[ \frac{1 - \tau_2 - 2\tilde{\nu}}{12(1 + \tau_1)} \right]_j^n \delta(\nu_{z,j+1/2})^{n-1/2} - \left[ \frac{1 - \tau_2 + 2\tilde{\nu}}{12(1 + \tau_2)} \right]_j^n \delta(\nu_{z,j-1/2})^{n-1/2}
\] (7.96)

\[
\delta(\nu_{\bar{z}})^n_j \doteq \frac{1}{2} \left( (1 - \tilde{\nu})^n_j \delta(\nu_{\bar{z},j+1/2})^{n-1/2} + (1 + \tilde{\nu})^n_j \delta(\nu_{\bar{z},j-1/2})^{n-1/2} - (1 - \tilde{\nu})^n_j \delta(\nu_{\bar{z},j+1/2})^{n-1/2} - (1 - \tilde{\nu})^n_j \delta(\nu_{\bar{z},j-1/2})^{n-1/2} \right)
\] (7.97)

and

\[
\delta(\nu_{\bar{z},z})_j^n \doteq \left[ \frac{1}{2(1 + \tau_1)} \right]_j^n \left( \delta(\nu_{\bar{z}})^{n-1/2} - \delta(\nu_z)^{n-1/2} \right)
- \left[ \frac{1 - \tau_1 + 2\tilde{\nu}}{2(1 + \tau_1)} \right]_j^n \delta(\nu_{\bar{z},z})_j^{n-1/2} - \left[ \frac{1 - \tau_1 - 2\tilde{\nu}}{2(1 + \tau_1)} \right]_j^n \delta(\nu_{\bar{z},z})_j^{n-1/2}
\] (7.98)

In deriving Eqs. (7.96) and (7.98) from Eqs. (7.62) and (7.64), the reader should bear in mind the simplifying convention established earlier for the parameters \(\tau_1\) and \(\tau_2\). As an example, we have

\[
\left[ \frac{\nu}{2(1 + \tau_2)} \right]_j^{n-1/2} \doteq \left[ \frac{1}{2(1 + \tau_2)} \right]_j^n \delta(\nu_{z,j+1/2})^{n-1/2} - \left[ \frac{\nu}{2(1 + \tau_2)} \right]_j^n \delta(\nu_{z,j-1/2})^{n-1/2}
\] (7.99)

Thus, by using Eqs. (7.75) and (7.78), Eq. (7.99) implies that

\[
\delta \left[ \frac{\nu}{2(1 + \tau_2)} \right]_j^{n-1/2} \doteq \left[ \frac{1}{2(1 + \tau_2)} \right]_j^n \delta(\nu_{z,j+1/2})^{n-1/2} - \left[ \frac{\nu}{2(1 + \tau_2)} \right]_j^n \delta(\nu_{z,j-1/2})^{n-1/2}
\] (7.100)

In turn, Eq. (7.100) implies that

\[
\delta \left[ \frac{\nu}{2(1 + \tau_2)} \right]_j^{n-1/2} - \delta \left[ \frac{\nu}{2(1 + \tau_2)} \right]_j^{n-1/2} \doteq \left[ \frac{1}{2(1 + \tau_2)} \right]_j^n \delta(\nu_{z,j+1/2})^{n-1/2} - \left[ \frac{\nu}{2(1 + \tau_2)} \right]_j^n \delta(\nu_{z,j-1/2})^{n-1/2}
\] (7.101)

The expression on the right side of Eq. (7.101) is the first term on the right side of Eq. (7.96).

Eqs. (7.91) and (7.96)–(7.98) can be cast into the matrix form

\[
\delta\tilde{q}(j, n) \doteq \left[ \tilde{Q}_-(\tau_1, \tau_2, \tilde{\nu}) \right]_j^n \delta\tilde{q}(j + 1/2, n - 1/2) + \left[ \tilde{Q}_+(\tau_1, \tau_2, \tilde{\nu}) \right]_j^n \delta\tilde{q}(j - 1/2, n - 1/2) \quad (j, n) \in \Omega
\] (7.102)
where

\[
\delta \hat{q}(j, n) \equiv \begin{bmatrix}
\delta \nu_j^n \\
\delta (\nu_x)_j^n \\
\delta (\nu_{xx})_j^n \\
\delta (\nu_{xxx})_j^n 
\end{bmatrix} \quad (j, n) \in \Omega
\]  

(7.103)

and

\[
[\hat{Q}_\pm (\tau_1, \tau_2, \hat{\nu})]_j^n \equiv \begin{bmatrix}
\hat{q}_{11}^\pm \\
\hat{q}_{12}^\pm \\
\hat{q}_{13}^\pm \\
\hat{q}_{14}^\pm \\
0 \\
0 \\
\hat{q}_{33}^\pm \\
\hat{q}_{34}^\pm 
\end{bmatrix}
\quad (j, n) \in \Omega
\]  

(7.104)

with

\[
\hat{q}_{11}^\pm \equiv \frac{1 \pm \hat{\nu}}{2}, \quad \hat{q}_{12}^\pm \equiv \frac{1 - \hat{\nu}^2}{2}, \quad \hat{q}_{13}^\pm \equiv \pm \frac{\hat{\nu}(1 - \hat{\nu}^2)}{3}, \quad \hat{q}_{14}^\pm \equiv \pm \frac{(1 - \hat{\nu}^2)^2}{6}
\]  

(7.105)

\[
\hat{q}_{21}^\pm \equiv \frac{\mp 1}{2(1 + \tau_2)}, \quad \hat{q}_{22}^\pm \equiv \frac{(1 - \tau_2 \mp 2\hat{\nu})}{2(1 + \tau_2)}, \quad \hat{q}_{23}^\pm \equiv \pm \frac{(1 + \tau_2)^2}{12(1 + \tau_1)} \mp \frac{(1 - \tau_2 \mp 2\hat{\nu})^2}{4(1 + \tau_2)}
\]  

(7.106)

\[
\hat{q}_{24}^\pm \equiv \frac{(1 + \tau_2)^2(1 - \tau_1 \mp 2\hat{\nu})}{12(1 + \tau_1)} - \frac{(1 - \tau_2 \mp 2\hat{\nu})^3}{12(1 + \tau_2)}
\]

and

\[
\hat{q}_{33}^\pm \equiv \frac{1 \pm \hat{\nu}}{2}, \quad \hat{q}_{34}^\pm \equiv \frac{1 - \hat{\nu}^2}{2}, \quad \hat{q}_{43}^\pm \equiv \pm \frac{1}{2(1 + \tau_1)}, \quad \hat{q}_{44}^\pm \equiv -\frac{(1 - \tau_1 \mp 2\hat{\nu})}{2(1 + \tau_1)}
\]  

(7.107)

A comparison of Eqs. (7.102)–(7.107) with Eqs. (6.7), (5.54), and (6.8)–(6.11) reveals a striking similarity in the structures of these two sets of equations. On the other hand, it was explained in Sec. 5.4 that: (i) computational instability would occur if round-off errors are amplified without bound as they propagate down the subsequent time levels; and (ii) for linear schemes like the \(a\)-\(e\)-4 and \(c\)-\(\tau\)-4 schemes, the time evolution of the mesh variables and that of the associated round-off errors are governed by the same system of equations. As a result of the facts stated above, one now arrives at the conclusion that the stability conditions of the nonlinear inviscid Burgers \(c\)-\(\tau\)-4 scheme can be obtained from those of the linear \(c\)-\(\tau\) scheme by replacing the constant coefficients \(\nu\), \(\tau_1\), and \(\tau_2\) with the mesh-point dependent coefficients \(\hat{\nu}_j^n\), \((\tau_1)_j^n\), and \((\tau_2)_j^n\), respectively.

### 7.3. The inviscid Burgers \(c\)-\(\tau\)-4 schemes

Let \(h_1(s)\) and \(h_2(s)\) be any two functions that meet the same requirements imposed on the function \(h(s)\) introduced in Sec. 3.2. Then, because of the close relations among the \(c\)-\(\tau\), \(c\)-\(\tau\)-4 and current schemes established above, here an “ideal” inviscid Burgers \(c\)-\(\tau\)-4 scheme is defined by an extension of Eq. (6.21), i.e.,

\[
(\tau_1)_j^n = h_1((\hat{\nu}_j^n)^2) \quad \text{and} \quad (\tau_2)_j^n = h_2((\hat{\nu}_j^n)^2) \quad |(\hat{\nu}_j^n)| < 1
\]  

(7.108)

According to Eq. (3.22), one can assume \(h_1(s) = h_2(s) = \sqrt{s}\). As such a special inviscid Burgers \(c\)-\(\tau\)-4 scheme can be defined by the relation

\[
(\tau_1)_j^n = (\tau_2)_j^n = |\hat{\nu}_j^n| \quad |(\hat{\nu}_j^n)| < 1
\]  

(7.109)
For robust real-world applications, we may also introduce a special inviscid Burgers c-τ-4 scheme which is defined by an extension of Eq. (6.23), i.e.,

$$\tau_1^n = \beta_1 |\bar{v}_j^n| \quad \text{and} \quad \tau_2^n = \beta_2 |\bar{v}_j^n| \quad (\beta_1 \geq 1; \beta_2 \geq 1; |\bar{v}_j^n| < 1) \quad (7.110)$$

where \( \beta_1 \geq 1 \) and \( \beta_2 \geq 1 \) are two adjustable parameters. In the rest of this section, we consider only the special schemes which satisfy at least one of Eqs. (7.59), (7.60), and (7.108)–(7.110). As a result of Eq. (7.43), for these schemes,

$$\left( \begin{array}{l} \tau_1^n \to 0 \\ \tau_2^n \to 0 \end{array} \right) \quad \text{as} \quad \Delta t \to 0 \quad (7.111)$$

### 7.4. Shock capturing schemes

As explained in Sec. 2.3, the current Burgers solver needed to be modified so that it is capable of resolving shocks. Specifically, we need to turn the expression on the right side of Eq. (7.52) and/or that of Eq. (7.58) into proper weighted averages discussed in Sec. 2.3 and Sec. 4.

First we consider Eq. (7.52). Let

$$u_{\bar{x}\hat{x}}^{(P^+)} \equiv \left( \frac{\Delta \bar{x}}{4} \right)^2 u_{xx}(P^+) \quad \text{and} \quad u_{\bar{x}\hat{x}}^{(P^-)} \equiv \left( \frac{\Delta \bar{x}}{4} \right)^2 u_{xx}(P^-) \quad (7.112)$$

where \( u_{xx}(P^+) \) and \( u_{xx}(P^-) \) are defined by Eqs. (7.47), (7.48), (7.50), and (7.51). Then it can be shown that

$$u_{\bar{x}\hat{x}}(P^+) = [(1 - 6\nu_{\bar{x}})u_{\bar{x}\hat{x}} - (1 - \tau_1 + 2\nu)u_{\bar{x}\hat{x}}]_{j+1/2} \quad (7.113)$$

and

$$u_{\bar{x}\hat{x}}(P^-) = [(1 - 6\nu_{\bar{x}})u_{\bar{x}\hat{x}} + (1 - \tau_1 - 2\nu)u_{\bar{x}\hat{x}}]_{j-1/2} \quad (7.114)$$

Thus Eq. (7.52) implies that

$$u_{\bar{x}\hat{x}}(P) = \frac{1}{2} u_{\bar{x}\hat{x}}^{-} + \frac{1}{2} u_{\bar{x}\hat{x}}^{+} \quad (7.115)$$

where

$$u_{\bar{x}\hat{x}}^{-} \equiv \left( u_{\bar{x}\hat{x}}(P^+) - u_{\bar{x}\hat{x}}(P^-) \right) \quad \text{and} \quad u_{\bar{x}\hat{x}}^{+} \equiv \left( u_{\bar{x}\hat{x}}(P^+) - u_{\bar{x}\hat{x}}(P^-) \right) \quad (7.116)$$

with the understanding that \( u_{\bar{x}\hat{x}}^{-} \) is that defined in Eq. (7.44). Eqs. (7.115) and (7.116) can be considered as the substitution forms of Eqs. (3.10) and (4.1)–(4.3).

According to Eq. (7.115), \( u_{\bar{x}\hat{x}}^{-} \) evaluated using Eq. (7.52) is the simple average of \( u_{\bar{x}\hat{x}}^{-} \) and \( u_{\bar{x}\hat{x}}^{+} \). Moreover, by using Eqs. (7.111), (7.113)–(7.116) and

$$\nu_n^j \to 0, \quad (u_{\bar{x}\hat{x}}^j)^n \to 0, \quad \text{and} \quad (u_{\bar{x}\hat{x}}^{-})^n \to 0 \quad \text{as} \quad \Delta t \to 0 \quad (7.117)$$

(which follows from Eq. (7.43)), one can show that

$$\lim_{\Delta t \to 0} (u_{\bar{x}\hat{x}}^{-})^n = \lim_{\Delta t \to 0} (u_{\bar{x}\hat{x}}^{+})^n = \lim_{\Delta t \to 0} (u_{\bar{x}\hat{x}}^{-})^n = \frac{1}{2} \left[ (u_{\bar{x}\hat{x}} - u_{\bar{x}\hat{x}})_{j+1/2} - (u_{\bar{x}\hat{x}} + u_{\bar{x}\hat{x}})_{j-1/2} \right] \quad (7.118)$$

Because \( (u_{\bar{x}\hat{x}}^{-})^n \) and \( (u_{\bar{x}\hat{x}}^{+})^n \) satisfy Eq. (7.118), the simple average in Eq. (7.115) can be turned into an weighted average using any of the techniques described in Sec. 4. As an example, consider the technique presented in Sec. 4.4. The current counterparts of Eqs. (4.22)–(4.24) are

$$\max \left\{ \left( \frac{\Delta \bar{x}}{4} \right)^2 u_{xx}(P^+), \left( \frac{\Delta \bar{x}}{4} \right)^2 u_{xx}(P^-) \right\} \quad (7.119)$$
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\[
[(\hat{w}_1)_+]_n^{\text{def}} = \left\{ \frac{1 + \sigma_1(\eta_1)_-}{2 + \sigma_1[(\eta_1)_+ + (\eta_1)_-]} \right\}_j^n \quad (\hat{\nu}_j^n \neq 0) \tag{7.120}
\]

and
\[
[(\hat{w}_1)_-]_n^{\text{def}} = \left\{ \frac{1 + \sigma_1(\eta_1)_+}{2 + \sigma_1[(\eta_1)_+ + (\eta_1)_-]} \right\}_j^n \quad (\hat{\nu}_j^n \neq 0) \tag{7.121}
\]

respectively. Here (i) \( \alpha_1 > 0 \) is a preset parameter in the order of 1, and (ii)
\[
(\sigma_1)_j^n = \frac{(\sigma_1)_o}{|\hat{\nu}_j^n|} \quad ((\sigma_1)_o > 0 \text{ and } \hat{\nu}_j^n \neq 0) \tag{7.122}
\]

with \((\sigma_1)_o\) being a preset parameter in the order of 1. With the above definitions, the current counterpart of Eq. (4.30) can be expressed as
\[
(u_{xxxx})_j^n = [(\hat{w}_1)_-]_j^n(u_{xxxx})_j^n + [(\hat{w}_1)_+]_j^n(u_{xxxx})_j^n \tag{7.123}
\]

Next consider Eq. (7.58). Note that, with the aid of Eq. (7.52) and (7.57), it can be shown that Eq. (7.58)
\[
\Leftrightarrow (u_{\bar{x}})_j^n = \frac{u^{4*}(P^+) - u^{4*}(P^-)}{2[1 + (\tau_2)_j^n]} - \frac{1 + (\tau_2)_j^n}{6}(u_{xxxx})_j^n \tag{7.124}
\]

In the following, with the aid of Eq. (7.124), \((u_{\bar{x}})_j^n\) will be defined so that
\[
(u_{\bar{x}})_j^n = \frac{1}{2}(u_{\bar{x}_-} + u_{\bar{x}_+})_j^n \tag{7.125}
\]

and
\[
\lim_{\Delta t \to 0} (u_{\bar{x}_-})_j^n = \lim_{\Delta t \to 0} (u_{\bar{x}_+})_j^n = \lim_{\Delta t \to 0} (u_{\bar{x}})_j^n = \frac{1}{2} \left[ (u - u_{\bar{x}} + \frac{1}{3}u_{xxxx})_{j+1/2}^{n-1/2} - (u + u_{\bar{x}} + \frac{1}{3}u_{xxxx})_{j-1/2}^{n-1/2} \right] \tag{7.126}
\]

Note that the validity of the last equality sign follows directly from Eqs. (7.58), (7.111), and (7.117).

To facilitate the development, note that here (i) \( P^+ \) and \( P^- \) are the points depicted in Fig. 3, except that the parameter \( \tau \) shown in the figure be replaced by the mesh-point dependent parameter \((\tau_2)_j^n\); and (ii) \( u^{4*}(P^+) \) and \( u^{4*}(P^-) \) defined in Eq. (7.56) are 4th-order Taylor’s approximations of the values of \( u \) at points \( P^+ \) and \( P^- \), respectively. Alternatively, these two values can also be approximated by
\[
\tilde{u}^{4*}(P_{\pm})^{\text{def}} = u^* \left( x(P_{\pm}), t^n; j, n \right) \tag{7.127}
\]

respectively. With the aid of Eqs. (7.35), (7.42), (7.53), and (7.54), Eq. (7.127) implies that
\[
\tilde{u}^{4*}(P^+) = u_j^n \pm \left[ 1 + (\tau_2)_j^n \right](u_{xxxx})_j^n + \frac{1 + (\tau_2)_j^n}{2}(u_{xxxx})_j^n + \frac{1}{6}(u_{xxxx})_j^n \tag{7.128}
\]

In turn, Eq. (7.128) implies that
\[
\frac{\tilde{u}^{4*}(P^+) - u_j^n}{1 + (\tau_2)_j^n} = \frac{\tilde{u}_j^n - \tilde{u}^{4*}(P^-)}{1 + (\tau_2)_j^n} + \frac{1}{2}(u_{xxxx})_j^n \tag{7.129}
\]

Moreover, by using Eqs. (7.44), (7.46), (7.52), (7.57), (7.58), (7.111), (7.117) and (7.128), one concludes that
\[
\lim_{\Delta t \to 0} \tilde{u}^{4*}(P_{\pm}) = \lim_{\Delta t \to 0} u^{4*}(P_{\pm}) = \left( u + u_{\bar{x}} + \frac{1}{2} u_{\bar{x}x} + \frac{1}{6} u_{xxx} \right)_{j\pm1/2}^{n-1/2} \tag{7.130}
\]
An immediate result of Eqs. (7.129) and (7.130) is

$$
\lim_{\Delta t \to 0} \left( u_{x+}^n \right)_j \equiv \lim_{\Delta t \to 0} \left( u_{x-}^n \right)_j
$$

(7.131)

where

$$
(u_{x+}^n)_j \equiv \frac{u^{4s}(P^+) - u_{j}^n}{1 + (\tau_2)^n_j} - \frac{1 + (\tau_2)^n_j}{2}(u_{xx})_j^n
$$

(7.132)

and

$$
(u_{x-}^n)_j \equiv \frac{u_{j}^n - u^{4s}(P^-)}{1 + (\tau_2)^n_j} + \frac{1 + (\tau_2)^n_j}{2}(u_{xx})_j^n
$$

(7.133)

As a result of Eqs. (7.132) and (7.133), one has

$$
(u_{x+}^n)_j + (u_{x-}^n)_j = \frac{u^{4s}(P^+) - u^{4s}(P^-)}{1 + (\tau_2)^n_j}
$$

(7.134)

Combining Eqs. (7.124), (7.131) and (7.134), one concludes that the requirements Eqs. (7.125) and (7.126) are met by the definition

$$
(u_{x\pm}^n)_j \equiv (u_{x\pm}^n)_j - \left[ \frac{1 + (\tau_2)^n_j}{6} \right](u_{xx\pm})_j^n
$$

(7.135)

Because $(u_{x+}^n)_j$ and $(u_{x-}^n)_j$ meet the condition that they have the same value in the limit of $\Delta t \to 0$, the simple average on the right side of Eq. (7.125) can also be converted into a weighted average using any of the techniques described in Sec. 4. As an example, consider the technique presented in Sec. 4.4. The current counterparts of Eqs. (7.119)–(7.121) are

$$
[(\eta_2)_j]^n \equiv \left[ \frac{(u_{x+})_j^n}{\min \{(u_{x-})_j^n, (u_{x+})_j^n\}} \right]^{\alpha_2} - 1 \quad (\alpha_2 > 0 \text{ and } |(u_{x-})_j^n| + |(u_{x+})_j^n| > 0)
$$

(7.136)

$$
[(\tilde{w}_2)_j^+]^n \equiv \left\{ \frac{1 + \sigma_2(\eta_2)_j}{2 + \sigma_2|\eta_2|_+ + |\eta_2|_-} \right\}^n_j \quad (\bar{\nu}_j^n \neq 0)
$$

(7.137)

and

$$
[(\tilde{w}_2)_j^-]^n \equiv \left\{ \frac{1 + \sigma_2(\eta_2)_j}{2 + \sigma_2|\eta_2|_+ + |\eta_2|_-} \right\}^n_j \quad (\bar{\nu}_j^n \neq 0)
$$

(7.138)

respectively. Here (i) $\alpha_2 > 0$ is a preset parameter in the order of 1, and (ii)

$$
(\sigma_2)_j^n \equiv \frac{(\sigma_2)_o}{|\bar{\nu}_j^n|} \quad ((\sigma_2)_o > 0 \text{ and } \bar{\nu}_j^n \neq 0)
$$

(7.139)

with $(\sigma_2)_o$ being a preset parameter in the order of 1. With the above definitions, the current counterpart of Eq. (7.123) can be expressed as

$$
(u_{x})_j^n = [(\tilde{w}_2)_j^-]^n(u_{x-})_j^n + [(\tilde{w}_2)_j^+]^n(u_{x+})_j^n
$$

(7.140)

Note that a result of Eqs. (7.125) and (7.135) is

$$
(u_{x})_j^n = \frac{1}{2} \left( u_{x+}^n + u_{x-}^n \right) - \left[ \frac{1 + (\tau_2)^n_j}{6} \right](u_{xx\pm})_j^n
$$

(7.141)

Thus an alternative shock-capturing form of Eq. (7.125) can be obtained by replacing the simple-average term on the right side of Eq. (7.141) with an weighted average of $(u_{x+}^n)_j$ and $(u_{x-}^n)_j$. 
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8. A sketch of multidimensional extensions

Consider the 2D advection equation

\[
\frac{\partial u}{\partial t} + a_x \frac{\partial u}{\partial x} + a_y \frac{\partial u}{\partial y} = 0
\]

(8.1)

where \(a_x\) and \(a_y\) are constants. Let \(x_1 = x\), \(x_2 = y\), and \(x_3 = t\) be the coordinates of a three-dimensional Euclidean space \(E_3\). By using Gauss’ divergence theorem in the space-time \(E_3\), it can be shown that Eq. (8.1) is the differential form of the integral conservation law

\[
\oint_{S(V)} \vec{h} \cdot d\vec{s} = 0
\]

(8.2)

Here (i) \(S(V)\) is the boundary of an arbitrary space-time region \(V\) in \(E_3\), (ii)

\[
\vec{h} \equiv (a_x u, a_y u, u)
\]

(8.3)

is a current density vector in \(E_3\), and (iii) \(d\vec{s} = d\sigma \vec{n}\) with \(d\sigma\) and \(\vec{n}\), respectively, being the area and the outward unit normal of a surface element on \(S(V)\).

In addition, by using an argument similar to that was used to obtain the conservation condition Eq. (5.9), it can be shown that, for a smooth solution \(u(x, y, t)\) of Eq. (8.1), we have

\[
\oint_{S(V)} \vec{h}_{xx} \cdot d\vec{s} = 0, \quad \oint_{S(V)} \vec{h}_{xy} \cdot d\vec{s} = 0, \quad \text{and} \quad \oint_{S(V)} \vec{h}_{yy} \cdot d\vec{s} = 0
\]

(8.4)

where

\[
\vec{h}_{xx} \equiv \frac{\partial^2 \vec{h}}{\partial x^2} \equiv \left( a_x \frac{\partial^2 u}{\partial x^2}, a_y \frac{\partial^2 u}{\partial x^2}, \frac{\partial^2 u}{\partial x^2} \right), \quad \vec{h}_{xy} \equiv \frac{\partial^2 \vec{h}}{\partial x \partial y} \equiv \left( a_x \frac{\partial^2 u}{\partial x \partial y}, a_y \frac{\partial^2 u}{\partial x \partial y}, \frac{\partial^2 u}{\partial x \partial y} \right)
\]

\[
\text{and} \quad \vec{h}_{yy} \equiv \frac{\partial^2 \vec{h}}{\partial y^2} \equiv \left( a_x \frac{\partial^2 u}{\partial y^2}, a_y \frac{\partial^2 u}{\partial y^2}, \frac{\partial^2 u}{\partial y^2} \right)
\]

(8.5)

In a 2D CESE scheme [13], a spatial domain can be divided into triangles of arbitrary shape with the understanding that any two neighboring triangles share a common side. Each triangle and the associated spatial solution point is assigned with an integer cell number \(j\). The \(x\)- and \(y\)-coordinates of a spatial solution point \(j\) are denoted by \(x_j\) and \(y_j\), respectively. In addition, a space-time solution point \((j, n)\) is defined to be the point with \(x = x_j\), \(y = y_j\), and \(t = t^n \equiv n \Delta t\). As in the 1D case, each \((j, n)\) is associated with a solution element \(SE(j, n)\). However, corresponding to the three sides of a triangle, each \((j, n)\) is associated with three basic space-time conservation elements \(CE_r(j, n)\), \(r = 1, 2, 3\). Again these BCEs are constructed so that the boundary of each BCE can be divided into component parts with each of them belonging to a unique SE. The details are described in [13].

To construct a 4th-order scheme, for any \((x, y, t) \in SE(j, n)\), the dependent variable \(u\) is approximated by a numerical analogue of the third-order Taylor’s expansion, i.e.,

\[
u^n(x, y, t; j, n) \defeq u^n_j + (u_x)_j^n (x - x_j) + (u_y)_j^n (y - y_j) + (u_t)_j^n (t - t^n) + \frac{1}{2} (u_{xx})_j^n (x - x_j)^2
\]

\[
+ \frac{1}{2} (u_{yy})_j^n (y - y_j)^2 + \frac{1}{2} (u_{tt})_j^n (t - t^n)^2 + (u_{xy})_j^n (x - x_j)(y - y_j) + (u_{xt})_j^n (x - x_j)(t - t^n)
\]

\[
+ (u_{yt})_j^n (y - y_j)(t - t^n) + \frac{1}{6} (u_{xxx})_j^n (x - x_j)^3 + \frac{1}{6} (u_{yyy})_j^n (y - y_j)^3 + \frac{1}{6} (u_{ttt})_j^n (t - t^n)^3
\]

\[
+ \frac{1}{2} (u_{xxx})_j^n (x - x_j)^2 (y - y_j) + \frac{1}{2} (u_{yyy})_j^n (x - x_j)(y - y_j)^2 + \frac{1}{2} (u_{ttt})_j^n (x - x_j)^2 (t - t^n)
\]

\[
+ \frac{1}{2} (u_{yyy})_j^n (y - y_j)^2 (t - t^n) + \frac{1}{2} (u_{xtt})_j^n (x - x_j)(t - t^n)^2 + \frac{1}{2} (u_{yty})_j^n (y - y_j)(t - t^n)^2
\]

\[
+ (u_{xt})_j^n (x - x_j)(y - y_j)(t - t^n)
\]

(8.6)
Let \( u = u^*(x, y, t; j, n) \) satisfy Eq. (8.1) uniformly in SE\((j, n)\), i.e.,
\[
\frac{\partial u^*(x, y, t; j, n)}{\partial t} + a_x \frac{\partial u^*(x, y, t; j, n)}{\partial x} + a_y \frac{\partial u^*(x, y, t; j, n)}{\partial y} = 0 \quad (x, y, t) \in \text{SE}(j, n) \tag{8.7}
\]
Then it can be shown that
\[
(u_t)_j^n = -(a_x u_x + a_y u_y)_j^n \tag{8.8}
\]
\[
(u_{xt})_j^n = -(a_x u_{xx} + a_y u_{xy})_j^n \tag{8.9}
\]
\[
(u_{yt})_j^n = -(a_x u_{xy} + a_y u_{yy})_j^n \tag{8.10}
\]
\[
(u_{tt})_j^n = -(a_x u_{xt} + a_y u_{yt})_j^n = [(a_x)^2 u_{xx} + 2a_x a_y u_{xy} + (a_y)^2 u_{yy}]_j^n \tag{8.11}
\]
\[
(u_{xxt})_j^n = -(a_x u_{xxx} + a_y u_{xxy})_j^n \tag{8.12}
\]
\[
(u_{xyt})_j^n = -(a_x u_{xxy} + a_y u_{xyy})_j^n \tag{8.13}
\]
\[
(u_{yyt})_j^n = -(a_x u_{xyy} + a_y u_{yyy})_j^n \tag{8.14}
\]
\[
(u_{xxt})_j^n = -(a_x u_{xx} + a_y u_{xy})_j^n = [(a_x)^2 u_{xxx} + 2a_x a_y u_{xxy} + (a_y)^2 u_{xyy}]_j^n \tag{8.15}
\]
\[
(u_{yyt})_j^n = -(a_x u_{xy} + a_y u_{yy})_j^n = [(a_x)^2 u_{xxy} + 2a_x a_y u_{xyy} + (a_y)^2 u_{yyy}]_j^n \tag{8.16}
\]
and
\[
(u_{ttt})_j^n = -(a_x u_{xt} + a_y u_{yt})_j^n = -[(a_x)^3 u_{xxx} + 3(a_x)^2 a_y u_{xxy} + 3a_x (a_y)^2 u_{xyy} + (a_y)^3 u_{yyy}]_j^n \tag{8.17}
\]
Substituting Eqs. (8.8)–(8.17) into Eq. (8.6), one has
\[
u^*(x, y, t; j, n) = u^n_j + (u_t)_j^n [(x - x_j) - a_x (t - t^n)] + (u_y)_j^n [(y - y_j) - a_y (t - t^n)]
+ \frac{1}{2} (u_{xx})_j^n [(x - x_j) - a_x (t - t^n)]^2 + \frac{1}{2} (u_{yy})_j^n [(y - y_j) - a_y (t - t^n)]^2
+ (u_{xy})_j^n [(x - x_j) - a_x (t - t^n)] [(y - y_j) - a_y (t - t^n)] + \frac{1}{6} (u_{xxx})_j^n [(x - x_j) - a_x (t - t^n)]^3
+ \frac{1}{6} (u_{yyy})_j^n [(y - y_j) - a_y (t - t^n)]^3 + \frac{1}{2} (u_{xxy})_j^n [(x - x_j) - a_x (t - t^n)]^2 [(y - y_j) - a_y (t - t^n)]
+ \frac{1}{2} (u_{xyy})_j^n [(x - x_j) - a_x (t - t^n)]^2 [(y - y_j) - a_y (t - t^n)]
\tag{8.18}
\]
Thus \( u^*(x, y, t; j, n) \) is a 3rd-order polynomial function of \([(x - x_j) - a_x (t - t^n)] \) and \([(y - y_j) - a_y (t - t^n)] \) specified by the coefficients \( u^n_j, \ (u_x)_j^n, \ (u_y)_j^n, \ (u_{xx})_j^n, \ (u_{yy})_j^n, \ (u_{xy})_j^n, \ (u_{xxx})_j^n, \ (u_{xyy})_j^n, \ (u_{xxy})_j^n, \ ) \) and \( (u_{xyy})_j^n \). For a reason to be given later, in the current extension, only eight of these ten coefficients are considered as the independent mesh variables at \((j, n)\) while two of them (i.e., \((u_{xxy})_j^n\) and \((u_{xyy})_j^n\)) are considered as functions of another four independent mesh variables at (j, n). In other words, there are twelve independent mesh variables at each solution point \((j, n)\).

To construct the \( \alpha \)-4 scheme for Eq. (8.1), we will impose the following three conservation conditions:
\[
\int_{S(CE_{(j, n)})} \vec{h}^* \cdot d\vec{\xi} = 0, \quad r = 1, 2, 3 \tag{8.19}
\]
where
\[
\vec{h}^* (x, y, t; j, n) \overset{\text{def}}{=} [a_x u^*(x, y, t; j, n), \ a_y u^*(x, y, t; j, n), \ u^*(x, y, t; j, n)]
\tag{8.20}
\]
Eqs. (8.19) and (8.20) are the numerical analogues of Eqs. (8.2) and (8.3), respectively.
Note that Eq. (8.18) implies that

$$\frac{\partial^2 u^*(x, y, t; j, n)}{\partial x^2} = (u_{xx})_j^n + (u_{xxx})_j^n [(x - x_j) - a_x(t - t^n)] + (u_{xxy})_j^n [(y - y_j) - a_y(t - t^n)]$$

(8.21)

$$\frac{\partial^2 u^*(x, y, t; j, n)}{\partial x \partial y} = (u_{xy})_j^n + (u_{xxy})_j^n [(x - x_j) - a_x(t - t^n)] + (u_{xyy})_j^n [(y - y_j) - a_y(t - t^n)]$$

(8.22)

and

$$\frac{\partial^2 u^*(x, y, t; j, n)}{\partial y^2} = (u_{yy})_j^n + (u_{yyx})_j^n [(x - x_j) - a_x(t - t^n)] + (u_{yyyy})_j^n [(y - y_j) - a_y(t - t^n)]$$

(8.23)

Thus, at each \((j, n)\), imposition of conservation conditions Eq. (8.19) and the numerical analogue of Eq. (8.4), i.e.,

$$\oint_{S(C_E,(j,n))} \vec{h}^*_xx \cdot d\vec{s} = 0, \quad r = 1, 2, 3$$

(8.24)

$$\oint_{S(C_E,(j,n))} \vec{h}^*_xy \cdot d\vec{s} = 0, \quad r = 1, 2, 3$$

(8.25)

and

$$\oint_{S(C_E,(j,n))} \vec{h}^*_yy \cdot d\vec{s} = 0, \quad r = 1, 2, 3$$

(8.26)

would result in twelve conditions for the ten coefficients that appear on the right side of Eq. (8.18) if one assumes that (i)

$$\vec{h}^*_xx(x, y, t; j, n) \overset{\text{def}}{=} \left[ a_x u^*_xx(x, y, t; j, n), a_y u^*_xx(x, y, t; j, n), u^*_xx(x, y, t; j, n) \right]$$

(8.27)

$$\vec{h}^*_xy(x, y, t; j, n) \overset{\text{def}}{=} \left[ a_x u^*_xy(x, y, t; j, n), a_y u^*_xy(x, y, t; j, n), u^*_xy(x, y, t; j, n) \right]$$

(8.28)

and

$$\vec{h}^*_yy(x, y, t; j, n) \overset{\text{def}}{=} \left[ a_x u^*_yy(x, y, t; j, n), a_y u^*_yy(x, y, t; j, n), u^*_yy(x, y, t; j, n) \right]$$

(8.29)

and (ii)

$$u^*_xx(x, y, t; j, n) = \frac{\partial^2 u^*(x, y, t; j, n)}{\partial x^2}$$

(8.30)

$$u^*_xy(x, y, t; j, n) = \frac{\partial^2 u^*(x, y, t; j, n)}{\partial x \partial y}$$

(8.31)

and

$$u^*_yy(x, y, t; j, n) = \frac{\partial^2 u^*(x, y, t; j, n)}{\partial y^2}$$

(8.32)

To overcome the above problem of over determinacy, we replace Eqs. (8.30)–(8.32) with

$$u^*_xx(x, y, t; j, n) = (u_{xx})_j^n + (u_{xxx})_j^n [(x - x_j) - a_x(t - t^n)] + (u_{xxy})_j^n [(y - y_j) - a_y(t - t^n)]$$

(8.33)

$$u^*_xy(x, y, t; j, n) = (u_{xy})_j^n + (u_{xxy})_j^n [(x - x_j) - a_x(t - t^n)] + (u_{xyy})_j^n [(y - y_j) - a_y(t - t^n)]$$

(8.34)

and

$$u^*_yy(x, y, t; j, n) = (u_{yy})_j^n + (u_{yyx})_j^n [(x - x_j) - a_x(t - t^n)] + (u_{yyyy})_j^n [(y - y_j) - a_y(t - t^n)]$$

(8.35)
respectively. Note that: (i) the expression on the right sides of Eq. (8.33) is identical to that of Eq. (8.21) except that the symbol \((u_{xxy})^n_j\) in Eq. (8.21) is replaced by \((u_{xxy})^n_j\) in Eq. (8.33); (ii) the expression on the right side of Eq. (8.34) is identical to that of Eq. (8.22) except that the symbols \((u_{xxy})^n_j\) and \((u_{yyx})^n_j\) in Eq. (8.22) are replaced by \((u_{xyx})^n_j\) and \((u_{yyx})^n_j\), respectively; and (iii) the expression on the right side of Eq. (8.35) is identical to that of Eq. (8.23) except that the symbol \((u_{yxy})^n_j\) in Eq. (8.23) is replaced by \((u_{yyx})^n_j\). In spite of the facts that (i) \((u_{xxy})^n_j\), \((u_{yyx})^n_j\), and \((u_{yyx})^n_j\) are the “numerical analogues” of the value of the same mixed spatial derivative \(\partial^3 u/\partial x^2 \partial y\) at \((j, n)\); and (ii) \((u_{xxy})^n_j\), \((u_{yxy})^n_j\), and \((u_{yyx})^n_j\) are the “numerical analogues” of the value of the same mixed spatial derivative \(\partial^3 u/\partial x^2 \partial y^2\) at \((j, n)\), here (i) \((u_{xxy})^n_j\), \((u_{yyx})^n_j\), and \((u_{yyx})^n_j\) are treated as different numerical parameters and thus can assume different values; and (ii) \((u_{xxy})^n_j\), \((u_{yxy})^n_j\), and \((u_{yyx})^n_j\) are also treated as different numerical parameters and thus can assume different values. In fact, \((u_{xxy})^n_j\), \((u_{xyx})^n_j\), \((u_{yyx})^n_j\), and \((u_{yxy})^n_j\) are considered as independent mesh variables at \((j, n)\) while (i) \((u_{xxy})^n_j\) is considered as a function of \((u_{xyx})^n_j\) and \((u_{yyx})^n_j\); and (ii) \((u_{xxy})^n_j\) is considered as a function of \((u_{xyx})^n_j\) and \((u_{yyx})^n_j\). In fact, one may assume that

\[
(u_{xxy})^n_j = \frac{1}{2}(u_{xxy} + u_{xyx})^n_j, \quad (u_{xxy})^n_j = \frac{1}{2}(u_{xyx} + u_{yyx})^n_j
\]  

As such, at each \((j, n)\), there are twelve independent mesh variables, i.e., \(u^n_j\), \((u_x)^n_j\), \((u_y)^n_j\), \((u_{xx})^n_j\), \((u_{xxy})^n_j\), \((u_{xyx})^n_j\), \((u_{xyy})^n_j\), \((u_{yyx})^n_j\), \((u_{yy})^n_j\), \((u_{xxy})^n_j\), \((u_{yyx})^n_j\), \((u_{yyy})^n_j\). They can be determined in terms of the known mesh variables by imposing the twelve conservations conditions given in Eqs. (8.19) and (8.24)–(8.26). In fact, with the aid of Eqs. (8.27) and (8.33), the three mesh variables \((u_{xxy})^n_j\), \((u_{xyx})^n_j\), and \((u_{yyx})^n_j\) can be determined in terms of the known mesh variables by imposing the three conditions given in Eq. (8.24). Similarly, \((u_{xxy})^n_j\), \((u_{xyx})^n_j\), and \((u_{yyx})^n_j\) can be solved by using Eq. (8.25) while \((u_{xxy})^n_j\), \((u_{yyx})^n_j\), \((u_{yy})^n_j\) can be solved by using Eq. (8.26). After the nine 2nd-order and 3rd-order independent mesh variables at \((j, n)\) are determined, the last three independent mesh variables, i.e., \(u^n_j\), \((u_x)^n_j\), and \((u_y)^n_j\) can be solved using Eq. (8.19). Thus the a-4 scheme for Eq. (8.1) can be constructed easily. Moreover, with the aid of Eqs. (8.33)–(8.36), the dissipative extensions of the 2D a-4 scheme can also be constructed easily using well-established CESE techniques.

We conclude this section with the following remarks:

(a) The identities

\[
\frac{\partial^2}{\partial x^2} \left( \frac{\partial u}{\partial y} \right) = \frac{\partial^2}{\partial x \partial y} \left( \frac{\partial u}{\partial x} \right) \quad \frac{\partial^2}{\partial y^2} \left( \frac{\partial u}{\partial x} \right) = \frac{\partial^2}{\partial y \partial x} \left( \frac{\partial u}{\partial y} \right)
\]  

are derived from a limiting process in which \(\Delta x, \Delta y \to 0\). Because \(\Delta x\) and \(\Delta y\) are finite in a numerical simulation, logically the numerical analogues of the third-order mixed spatial derivatives are not required to satisfy the numerical analogues of Eqs. (8.37) and (8.38).

(b) Because \((u_{xxy})^n_j\) and \((u_{xyx})^n_j\) appear as 3rd-order terms on the right side of Eq. (8.18), the 4th-order accuracy requirement of \(u^*(x, t; j, n)\) demands only that \((u_{xxy})^n_j\) and \((u_{xyx})^n_j\) be 1st-order in accuracy, i.e., the same orders of accuracy achieved by \((u_x)^n_j\) and \((u_y)^n_j\) in a 2nd-order 2D CESE scheme. This rather low requirement for accuracy further justifies the above introduction of \((u_{xxy})^n_j\), \((u_{xyx})^n_j\), \((u_{xyy})^n_j\), and \((u_{yyx})^n_j\).

(c) For the 3D CESE method, tetrahedrons are the most natural building blocks for structured or unstructured spatial meshes. As it turns out, the high order CESE framework described here can be naturally extended in a 3D space using spatial meshes built from tetrahedrons.

9. Numerical results
To assess the stability and accuracy of the \( a_\epsilon \)-4 and \( c_\tau \)-4 schemes, consider the model problem defined by the PDE Eq. (2.1) and the exact solution
\[
    u = u_e(x, t) = \sin[2\pi(x - t)]
\]
We have
\[
    a = \lambda = T = 1
\]
where \( \lambda \) = wavelength and \( T \) = period. Let (i)
\[
    u_{xe}(x, t) \overset{\text{def}}{=} \frac{\partial u_e(x, t)}{\partial x}, \quad u_{xxe}(x, t) \overset{\text{def}}{=} \frac{\partial^2 u_e(x, t)}{\partial x^2}, \quad \text{and} \quad u_{xxx}(x, t) \overset{\text{def}}{=} \frac{\partial^3 u_e(x, t)}{\partial x^3}
\]
and (ii) the spatial domain of unit length be divided into \( K \) uniform intervals. Thus
\[
    \Delta x = 1/K, \quad \Delta t = \nu \Delta x \quad \text{and} \quad t = n \Delta t
\]
where \( n \) = number of marching cycles (each cycle is formed by two consecutive marching steps), and \( t \) = total marching time.

In Tables 1-14, the numerical errors of several computations using the \( a_\epsilon \)-4 and \( c_\tau \)-4 schemes are presented in terms of the \( L_2 \) error norms
\[
    E(K, n, \nu) \overset{\text{def}}{=} \sqrt{\frac{1}{K} \sum_{j=1}^{K} [u^n_j - u_e(x_j, t^n)]^2}
\]
\[
    E_x(K, n, \nu) \overset{\text{def}}{=} \sqrt{\frac{1}{K} \sum_{j=1}^{K} [(u^n_x)_j - u_{xe}(x_j, t^n)]^2}
\]
\[
    E_{xx}(K, n, \nu) \overset{\text{def}}{=} \sqrt{\frac{1}{K} \sum_{j=1}^{K} [(u^n_{xx})_j - u_{xxe}(x_j, t^n)]^2}
\]
and
\[
    E_{xxx}(K, n, \nu) \overset{\text{def}}{=} \sqrt{\frac{1}{K} \sum_{j=1}^{K} [(u^n_{xxx})_j - u_{xxx}(x_j, t^n)]^2}
\]
Note that \( (u_x)_j^n, (u_{xx})_j^n, \) and \( (u_{xxx})_j^n \) which appear in Eqs. (9.5)–(9.8) are not the normalized mesh variables defined in Eq. (7.42).

The numerical errors of the \( a_\epsilon \)-4 and \( c_\tau \)-4 schemes with periodic boundary conditions are shown in Tables 1–7. In all simulations, the values of \( n \) are adjusted so that \( t = 5.4 \) for all the results presented.

The results with \( \nu = 1 \) generated using the \( a_\epsilon \)-4 scheme are given in Table 1 (\( \epsilon_1 = \epsilon_2 = 0 \)) and Table 2 (\( \epsilon_1 = \epsilon_2 = 0.5 \)). For these cases where the value of \( \nu \) is right at the stability boundary, the errors for \( u^n_x \) and \( (u_{xx})_j^n \) are machine zero. On the other hand, the values of \( E_x \) and \( E_{xx} \) are reduced by factors of about 16 and 4, respectively, as both \( K \) and \( n \) double their values. Thus, for both the cases (a) \( \nu = 1 \) and \( \epsilon_1 = \epsilon_2 = 0 \); and (b) \( \nu = 1 \) and \( \epsilon_1 = \epsilon_2 = 0.5 \), the \( a_\epsilon \)-4 scheme is 4th-order and 2nd-order in accuracy for \( (u_x)_j^n \) and \( (u_{xx})_j^n \) respectively.

The results with \( \nu = \epsilon_1 = \epsilon_2 = 0.5 \) generated using the \( a_\epsilon \)-4 scheme are shown in Table 3. It is seen that, for this case, the \( a_\epsilon \)-4 scheme is 4th-order in accuracy for both \( u^n_x \) and \( (u_x)_j^n \) while it is 2nd-order in accuracy for both \( (u_{xx})_j^n \) and \( (u_{xxx})_j^n \).

The results with \( \nu = 0.05 \) and \( \epsilon_1 = \epsilon_2 = 0.5 \) generated using the \( a_\epsilon \)-4 scheme are shown in Table 4. It is seen that, for this case with a very small value of \( \nu \), the \( a_\epsilon \)-4 scheme has an accuracy higher than
The exact solution of this problem is

4th-order for both $u_j^n$ and $(u_x)_j^n$ when the meshes used are relatively coarse. For the coarse mesh cases, it also has an accuracy higher than 2nd-order for both $(u_{xxx})_j^n$ and $(u_{xxxx})_j^n$. According to the discussions given in Sec. 2 and 5, the special scheme with $\epsilon_1 = \epsilon_2 = 0.5$ (referred to as the c scheme) has a huge advantage in computational efficiency over other $a-c-4$ schemes. As such the c scheme is emphasized in our numerical study of the $a-c-4$ scheme.

The numerical results of the three cases with (a) $\nu = \tau_1 = \tau_2 = 1$, (b) $\nu = \tau_1 = \tau_2 = 0.5$, and (c) $\nu = \tau_1 = \tau_2 = 0.05$, are presented in Tables 5–7, respectively. According to a discussion given in Sec. 6, all these cases are the so-called $c-\tau^*-4$ schemes which form a special class of the $c-\tau^*$ schemes and are computational efficient and also Courant number insensitive. For case (a), the errors for $u_j^n$ and $(u_{xx})_j^n$ are again machine zero while it is 4th-order and 2nd-order in accuracy for $(u_x)_j^n$ and $(u_{xxx})_j^n$, respectively. For case (b), again the scheme is 4th-order in accuracy for $u_j^n$. Also it is 3rd-order, 2nd-order and 1st-order in accuracy for $(u_x)_j^n$, $(u_{xx})_j^n$, and $(u_{xxx})_j^n$ when the meshes used become finer and finer. In fact, for this case we have (i) $E = 2.45 \times 10^{-8}$, $E_x = 2.14 \times 10^{-6}$, $E_{xx} = 7.31 \times 10^{-3}$, and $E_{xxx} = 0.299$ when $K = 200$ and $n = 2160$; and (ii) $E = 1.53 \times 10^{-9}$, $E_x = 2.76 \times 10^{-7}$, $E_{xx} = 1.83 \times 10^{-3}$, and $E_{xxx} = 0.161$ when $K = 400$ and $n = 4320$. For case (c), as the meshes used become finer and finer, the scheme converges to 4th-order, 3rd-order, 2nd-order, and 1st-order in accuracy for $u_j^n$, $(u_x)_j^n$, $(u_{xx})_j^n$, and $(u_{xxx})_j^n$, respectively.

According to discussions presented in Sec. 2, 3, 5, and 6, in the case where $|\nu| \ll 1$, the $c-\tau^*-4$ schemes should be much more accurate than the 4th-order c scheme. This conclusion is indeed consistent with the numerical results presented in Tables 4 and 7.

The results presented in Tables 8–14 are for the cases which are identical to those associated with the results presented in Tables 1–7 except that the periodic boundary conditions used in the latter cases are replaced in the former cases by the boundary conditions in which (i) the exact solution Eq. (9.1) is specified at the left spatial boundary $x = 0$, and (ii) the 4th-order non-reflecting boundary conditions Eqs. (5.83), (5.86), (5.88), and (5.89) are imposed on the right spatial boundary $x = 1$. As shown by the results presented in Tables 8–14, these changes of boundary conditions has no impact on the orders of accuracy for the $a-c-4$ and $c-\tau^*-4$ schemes. In fact, this is true even for the numerical results associated with the right spatial boundary $x = 1$.

The last numerical results to be presented is a shock solution for the problem defined by Eq. (7.1) and the initial condition

$$
 u = \begin{cases} 
 1 & \text{if } x < 0 \\
 0 & \text{if } x > 0 
\end{cases} \quad (t = 0)
$$

(9.9)

The exact solution of this problem is

$$
 u_e(x, t) = \begin{cases} 
 1 & \text{if } x < t/2 \\
 0 & \text{if } x > t/2 
\end{cases}
$$

(9.10)

The numerical solution is generated using a scheme described in Sec. 7. Specifically, we assume Eqs. (7.44), (7.46), (7.110), (7.119)–(7.123) and the alternative shock-capturing form of Eq. (7.125) described following Eqs. (7.141) (the same procedure Eqs. (7.136)–(7.140) is used to obtain the weighted average of $(u_x')_j^n$ and $(u_{xx})_j^n$). We also assume that

$$
 \beta_1 = \beta_2 = \alpha_1 = \alpha_2 = 2 \quad \text{and} \quad (\sigma_1)_o = (\sigma_2)_o = 1
$$

(9.11)

The spatial computational domain is defined by $-0.505 \leq x \leq 0.505$ and divided into 101 uniform interval, i.e. $\Delta x = 0.01$. We also assume that $\Delta t = 0.009$ and $n = 50$, i.e., $t = n\Delta t = 0.45$. According to Eq. (9.10),

$$
 u_e(x, 0.45) = \begin{cases} 
 1 & \text{if } x < 0.225 \\
 0 & \text{if } x > 0.225 
\end{cases}
$$

(9.12)
The numerical solution is shown against the exact solution in Fig. 4. Note that even though the maximal \( CFL \) number = 0.9 for the exact solution, numerically, the maximal \( CFL \) number reached during the simulation is 0.967.

10. Conclusions and discussions

A thorough and rigorous discussion of a new approach for constructing highly stable high-order CESE schemes has been presented. Each of the linear and nonlinear 4th-order schemes described in Sec. 5–7 has the same stencil and same stability conditions of its 2nd-order version and still retains all other advantages of the latter scheme. In particular, the \( e \)-\( r \)-\( 4 \) scheme and its extensions for solving the inviscid Burgers equation Eq. (7.1) are completely explicit, i.e., implementation of these schemes does not require inverting systems of linear/nonlinear algebraic equations locally or globally. As such the new approach can overcome several common shortcomings of traditional high order schemes that were listed in the abstract.

Because the new 4th-order schemes are built from their 2nd-order versions, in addition to providing a review of the CESE core ideas and advantages in Sec. 1, a rather extensive review of several key 2nd-order CESE schemes were provided in Sec. 2–4. The special CESE techniques (e.g., the advanced weighted-average techniques described in Sec. 4) and the stability conditions presented in this review form a foundation for the 4th-order schemes discussed in Sec. 5–7.

To explain clearly how a 4th-order scheme can have the same stencil and same stability conditions of the 2nd-order scheme from which it is built, the conceptual leap that underlines the current development is clearly explained early in Sec. 5. This key idea is then thoroughly validated in the rest of the paper. The validation includes rigorous discussions of the stability conditions of the new 4th-order schemes. In particular, in Sec. 7.2, we present a stability study of a nonlinear scheme based on a rather exhaustive analysis of the propagation of round-off errors. As a result of this study, the reader can understand why the underlying idea is applicable even in a nonlinear case.

To complement the new 4th-order schemes, a set of simple 4th-order non-reflecting boundary conditions for linear schemes is presented in Sec. 5.5. Its potency is validated in Sec. 9. The extensions of these boundary conditions for nonlinear schemes are under development.

By introducing new independent mesh variables (e.g., those appear in Eqs. (8.33)–(8.35)) and the concept of dependent mesh variables (e.g., those defined in Eq. (8.36)), it is shown in Sec. 8 that the framework described in Sec. 5–7 can be extended to construct multidimensional high order schemes.

Accuracy and stability of the new 4th-order CESE schemes are rigorously assessed using the numerical results presented in Sec. 9. It is shown that the theoretical predictions made in Sec. 5–7 are consistent with the numerical results.

Even though they are not presented in the paper, from the details provided here, in a straightforward manner, the reader can build from a given 2nd-order CESE scheme its 6th-, 8th-,... order versions which have the same stencil and same stability conditions of the 2nd-order scheme.

Finally note that the current approach can also be used to construct high-order schemes from classical 2nd-order schemes. In fact, by using a “regular” space-time mesh in which (i) the set of mesh points used include all \((j, n)\) with \(j, n = 0, \pm 1, \pm 2, \ldots\), and (ii) \(x_j = j \Delta x\) and \(t^n = n \Delta t\), a 3rd-order hybrid scheme has been built from the Lax-Wendroff and the second-order \(a\) scheme. To construct this scheme, Eq. (5.4) is replaced by

\[
 u^\ast(x, t; j, n) = u^n_j + (u_x)_j^n \left[ (x - x_j) - a (t - t^n) \right] + \frac{1}{2} (u_{xx})_j^n \left[ (x - x_j) - a (t - t^n) \right]^2 \tag{10.1}
\]

Also, to account for the new mesh structure, we have

\[
 \nu \overset{\text{def}}{=} a \frac{\Delta t}{\Delta x}, \quad (u_{\tilde{x}})_j^n \overset{\text{def}}{=} \frac{\Delta x}{2} (u_x)_j^n, \quad \text{and} \quad (u_{\tilde{x}x})_j^n \overset{\text{def}}{=} \left( \frac{\Delta x}{2} \right)^2 (u_{xx})_j^n, \quad j, n = 0 \pm 1, \pm 2, \ldots \tag{10.2}
\]

Then the new hybrid scheme is formed by

\[
 (u_{\tilde{x}x})_j^n = \frac{\nu (\nu + 1)}{2} (u_{\tilde{x}x})_{j-1}^{n-1} + (1 - \nu^2) (u_{\tilde{x}x})_j^{n-1} + \frac{\nu (\nu - 1)}{2} (u_{\tilde{x}x})_{j+1}^{n-1} \tag{10.3}
\]
(u_x)_j^n = \frac{1}{2} \left[ (s_+)^{n-1}_{j+1} - (s_-)^{n-1}_{j-1} \right] - \frac{2\nu}{3} (u_{xx})_j^n \tag{10.4}

and

u_j^n = \frac{1}{2} \left[ (1 - \nu)(s_+)^{n-1}_{j+1} + (1 + \nu)(s_-)^{n-1}_{j-1} \right] - \frac{2}{3} (u_{xx})_j^n \tag{10.5}

where

(s_+)_j^n \overset{\text{def}}{=} \left[ u - (1 + \nu)u_{x} + \frac{2(1 + \nu + \nu^2)}{3} u_{x x} \right]_j \tag{10.6}

and

(s_-)_j^n \overset{\text{def}}{=} \left[ u + (1 - \nu)u_{x} + \frac{2(1 - \nu + \nu^2)}{3} u_{x x} \right]_j \tag{10.7}

As expected, the hybrid scheme is third order in accuracy and is stable if \( \nu^2 < 1 \).
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Table 1. Numerical results of the $a$-$\varepsilon$-4 scheme with periodic boundary conditions

<table>
<thead>
<tr>
<th>$\nu = 1.0, \varepsilon_1 = \varepsilon_2 = 0, t = 5.4$</th>
<th>K=25, n=135</th>
<th>K=50, n=270</th>
<th>K=100, n=540</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>1.07E-15</td>
<td>1.38E-15</td>
<td>1.43E-15</td>
</tr>
<tr>
<td>$E_X$</td>
<td>2.91E-05</td>
<td>1.81E-06</td>
<td>1.13E-07</td>
</tr>
<tr>
<td>$E_{xx}$</td>
<td>4.21E-14</td>
<td>5.49E-14</td>
<td>5.66E-14</td>
</tr>
<tr>
<td>$E_{xxx}$</td>
<td>1.09</td>
<td>0.272</td>
<td>6.79E-02</td>
</tr>
</tbody>
</table>

Table 2. Numerical results of the $a$-$\varepsilon$-4 scheme with periodic boundary conditions

<table>
<thead>
<tr>
<th>$\nu = 1.0, \varepsilon_1 = \varepsilon_2 = 0.5, t = 5.4$</th>
<th>K=25, n=135</th>
<th>K=50, n=270</th>
<th>K=100, n=540</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>1.07E-15</td>
<td>1.38E-15</td>
<td>1.43E-15</td>
</tr>
<tr>
<td>$E_X$</td>
<td>2.48E-05</td>
<td>1.54E-06</td>
<td>9.62E-08</td>
</tr>
<tr>
<td>$E_{xx}$</td>
<td>4.21E-14</td>
<td>5.49E-14</td>
<td>5.66E-14</td>
</tr>
<tr>
<td>$E_{xxx}$</td>
<td>0.929</td>
<td>0.231</td>
<td>5.77E-02</td>
</tr>
</tbody>
</table>

Table 3. Numerical results of the $a$-$\varepsilon$-4 scheme with periodic boundary conditions

<table>
<thead>
<tr>
<th>$\nu = 0.5, \varepsilon_1 = \varepsilon_2 = 0.5, t = 5.4$</th>
<th>K=25, n=135</th>
<th>K=50, n=270</th>
<th>K=100, n=540</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>1.59E-03</td>
<td>9.95E-05</td>
<td>6.21E-06</td>
</tr>
<tr>
<td>$E_X$</td>
<td>1.00E-02</td>
<td>6.27E-04</td>
<td>3.91E-05</td>
</tr>
<tr>
<td>$E_{xx}$</td>
<td>1.86</td>
<td>0.467</td>
<td>0.117</td>
</tr>
<tr>
<td>$E_{xxx}$</td>
<td>11.7</td>
<td>2.94</td>
<td>0.735</td>
</tr>
</tbody>
</table>

Table 4. Numerical results of the $a$-$\varepsilon$-4 scheme with periodic boundary conditions

<table>
<thead>
<tr>
<th>$\nu = 0.05, \varepsilon_1 = \varepsilon_2 = 0.5, t = 5.4$</th>
<th>K=25, n=135</th>
<th>K=50, n=270</th>
<th>K=100, n=540</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>1.14E-02</td>
<td>3.30E-04</td>
<td>1.35E-05</td>
</tr>
<tr>
<td>$E_X$</td>
<td>7.30E-02</td>
<td>2.14E-03</td>
<td>8.69E-05</td>
</tr>
<tr>
<td>$E_{xx}$</td>
<td>4.83</td>
<td>0.842</td>
<td>0.171</td>
</tr>
<tr>
<td>$E_{xxx}$</td>
<td>30.6</td>
<td>5.37</td>
<td>1.09</td>
</tr>
</tbody>
</table>

Table 5. Numerical results of the $c$-$\tau$-4 scheme with periodic boundary conditions

<table>
<thead>
<tr>
<th>$\nu = \tau_1 = \tau_2 = 1.0, t = 5.4$</th>
<th>K=25, n=135</th>
<th>K=50, n=270</th>
<th>K=100, n=540</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>1.07E-15</td>
<td>1.38E-15</td>
<td>1.43E-15</td>
</tr>
<tr>
<td>$E_X$</td>
<td>2.48E-05</td>
<td>1.54E-06</td>
<td>9.62E-08</td>
</tr>
<tr>
<td>$E_{xx}$</td>
<td>4.21E-14</td>
<td>5.49E-14</td>
<td>5.66E-14</td>
</tr>
<tr>
<td>$E_{xxx}$</td>
<td>0.929</td>
<td>0.231</td>
<td>5.77E-02</td>
</tr>
</tbody>
</table>
Table 6. Numerical results of the c-τ-4 scheme with periodic boundary conditions

<table>
<thead>
<tr>
<th>K</th>
<th>n</th>
<th>E</th>
<th>E_X</th>
<th>E_xx</th>
<th>E_xxx</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>270</td>
<td>1.05E-04</td>
<td>5.58E-04</td>
<td>4.76E-01</td>
<td>0.366</td>
</tr>
<tr>
<td>50</td>
<td>540</td>
<td>6.37E-06</td>
<td>1.08E-04</td>
<td>1.18E-01</td>
<td>0.64</td>
</tr>
<tr>
<td>100</td>
<td>1080</td>
<td>3.94E-07</td>
<td>1.59E-05</td>
<td>2.93E-02</td>
<td>0.505</td>
</tr>
</tbody>
</table>

Table 7. Numerical results of the c-τ-4 scheme with periodic boundary conditions

<table>
<thead>
<tr>
<th>K</th>
<th>n</th>
<th>E</th>
<th>E_X</th>
<th>E_xx</th>
<th>E_xxx</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>2700</td>
<td>5.10E-04</td>
<td>3.67E-03</td>
<td>1.06</td>
<td>7.16</td>
</tr>
<tr>
<td>50</td>
<td>5400</td>
<td>3.17E-05</td>
<td>2.61E-04</td>
<td>0.265</td>
<td>1.92</td>
</tr>
<tr>
<td>100</td>
<td>10800</td>
<td>1.98E-06</td>
<td>2.02E-05</td>
<td>6.61E-02</td>
<td>0.546</td>
</tr>
</tbody>
</table>

Table 8. Numerical results of the a-ε-4 scheme with non-reflecting boundary conditions

<table>
<thead>
<tr>
<th>K</th>
<th>n</th>
<th>E</th>
<th>E_X</th>
<th>E_xx</th>
<th>E_xxx</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>135</td>
<td>2.18E-15</td>
<td>4.21E-05</td>
<td>8.57E-14</td>
<td>1.58</td>
</tr>
<tr>
<td>50</td>
<td>270</td>
<td>2.34E-15</td>
<td>2.67E-06</td>
<td>9.21E-14</td>
<td>0.4</td>
</tr>
<tr>
<td>100</td>
<td>540</td>
<td>2.48E-15</td>
<td>1.67E-07</td>
<td>9.79E-14</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 9. Numerical results of the a-ε-4 scheme with non-reflecting boundary conditions

<table>
<thead>
<tr>
<th>K</th>
<th>n</th>
<th>E</th>
<th>E_X</th>
<th>E_xx</th>
<th>E_xxx</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>135</td>
<td>2.18E-15</td>
<td>2.46E-05</td>
<td>8.57E-14</td>
<td>0.923</td>
</tr>
<tr>
<td>50</td>
<td>270</td>
<td>2.34E-15</td>
<td>1.54E-06</td>
<td>9.21E-14</td>
<td>0.23</td>
</tr>
<tr>
<td>100</td>
<td>540</td>
<td>2.48E-15</td>
<td>9.60E-08</td>
<td>9.79E-14</td>
<td>5.76E-02</td>
</tr>
</tbody>
</table>

Table 10. Numerical results of the a-ε-4 scheme with non-reflecting boundary conditions

<table>
<thead>
<tr>
<th>K</th>
<th>n</th>
<th>E</th>
<th>E_X</th>
<th>E_xx</th>
<th>E_xxx</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>270</td>
<td>2.34E-05</td>
<td>5.30E-04</td>
<td>0.227</td>
<td>1.44</td>
</tr>
<tr>
<td>50</td>
<td>540</td>
<td>1.30E-06</td>
<td>4.98E-05</td>
<td>5.63E-02</td>
<td>0.507</td>
</tr>
<tr>
<td>100</td>
<td>1080</td>
<td>7.76E-08</td>
<td>4.58E-06</td>
<td>1.40E-02</td>
<td>0.18</td>
</tr>
</tbody>
</table>
Table 11. Numerical results of the $a_\varepsilon-4$ scheme with non-reflecting boundary conditions

<table>
<thead>
<tr>
<th>$K$</th>
<th>$n$</th>
<th>$E$</th>
<th>$E_X$</th>
<th>$E_{xx}$</th>
<th>$E_{xxx}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>2700</td>
<td>2.99E-04</td>
<td>3.21E-03</td>
<td>0.522</td>
<td>5.28</td>
</tr>
<tr>
<td>50</td>
<td>5400</td>
<td>8.25E-06</td>
<td>1.06E-04</td>
<td>9.20E-02</td>
<td>1.59</td>
</tr>
<tr>
<td>100</td>
<td>10800</td>
<td>2.76E-07</td>
<td>7.88E-06</td>
<td>1.98E-02</td>
<td>0.586</td>
</tr>
</tbody>
</table>

Table 12. Numerical results of the $c_\tau-4$ scheme with non-reflecting boundary conditions

<table>
<thead>
<tr>
<th>$K$</th>
<th>$n$</th>
<th>$E$</th>
<th>$E_X$</th>
<th>$E_{xx}$</th>
<th>$E_{xxx}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>135</td>
<td>2.18E-15</td>
<td>2.46E-05</td>
<td>0.923</td>
<td>0.23</td>
</tr>
<tr>
<td>50</td>
<td>270</td>
<td>2.34E-15</td>
<td>1.56E-06</td>
<td>9.21E-14</td>
<td>5.76E-02</td>
</tr>
<tr>
<td>100</td>
<td>540</td>
<td>2.48E-15</td>
<td>9.60E-08</td>
<td>9.80E-14</td>
<td>0.586</td>
</tr>
</tbody>
</table>

Table 13. Numerical results of the $c_\tau-4$ scheme with non-reflecting boundary conditions

<table>
<thead>
<tr>
<th>$K$</th>
<th>$n$</th>
<th>$E$</th>
<th>$E_X$</th>
<th>$E_{xx}$</th>
<th>$E_{xxx}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>270</td>
<td>2.64E-06</td>
<td>2.35E-04</td>
<td>2.94</td>
<td>1.45</td>
</tr>
<tr>
<td>50</td>
<td>540</td>
<td>1.49E-07</td>
<td>2.66E-05</td>
<td>1.45</td>
<td>0.709</td>
</tr>
<tr>
<td>100</td>
<td>1080</td>
<td>8.84E-09</td>
<td>3.09E-06</td>
<td>3.84E-03</td>
<td>0.709</td>
</tr>
</tbody>
</table>

Table 14. Numerical results of the $c_\tau-4$ scheme with non-reflecting boundary conditions

<table>
<thead>
<tr>
<th>$K$</th>
<th>$n$</th>
<th>$E$</th>
<th>$E_X$</th>
<th>$E_{xx}$</th>
<th>$E_{xxx}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>2700</td>
<td>9.11E-06</td>
<td>8.25E-04</td>
<td>0.125</td>
<td>2.86</td>
</tr>
<tr>
<td>50</td>
<td>5400</td>
<td>5.46E-07</td>
<td>6.75E-05</td>
<td>3.12E-02</td>
<td>1.07</td>
</tr>
<tr>
<td>100</td>
<td>10800</td>
<td>3.27E-08</td>
<td>5.69E-06</td>
<td>7.83E-03</td>
<td>0.393</td>
</tr>
</tbody>
</table>
Figure 1.—A surface element on the boundary $S(V)$ of an arbitrary space-time volume $V$.

Figure 2.—The SEs and CEs.
Figure 3.—Definition of $P^-$, $M^-$, $M^+$, and $P^+$.

Figure 4.—A Burgers solution.
A new approach is devised to construct high order CESE schemes which would avoid the common shortcomings of traditional high order schemes including: (a) susceptibility to computational instabilities; (b) computational inefficiency due to their local implicit nature (i.e., at each mesh points, need to solve a system of linear/nonlinear equations involving all the mesh variables associated with this mesh point); (c) use of large and elaborate stencils which complicates boundary treatments and also makes efficient parallel computing much harder; (d) difficulties in applications involving complex geometries; and (e) use of problem-specific techniques which are needed to overcome stability problems but often cause undesirable side effects. In fact it will be shown that, with the aid of a conceptual leap, one can build from a given 2nd-order CESE scheme its 4th-, 6th-, 8th-,... order versions which have the same stencil and same stability conditions of the 2nd-order scheme, and also retain all other advantages of the latter scheme. A sketch of multidimensional extensions will also be provided.