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Abstract

The flow dynamics in a high-speed jet are dominated by unsteady turbulent flow structures in the plume. Jet excitation seeks to control these flow structures through the natural instabilities present in the initial shear layer of the jet. Understanding and optimizing the excitation input, for jet noise reduction or plume mixing enhancement, requires many trials that may be done experimentally or computationally at a significant cost savings. Numerical simulations, which model various parts of the unsteady dynamics to reduce the computational expense of the simulation, must adequately capture the unsteady flow dynamics in the excited jet for the results are to be used. Four CFD methods are considered for use in an excited jet problem, including two turbulence models with an Unsteady Reynolds Averaged Navier-Stokes (URANS) solver, one Large Eddy Simulation (LES) solver, and one URANS/LES hybrid method. Each method is used to simulate a simplified excited jet and the results are evaluated based on the flow data, computation time, and numerical stability. The knowledge gained about the effect of turbulence modeling and CFD methods from these basic simulations will guide and assist future three-dimensional (3–D) simulations that will be used to understand and optimize a realistic excited jet for a particular application.

Introduction

The flow dynamics in a high-speed jet are dominated by the unsteady turbulent flow structures that characterize the energy cascade in the jet plume. These flow structures, which range in size from large-scale eddies on the order of the jet diameter that transport energy to the extremely small-scale eddies that dissipate energy through viscous forces, originate in the naturally unstable free-shear boundary layer formed between the high-speed jet flow and the surrounding fluid. As the fluids mix in the jet plume, Kelvin-Helmholtz instability waves are formed. These instability waves grow and decay as the jet develops, governing the formation and destruction of the unsteady turbulent flow structures. Jet excitation must exploit these natural instabilities to exert control on the turbulent structures or the energy of the jet will overwhelm the input perturbation. If perturbations are input at the nozzle exit impact the jet where the flow structures are smaller and less energetic, then large changes to the to the jet flow downstream can be created with a relatively small energy input. Moreover, the downstream characteristics of the jet plume can be predetermined by selecting an appropriate instability wave (mode and frequency) to amplify with the input perturbation.

Jet excitation has many potential uses. It may be used to reduce the thermal signature of the jet or to mitigate the noise generated. Proper excitation, however, requires intelligently selecting the best excitation input from the infinite number of possibilities to optimize the effect. Modern experimental techniques, such as particle image velocimetry and phased array microphones, can provide detailed flow and acoustic information that could be used to optimize the excitation but these experiments are too costly for the large number of cases required for a true optimization, especially at the larger and more realistic facilities. Numerical simulations can provide a cost effective alternative to experiments for optimizing the excitation input, leaving only the best cases to be confirmed using experiments.
Direct Numerical Simulations (DNS) solve the compressible Navier-Stokes equations to calculate the complete history of a flow without modeling assumptions. In a DNS calculation, all time- and length-scales are resolved throughout the flow, necessitating very small time steps and very fine grid spacing. This limits the use of DNS for a realistic high Reynolds number jet flow because resolving the wide range of time- and length-scales between the nozzle boundary layer and the turbulent eddies in the plume quickly becomes computationally overwhelming. Thus, part or all of the unsteady turbulent flow cannot be directly simulated and the unresolved flow must be modeled. As more of the flow is modeled rather than resolved, the computational effort is reduced but at a cost; the solution becomes more dependent of the modeling assumptions. It is necessary, therefore, to understand the methods and assumptions used in the simulations in order to balance quality of the result with the computational expense required.

A jet excitation test case has been developed to study the advantages and disadvantages of four common turbulent flow simulation models. The simulation results for these test cases are not intended to exactly recreate experimental results but rather to provide a basis, at minimal computational expense, from which to choose the best method for future simulations and to intelligently begin these future simulations with some knowledge of the grid and time resolution required to achieve more accurate results. Although the NASA Fundamental Aeronautics Program, under the Supersonics project, is supporting this research with the goal of developing the next generation of technology to reduce the environmental impact of noise around airports with minimal impact of engine performance, the knowledge gained from these simulations can be applied to any application of jet excitation.

The Problem—Jet Excitation

Jet excitation amplifies instabilities naturally present in a jet to alter the downstream development of the jet. Actuators are used, typically at or near the nozzle exit to excite these instabilities. Historically, many different actuators have been used to in excitation experiments, including loudspeakers, air injection, and synthetic jets. More recently, the Localized Arc Filament Plasma Actuators (LAFPA) have shown considerable promise as high amplitude, high frequency flow actuators (Refs. 1 and 2). Developed at Ohio State University, the LAFPA use a high temperature spark to generate a shock wave that impacts the jet flow at the nozzle exit. These actuators are a good test of the CFD methods for a couple of reasons. First, the on or off nature of the LAFPA spark challenge the numerical stability of the CFD method. Second, the sharp gradients generated offer a real test of the codes ability to propagate waves through the flow. Implementing the LAFPA actuators into a CFD code, however, is another issue.

The LAFPA uses high voltage electronics to rapidly heat the air at multiple locations near the nozzle exit to create the plasma. Electricity is fed to two electrodes periodically causing a spark to jump across the tips and ionize the air forming plasma. The electrodes are recessed in a small cavity to prevent the flow from blowing the spark off before it can heat the air. At this point, there are three primary forces working in the plasma. The electrohydrodynamic (EHD) and magnetohydrodynamic (MHD) forces, which are created by the interactions of charged particles within the plasma, and Joule heating effects, which are created by the rapid heating of air in and around the actuator (Ref. 3). Research shows that the impact of the EHD and MHD forces is limited in high-speed flows and that Joule heating is the primary forcing mechanism in the LAFPA (Ref. 3). Schlieren measurements have supported this conclusion by showing that the shock waves generated by the rapid heating behave similar to small surfaces periodically inserted in the flow (Refs. 4 and 5). Although there are several ways this type of actuator could be modeled in a CFD solver, perhaps the simplest is to stop the solver and reset the flow values in the actuator cavity to simulate the high temperature and pressure created by the actuator. This makes the actuator operate on a time scale that is not resolved by the CFD solver as it turns on and off instantaneously. Temperature was used as the control variable and, based on emission spectroscopy measurements (Ref. 3) and prior simulations (Ref. 6), was set at \( T_a = 1000 \) °C. Further simplifying the model, the temperature and pressure in the actuator are related by the ideal gas law (density is constant because the actuator operates instantaneously so mass can not enter or leave the actuator). While this is a significant assumption as the air in the actuator cavity is not an ideal gas under these conditions, the point
of these simulations is not to exactly reproduce experimental results but to learn about simulating excited jets. The ideal gas relation is a convenient starting point that can be adjusted in future simulations to more closely replicate an experimental setup.

The nozzle simulated is a simplified version of the nozzle used at OSU (Fig. 1). This geometry was selected because most of the data available with the LAFPA actuators was acquired using this nozzle at OSU. This jet, which has an exit diameter \((D_j)\) of 1-in., is also relatively small so excitation frequencies around the peak jet instabilities (Stouhal number based on jet diameter, \(St_{Dj} \approx 0.3\)) are higher than on a larger jet reducing the number of time steps needed to simulate one cycle. The geometry was simplified by making the external surface of the nozzle a straight line, removing the corners and cavities that would require many grid points to resolve but do not significantly contribute to the solution given the thickness of the nozzle lip. In fact, preliminary simulations indicated that this external surface could be treated as an inviscid wall, removing still more grid points that would be required to resolve a viscous boundary layer, without affecting the flow solution.

The jet conditions for all the baseline (no actuator) and excited jet simulations were run with an acoustic Mach number \((M_a = V_{jet}/c_{ambient})\) \(M_a = 0.9\), cold jet exit flow. These conditions were used to ensure a high-speed, high-energy jet without the added complications of a supersonic jet (i.e., shock cells). Only the axisymmetric azimuthal mode \((m = 0)\) can be excited in a 2-D or axisymmetric simulation, so it was the targeted mode in all the simulations. The excitation frequency used in each case was near the preferred jet frequency of \(St_{Dj} \approx 0.3\), which is approximately 4 kHz for this nozzle and flow conditions and where the jet should be the most responsive to the actuator perturbations.

Figure 1.—The nozzle as tested at OSU (a) and the simplified version used in the RANS simulations with the \(k-\varepsilon\) and SST turbulence models (b). The DES simulations used the same grid geometry with points added to all blocks. The LES grid used the same surfaces but filleted all the corners (a requirement of the code for viscous flow) and added additional grid points. Note the thick nozzle lip that was required in the experiments to hold the actuator electrodes.
Solvers and Turbulence Models

Computational fluid dynamics (CFD) is commonly used to simulate all different kinds of fluid flow. The jet problem combines near wall flow, requiring some resolution of a boundary layer with small time and length scales, and free shear flow, where the large-scale flow structures and turbulent energy dissipation requires both large and small time and length scales. The most complete CFD method, Direct Numerical Simulation (DNS), solves the complete compressible Navier-Stokes equations in three-dimensions (3–D) without any modeling assumptions. This requires that all turbulent time and length scales be resolved throughout the flow, necessitating small time steps and very fine grid spacing and effectively limiting the use of DNS to low Reynolds number flows in limited spatial domains. To simulate more realistic problems, assumptions about the flow physics must be made and models applied to cover the regions excluded by these assumptions. Typically, solvers separate the flow into large and small scales, based either on time or space, and assume that the large scales dominate the flow. The large scales are then computed while the small scales are modeled or filtered significantly reducing the required computation time at the expense of some detailed flow information.

The Reynolds Averaged Navier-Stokes (RANS) method separates the flow variables in time into time-averaged (mean flow) and fluctuating (turbulence) parts. The mean flow is then solved directly and the effect of the flow unsteadiness is accounted for by using a turbulence model. Therefore, in a RANS type solver, the turbulence model has the critical role of accounting for all the turbulent unsteady flow energy. In a jet, this means that the turbulence model is responsible for dissipating energy from the largest turbulent eddies down to the fine scale turbulence as the jet mixes with the ambient flow.

A time accurate variant of the RANS method, the Unsteady Reynolds Averaged Navier-Stokes (URANS) method, allows slowly varying unsteadiness, which varies on a much longer scale than the turbulence, to be calculated directly while still modeling the effect of the turbulence. In an excited jet, the turbulence model will also affect the flow unsteadiness created by the actuator and, thereby, the growth and decay of the instabilities input even though the excitation itself will typically be at a time-scale much longer than the turbulence (if it is not, then a URANS solver has very little chance of working since all the flow characteristics would be entirely modeled).

Turbulence models, by design, have a dissipative effect on the mean flow. The best turbulence model for a particular case will greatly depend on the problem being solved and what kind of flow the model was calibrated for. For jet excitation, the turbulence model should be minimally dissipative so as allow the perturbations to grow in the shear layer near the nozzle exit and up to the saturation amplitude for the particular excitation mode, recognizing that at some point the dissipative nature of the turbulence model will retard the perturbation amplitude. This may be acceptable depending on the purpose of the simulation. For example, if a simulation is run to determine the impact of an actuator technology on the jet shear layer immediately after the nozzle exit, then the downstream dissipation of the turbulence model would not be a concern. URANS solvers offer the best combination of accuracy, stability, and speed of any method currently available for most problems. As such, the URANS solver is a good place to start an investigation into simulation methods for excited jets. If this method produces acceptable accuracy in the regions of interest within the jet, then the advantage in computation speed that URANS enjoys over other methods can be used to more efficiently optimize the excitation input.

While URANS CFD solvers are currently the mature simulation methods of choice for most problems, Large Eddy Simulations (LES) are the rapidly developing next generation of flow solvers. LES solvers reduce the solution by separating the flow variables based on space, rather than time, to create a time accurate solution where both the mean and the large-scale fluctuating parts of the flow are captured. The LES methods model or dissipate only the portion of the flow that cannot be resolved based on the mesh spacing (sub-grid scales) and solve directly all of the larger flow scales. This allows the user more direct control over which turbulent flow features are resolved but also generally results in many more grid points and smaller time steps, leading to a significant increase in computational expense, compared to a URANS simulation. The issue of computational expense is particularly acute in problems where there is flow along a surface and some resolution of the viscous boundary layer is necessary. Also, because the
dissipation is applied to a much smaller portion of the flow, LES simulations tend to be less computationally stable than their URANS counterparts.

The excited jet is necessarily a time dependent problem, a factor that plays to the strength of LES simulations. Additionally, the reduced dissipation from the turbulence model should allow the perturbations to grow and decay in a more realistic manner throughout the jet. However, the need to resolve the viscous boundary layer near the actuator and near the nozzle walls as well as the initial thin shear layer in the developing jet makes LES simulations of excited jets computationally intensive and limits the number of excitation parameters that can be studied. And while the reduced dissipation makes LES more likely to accurately capture the development of the perturbations farther downstream, it also makes the simulation more susceptible to numerical instability caused by sudden changes imparted by certain types of actuators.

A sample from the turbulence models that are commonly used in jet simulations were selected and tested on the excited jet problem. The WIND–US URANS solver represents the currently state of the art in URANS CFD codes. The WIND–US code was developed and is currently maintained by the NPARC Alliance between the NASA Glenn Research Center and the USAF Arnold Engineering Development Center (Refs. 7 to 9). The WIND–US code is a multi-purpose 3–D solver for both the Euler and Navier-Stokes equations in both steady and unsteady problems, with support for chemically reacting flows. The code also features support for several one-equation, two-equation, and hybrid RANS/LES turbulence models. Two standard two-equation turbulence models, the Chien k-ε and SST models, and one hybrid RANS/LES turbulence model, the Spalart-DES model, were selected for this study to represent three different approaches to the problem of turbulence modeling and were used with WIND–US to simulate the excited jet.

The NASA Glenn Research Center BASS code was selected as a representative LES code. The BASS code (Refs. 10 and 11) is currently being developed as a general purpose CAA/LES flow solver for compressible flow simulations. The code solves the non-linear Euler and Navier-Stokes equations on generalized curvilinear coordinate grids using the chain rule form of the governing equations. In order to accurately predict the unsteady flow dynamics, high-order spatial differencing methods are combined with optimized explicit time marching schemes. A shock-capturing artificial dissipation scheme with 10th order background dissipation is used to remove unresolved waves from the flow solution (Ref. 12). The BASS development effort has been focused to this point on the prediction of tone and broadband noise from jet engine stators using the inviscid Euler equations (Refs. 13 and 14).

Simulations of an excited jet were run using each turbulence model. Each simulation used either an axisymmetric or 2–D grid to minimize the computation time required for each one. Grid and solver parameters were recorded so that this information can be used in future simulations and the solutions were studied for possible advantages or limitations inherent to each method.

**Chien k-ε Model**

The Chien k-ε was selected as a standard two-equation model (Refs. 15 and 16). This model was added to WIND–US as a robust and stable k-ε model suitable for a variety of flows. The model features stability enhancements in the form of limiters that cap the turbulence quantities, relaxation to increase stability at start-up, and a correction for adverse pressure gradient flows. The WIND–US implementation also offers the option of the Sarkar and Wilcox compressibility corrections. All options were held to default values for these simulations and neither the Sarkar nor Wilcox compressibility corrections were used. Although these coefficients may be adjusted to improve the results, the default values should give a reasonable idea of the model behavior while avoiding the large number of simulations that would be required to fully investigate each parameter.

The Chien model was tested with the standard WIND–US second-order Roe upwind scheme modified for stretched grids and employing a TVD flux limiter. The MacCormack DQ limiter (Ref. 17), which is available in WIND–US and commonly used to speed convergence in steady flows, was disabled after early trials showed that it limited the growth of the actuator perturbations. First-order implicit time
marching was used, with the default parameters, and a constant time step of 100 ns was found to be the upper limit for stability throughout the cycle. The computational time per time step ranged from 0.45 to 0.60 sec using 14-processors on a local computer cluster and the grid had approximately 275,000 points. The grid was refined to show the grid independence of the solution.

Although the Chien k-\(\varepsilon\) model as implemented in WIND–US features stability enhancements, it was unstable at the start of each actuator cycle. It is noted in the WIND–US manual that a different turbulence model may be required to initialize the turbulence before the Chien k-\(\varepsilon\) model is used (Ref. 9). Each actuator cycle, therefore, was started using the SST turbulence model for the equivalent of one time step. Once the turbulence was initialized, the k-\(\varepsilon\) model was stable and able to complete the cycle. This process added a considerable amount of work for the user and is a drawback to using this model in cyclical problems such as jet excitation.

**Menter SST Model**

A relative of the k-\(\varepsilon\) turbulence model, the Menter SST (Ref. 18) blends the k-\(\omega\) model of Wilcox in the near wall and boundary layer regions with a standard k-\(\varepsilon\) model in the free stream and free shear regions by reformulating the k-\(\varepsilon\) model into the k-\(\omega\) form. This adds stability in the near wall region compared to a standard k-\(\varepsilon\) model and, in fact, it is recommended in the WIND–US manual that the SST model be used to initialize the turbulence before the Chien k-\(\varepsilon\) model is used (Ref. 9). It has also been documented that the SST model is the most complete choice for simulating jet flows with WIND–US (Refs. 19 and 20). All coefficients and parameters for the SST model were kept to their default values.

The SST model, like the Chien k-\(\varepsilon\) model, was used with the standard WIND–US second-order Roe upwind scheme modified for stretched grids with the TVD flux limiter but without the MacCormack DQ limiter. First-order implicit time marching was used and grid refinement showed the grid independence of the solution. Also like the Chien k-\(\varepsilon\) model, a maximum time step of 100 ns was used for stability throughout the cycle. Time steps were also completed slightly faster, at between 0.35 and 0.40 sec on average, than recorded for the k-\(\varepsilon\) model using the same 14-processors system.

**Spalart–DES Model**

The Spalart–DES model was developed to overcome some the computational limitations of LES in near wall and boundary layer flows while retaining the accuracy of a LES simulation in the free stream (Refs. 21 and 22). The one-equation Spalart-Allmaras turbulence model is used exclusively in the near wall region. In the free stream region, the Spalart-Allmaras model implicitly reduces to a sub-grid-scale model to deal with the flow not directly calculated on the grid. This allows the transition to LES to occur implicitly, controlled by one parameter, rather than forcing the user to explicitly declare zones.

The model uses the same second-order Roe scheme in space as the other WIND–US simulations (the Spalart–DES model was developed with a fourth-order central difference scheme but this Roe scheme was used because it is the default in WIND–US). A first-order implicit scheme is used for time marching. Again, all parameters were left unchanged from the default values and the time step was held at 100 ns for stability. A second-order time marching scheme available in WIND–US was tested with the Spalart–DES model but found to be unstable when the actuators were enabled. This reduction in stability is due to the lower dissipation inherent in the second-order scheme. Topologically, the grid used for the DES simulations was identical to the grid used for the other WIND–US simulations. Also like the other WIND–US simulations, the DES simulations were run using the axisymmetric assumption. The number of grid points, however, was increased in both the x and y-directions away from the nozzle, to total approximately 1.9 million points, because the DES simulations need to resolve smaller turbulent length scales that are modeled in both the SST and k-\(\varepsilon\) simulations. As expected, the increased grid density resulted in an increase in computation time, to between 2.10 and 2.25 sec per time step using 24-processors on the computer cluster (10 processors more than the previous simulations).
LES

The BASS CAA/LES solver was used to simulate the excited jet test case as a fully time accurate alternative to the URANS simulations. The BASS code solved the filtered Navier-Stokes equations, in 2–D, using an Implicit LES (ILES) strategy (Ref. 23), in which the 10th order artificial dissipation model in the code is used to filter the sub-grid turbulence scale. The HALE–RK67 explicit time marching scheme (Ref. 24) was used with the Tam and Webb optimized fourth-order DRP spatial differencing scheme (Ref. 25) for these simulations. At the outer edges for the computational domain, the Thompson boundary conditions (Refs. 26 and 27) were combined with sponge layers (Ref. 28) to prevent reflections from reentering the domain.

An entirely new grid was required for the BASS simulations. The BASS code has been developed with several automatic parallelization features that require the grid to have full face block to block matching, resulting in a grid with 506 blocks. BASS also requires more grid points in the viscous boundary layer along the nozzle wall, and particularly at near the actuator walls, than any of the WIND–US simulations for numerical stability. The grid also included both sides of the jet, rather than only one side with a symmetry boundary condition along the nozzle centerline as run in the WIND–US simulations, to improve the simulation along the centerline. The grid was stretched away from the nozzle in the axial and radial directions, especially past x/Dj = 10 where the flow was not studied resulting in a grid that contained only approximately 215,000 points. And while this is the smallest grid by number of points tested, BASS still required around 4 sec per time step using 17 processors on the computer cluster, the longest of any simulation. In order to decrease the total time required to compute one actuator cycle while maintaining stability, the time step was changed during the cycle. The maximum stable time step was 0.75 ns (7.5×10–10 sec) from the start of a cycle until the actuator flow passed the nozzle exit. The time step could then be raised to 3.75 ns (3.75×10–9 sec) for the remainder of the cycle.

Note that BASS is still in development and work is ongoing to streamline the code and make it more efficient, particularly in the area of parallelization and the associated message passing. An Adams-Bashforth multi-time-stepping scheme is also being added to reduce the computation required per time step (Ref. 29).

Simulation Results

Simulations of a baseline (unexcited, no actuator) jet were conducted using URANS and LES CFD codes to establish the jet flow before the actuators were added. These baseline results, shown in Figure 2, were computed by allowing the simulation to reach a converged solution while the DES and LES mean flows were computed by time averaging a series of instantaneous flow fields. These plots show the SST simulation results in a longer jet potential core than the k-ε simulation, which is consistent with past results (Ref. 30). The DES and LES results show an even shorter high-speed region compared to the k-ε results although the flow in the DES simulation continues along the jet axis at a relatively high speed. This may be caused by the hybrid URANS/LES nature of the DES model (not having quite the right balance between a pure RANS turbulence model and a LES sub-grid model) and the axisymmetric assumption, which prevents the flow structures from breaking up in the azimuthal direction. The DES results also show a jet that spreads slower than the other models while the LES shows a jet spreading faster than observed in the other results though this behavior may be grid dependent. It is worth reiterating here that caution should be used before drawing any firm conclusions using either the DES axisymmetric or the LES 2–D simulations. Large-scale turbulent structures, which both methods calculate directly, are inherently 3–D and need to be computed as such. The information gleaned from analyzing the results of these 2–D simulations will only serve to guide future 3–D simulations.

Once the baseline flow is computed, the actuator is introduced into the flow. Figure 3 shows the density of the flow in the actuator region 20 µs after the beginning of the actuator cycle. The LAFPA type actuator was expected to generate a shock wave that perturbs the flow, which is observed in the density
Figure 2.—Mach number for the baseline (no actuator) flow. The SST and k-ε results show converged steady flows. The DES and LES results were determined by time averaging many instantaneous flow results. The range in the axial direction is limited to only cover the range of interest in the excited jet.

Figure 3.—Density near the actuator and nozzle lip 20 μs after the actuator is activated. The LES simulation has a different stagnation temperature upstream at the nozzle exit leading to the variation in density.
plot from all the simulations. The wave leaves the actuator cavity with sufficient power to cause the flow to separate from the nozzle surface right at the nozzle exit as the jet flow is forced around the pressure wave, behavior which is consistent with the expected mechanism behind the LAFPA. The flow separation sets up a vortical flow structure that will travel downstream and affect the development of the jet; however, the effect that this structure has on the jet will be strongly affected by the turbulence model.

The instantaneous vorticity throughout the flow at the end of the actuator cycle for each simulation is shown in Figure 4. Both the SST and k-ε models support the initial vortex created by the actuator but do not allow it to develop, damping it out around x/Dj = 1. The DES model allows the vortex to propagate downstream and grow with minimal loss of energy, which is expected from an approach that is designed to capture the large-scale unsteady flow dynamics directly. The axisymmetric assumption applied in the DES simulations also disrupts the energy cascade, an inherently 3-D processes where large-scale structures break down into smaller structures before energy is dissipated by viscous forces, by preventing the flow from moving in the azimuthal direction. The LES also shows the propensity to propagate the vortex, with vorticity appearing up to x/Dj = 4, but the structures are not as sharp as those found in the DES results and do not persist downstream. This strongly suggests that the LES grid is too coarse in this region and, therefore, is dissipating rather than calculating the smaller turbulent scales needed to support these vortices.

The unsteady flow dynamics that may be resolved in a DES or LES simulation is determined by the grid spacing and the numerical scheme employed. Every numerical scheme requires some number of points to get an accurate spatial derivative and, thus, accurate time derivative. The DRP scheme in BASS requires approximately 6 grid points per wavelength for a simple harmonic disturbance. The second-order Roe method used in the DES simulations needs on the order of 40 grid points to resolve the same disturbance and propagate the waves at the correct speed (the waves will propagate with fewer points but at an incorrect speed). In both case, more grid density is required to resolve any non-linear flow.

![Figure 4.—Vorticity magnitude calculated using the WIND-US URANS code with the SST, k-ε, and Spalart-DES turbulence models and calculated using the BASS LES code.](image-url)
dynamics that may be present. Any turbulence small than the minimum grid spacing is dissipated resulting in the smearing and loss of the flow structure. Figure 5 shows the density of the grids used for the DES and LES simulations, where the grid density was defined as the maximum of $\Delta x$ and $\Delta y$ at each point. The DES grid has a significant number of additional grid points in the near nozzle region than the LES grid. This increases the grid density on the DES grid enough to overcome the additional number of points required by 2nd-order Roe scheme. The LES grid stretches quickly in the radial direction outside the nozzle and downstream, especially past $x/D_j = 10$, to reduce the total number of points and reduce the computation time. The difference between the LES and DES vorticity results (Fig. 4) and a comparison of the grid, however, indicates that the LES grid stretches too quickly. A much finer grid, on the order of the DES grid, should significantly improve the LES results and should be used for future LES simulations.

A vortex forms at the nozzle exit in response to the flow separation created by the actuator. That vortex propagates downstream and is either supported or dissipated at different levels by the CFD method used in the simulation. These observations, while insightful, are not easily compared qualitatively to the available experimental data. And although the there is little point in trying to quantitatively reproduce these results, a qualitative comparison may be instructive. Researchers at OSU have recorded pressure fluctuations, as a function of time, at several axial stations at the jet lipline ($y/D_j = 0.5$). After computing a Fourier transform, this data shows the axial growth and decay of the actuator perturbation by extracting only the pressure fluctuations at the actuator frequency. Similar data, sampled over one actuator cycle, can be extracted from the time accurate simulation data recorded using each of the turbulence models once a sufficient number of cycles have been run to initialize the flow (the minimum was found to be approximately 8 cycles to extract data up to $x/D_j \approx 10$).

The numerical results for each simulation is are compared to the experimental data in Figure 6. Note that the experimental data is amplitude shifted so that any comparison of absolute amplitudes invalid. However, the perturbation growth rate, peak location, and decay rate are useful and can be compared to the experimental data for each scheme. The results shown in Figure 6 indicate that all of the simulation methods have some limitations. The pure URANS simulations using the SST and $k-\varepsilon$ turbulence models have an initial growth rate similar to the experimental data over the first $x/D_j \approx 1.0$ from the nozzle exit. The jet response determined using SST model then flattens out and decays far short of the experimental peak location at $x/D_j \approx 2.5$. The jet response using the Chien $k-\varepsilon$ model, however, continues to grow, although more slowly, and peaks around $x/D_j \approx 2$ before decaying rapidly. In both cases, the rate at which the perturbation decays far exceeds the rate measured in the experiment, a result that is not surprising based on the models propensity to dissipate the downstream flow structures.
Unlike the pure URANS turbulence models, the jet response simulated using the Spalart-DES hybrid URANS/LES model has the slowest initial growth rate. It also places the peak jet response the farthest downstream, around x/Dj≈4 or x/Dj≈1.5 downstream of the measured peak location and allows the perturbation to continue downstream almost undamped. While it is not surprising that the DES model, especially in an axisymmetric simulation, does not dissipate the perturbation like the pure URANS simulations, it is somewhat surprising that the initial growth rate is not closer to the experimental, SST, or k-ε results. It is possible that the Spalart-Allmaras RANS turbulence model, operating in the near wall region, is over damping the initial perturbation and, in effect, reducing the strength of the actuator perturbation. If this is the case, varying the constant that controls the size of RANS region should change the jet response. However, as the authors of this model note, the value of this constant has little effect in 2-D simulations and needs to be set using 3-D simulations (Ref. 21).

Finally, the LES simulation, using the BASS code, calculates a jet response somewhere between the other simulations. The initial growth rate, while faster than the DES simulations, is slower than the SST, k-ε, and experimental data. The response, however, continues to grow and has a peak near the peak response location measured in the experiments. A short amplitude decrease is followed by a period of generally flat response where the response would be expected to decay based on the experimental data. As was the case in the DES simulations, these persistent levels are expected in a 2-D LES simulation because the flow structures are not permitted to decay in the azimuthal direction. LES, because it is filtered in space rather than time, is heavily dependent on the grid spacing and, based on the vorticity data and length scale map, it is likely that the grid stretches too far too close to the nozzle exit to support the additional growth rate measured in the experiment.

The jet response determined at the nozzle lipline is an easily measured metric in an experiment where time and equipment limits the number of data points available. One of the strengths of CFD is the ability to sample the entire flow field at any desired interval. Figure 7 shows pressure, recorded at the end of an actuator cycle from simulations using each of the turbulence models, to support the previous comparisons.
from only along the jet lipline. Note that in the URANS simulations, the pressure fluctuations are entirely due to the actuator because all the natural flow unsteadiness is modeled. The DES and LES results, however, contain pressure fluctuations from the turbulence in the jet as well and the actuator. First, the damping of all flow structures by the SST and $k-\varepsilon$ turbulence models is observed by $x/D_j \approx 5$. The flow fields from the DES and LES, by comparison, show vortices traveling to the end of the domain, which is expected based on the slow perturbation decay rates observed previously. The data also shows differences between the DES and LES simulations. The DES simulation shows well defined vortices interacting at various points in the flow field (e.g., the two vortices at $x/D_j \approx 4$). In the LES simulation data, however, the flow structures are fuzzy and the interaction is not captured in the flow field. This difference shows the need for tighter grid spacing in the LES simulation, which, in theory, will capture these flow features given enough grid.

**Conclusions**

Jet excitation has many applications ranging from noise reduction to enhanced plume mixing. Computational fluid dynamics (CFD) can be used to research and optimize the excitation input, reducing the number of experiments required and, thus, the cost to develop the technology. CFD, however, is a viable option only if a suitable simulation method can be found.

A series of simulations studied the advantages and disadvantages of four different turbulence models for a jet excitation problem with the goal of guiding future simulations. The results indicated that pure URANS turbulence models fall short of the expected results. The URANS/LES hybrid model, in the form of the Spalart–DES model, has potential, based on both computation speed and flow results, and should be investigated in the future using full 3–D simulations. Furthermore, these simulations should begin with a study of the impact that the size of the URANS region has on the initial growth rate of the perturbations, which is the biggest unknown in this hybrid method and which may significantly alter the initial perturbation growth rate. The LES simulations also showed potential based on the flow data and should also be continued using full 3–D simulations with a finer spaced grid (on the order of the DES grid). The
biggest drawback to the LES simulations is the computation time required, but this should be greatly reduced by improvements in the efficiency of the code as it is developed. Ultimately, future simulations of excited jets will benefit from the knowledge and experience gained through these simplified simulations.
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