A method for optimizing the use of digital computing resources to achieve reliability and availability of the computing resources is disclosed. The method comprises providing one or more processors with a recovery mechanism, the one or more processors executing one or more applications. A determination is made whether the one or more processors needs to be reconfigured. A rapid recovery is employed to reconfigure the one or more processors when needed. A computing system that provides reconfigurable and recoverable computing resources is also disclosed. The system comprises one or more processors with a recovery mechanism, with the one or more processors configured to execute a first application, and an additional processor configured to execute a second application different than the first application. The additional processor is reconfigurable with rapid recovery such that the additional processor can execute the first application when one of the one more processors fails.
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FIG. 4
METHODS AND SYSTEMS FOR PROVIDING RECONFIGURABLE AND RECOVERABLE COMPUTING RESOURCES

The present invention relates to methods and systems for providing one or more computing resources that are reconfigurable and recoverable wherever digital computing is applied, such as in a digital control system. The methods of the invention also provide for optimizing the use of digital computing resources to achieve reliability and availability of the computing resources. Such a method comprises providing one or more processors with a recovery mechanism, with the one or more processors executing one or more applications. A determination is made whether the one or more processors need to be reconfigured. A rapid recovery is employed to reconfigure the one or more processors when needed. State data is continuously updated in the recovery mechanism, and the state data is used to transfuse the one or more processors for reconfiguration. This method provides for real-time reconfiguration transitions, and allows for a minimal set of hardware to achieve reliability and availability.

In general, reconfiguration is an action taken due to non-recoverable events (e.g., hard faults or hard failure) or use requirements (e.g., flight mission phase). A recovery action is generally taken due to a soft fault. The invention provides for application of a recovery action during a reconfiguration action. This combination of actions lessens the reconfiguration time and optimizes computing resource utilization. This combination of actions facilitates a more rapid reconfiguration of a computational element because current state data is maintained within a rapid recovery mechanism of a computing unit. The reconfiguration state data is pre-initialized with the state data maintained in a computing resource with rapid recovery capability, which allows a reconfigured computing resource to be brought on line much faster than if the state data were not available. The reconfiguration is rapid enough so that input/output staleness is not an issue.

Typically, the reconfiguration starts from or ends in a redundant/critical system. The hardware can be reconfigurable or can have a superset of functions. The invention enables a reduction in hardware that is employed to achieve reliability and availability for functions being provided by a digital computing system so that only a minimal set of hardware is required. The invention also enables the design of electronic system architectures that can better optimize the utilization of computing resources.

The rapid recovery mechanism may also be used to minimize the set of computing resources required to support vary-
ing computing resources throughout a specified use such as a mission. In phases where maximum reliability is required, computing resources may reconfigured to perform redundant functionality. The reconfiguration occurs in a minimal time lag since the state data is maintained in the rapid recovery mechanism. In other phases of a mission where additional functionality is required to be available, the system may be reconfigured to provide the additional computing resources and may revert to the high integrity configuration at anytime since the state data is maintained in the rapid recovery mechanism. A typical system without a rapid recovery mechanism would require additional hardware to provide functionality that is only required during parts of a mission and would not be immediately reconfigurable to a higher reliability architecture by reutilizing hardware resources.

Further details with respect to the rapid recovery mechanism can be found in copending U.S. application Ser. No. 11/058,764, filed on Feb. 16, 2005, and entitled “FAULT RECOVERY FOR REAL-TIME, MULTI-TASKING COMPUTER SYSTEM,” the disclosure of which is incorporated herein by reference.

In the following description, various embodiments of the present invention may be described in terms of various computer architecture elements and processing steps. It should be appreciated that such elements may be realized by any number of hardware or structural components configured to perform specified operations. For purposes of illustration only, exemplary embodiments of the present invention are sometimes described herein in connection with aircraft avionics. The invention is not so limited, however, and the systems and methods described herein may be used in any control environment. Further, it should be noted that although various components may be coupled or connected to other components within exemplary system architectures, such connections and couplings can be realized by direct connection between components, or by connection through other components and devices located therebetween. The following detailed description is, therefore, not to be taken in a limiting sense.

Instructions for carrying out the various process tasks, calculations, control functions, and the generation of signals and other data used in the operation of the systems and methods of the invention can be implemented in software, firmware, or other computer readable instructions. These instructions are typically stored on any appropriate computer readable medium used for storage of computer readable instructions or data structures. Such computer readable media can be any available media that can be accessed by a general purpose or special purpose computer or processor, or any programmable logic device.

Suitable computer readable media may comprise, for example, non-volatile memory devices including semiconductor memory devices such as EPROM, EEPROM, or flash memory devices; magnetic disks such as internal hard disks or removable disks (e.g., floppy disks); magneto-optical disks; CDs, DVDs, or other optical storage disks; nonvolatile ROM, RAM, and other like media. Any of the foregoing may be supplemented by, or incorporated in, specially-designed application-specific integrated circuits (ASICs). When information is transferred or provided over a network or another communications connection (either hardwired, wireless, or a combination of hardwired or wireless) to a computer, the computer properly views the connection as a computer readable medium. Thus, any such connection is properly termed a computer readable medium. Combinations of the above are also included within the scope of computer readable media.

An exemplary electronic system architecture in which the present invention can be used includes one or more processors, each of which can be configured for rapid recovery from various faults. The term “rapid recovery” indicates that recovery may occur in a very short amount of time, such as within about 1 to 2 computing frames. As used herein, a “computing frame” is the time needed for a particular processor to perform a repetitive task of a computation, e.g., the tasks that need to be calculated continuously to maintain the operation of a controlled plant. In embodiments where faults are detected within a single computing frame, each processor need only store control and logic state variable data for the immediately preceding computing frame for use in recovery purposes, which may take place essentially instantaneously so that it is transparent to the user.

The invention provides for use of common computing resources that can be both reconfigurable and rapidly recoverable. For example, a common computing module can be provided that is both reconfigurable and rapidly recoverable to provide aerospace vehicle functions. Typically, aerospace vehicle functions can have failure effects ranging from catastrophic to no effect on mission success or safety. In control functions requiring rapid real time recovery (e.g., aircraft inner loop stability), the computing module capability provides recovery that is rapid enough such that there would be no effect perceived at the function level. Thus, the recovery is transparent to the function.

In general, a computing system according to embodiments of the invention provides reconfigurable and recoverable computing resources. Such a system comprises one or more processors with a recovery mechanism, the processors configured to execute a first application, and a first additional processor configured to execute a second application different than the first application. The additional processor is reconfigurable with rapid recovery such that the additional processor can execute the first application when one of the one more processors fails. In another embodiment, the system further comprises a second additional processor configured to execute a third application different from the first and second applications. The second additional processor is reconfigurable such that it can execute the second application if the first additional processor fails.

In the following description of various exemplary embodiments of the invention, a particular number of processors are described for each of the computing systems. It should be understood, however, that other embodiments can perform the same functions as described with more or less processors. Thus, the following embodiments are not to be taken as limiting. In addition, some processors are associated with optional recovery mechanisms, since these processors don’t always need to store state data to perform their functions when reconfigured.

FIG. 1 depicts a system in which reconfiguration utilizing rapid recovery teleology is provided for maintaining reliability of a control system. As shown, a fault tolerant computing system in a first configuration 100a has a set of three computing resources 110, 120, and 130 that are configured to execute an application A by respective processors 1, 2, and 3. Recovery mechanisms 112, 122, and 132 are also respectively provided in computing resources 110, 120, and 130. Each computing resource 110, 120, and 130 provides an independent output that is operatively connected to a decision logic module 150. The decision logic module 150 implements an algorithm that maintains an appropriate action 160 in the event that one of the processors sends an erroneous output to decision logic module 150.
The minimum number of processors required to implement this scheme is three because only then is it possible to tell which processor is in error by comparison to the outputs of the other processors. Assuming that all three processors are operating correctly from the start and that only one fails at a time, then it is possible for the decision logic to continue to provide an error-free action even after a single processor has failed. The problem is that a second failure would make it impossible for the decision logic to continue to provide the appropriate action because it is not possible with only two inputs to tell which processor has failed. One solution is to have four or more processors executing the same application so it is possible to continue correct operation after the second failure.

As depicted in FIG. 1, a fourth computing resource 140 is provided with an optional recovery mechanism 142. The processor 4 of computing resource 140 is not initially executing the same application A as computing resources 110, 120, and 130. Instead, processor 4 is executing application B. The processor 4 does not need to execute application A because three outputs are sufficient for decision logic module 150 to decide which processor has failed for the first failure. The first configuration 100a is reconfigured (170), after one of processors 1-3 has failed, into a second configuration 100b. Processor 4 is used to execute application A and provide the third output to decision logic module 150 that was formerly being provided by the now failed processor. For example, if processor 3 fails it is stopped from affecting the output being sent from decision logic module 150 and is replaced by processor 4, which is reconfigured with recovery data from processor 1/application A to maintain the redundancy level. Utilizing such reconfiguration and rapid recovery minimizes the hardware resources required to support both reliability and availability.

The system architecture of FIG. 1 provides the ability to reconfigure a processor and begin executing a different application when needed. To ensure that the system provides the required level of reliability as before, the reconfiguration must occur in a sufficiently short time that the probability of the second processor failure occurring between the time that the first failure occurs and the reconfiguration is completed is very small. The recovery mechanisms in the computing resources store state information relevant to the executing application. In the event of one or more computing errors, it is possible for a processor to continue executing using the stored state information that was previously saved during an earlier computation cycle. This same state data is also used to rapidly reconfigure the fourth processor to execute a critical application in the event of a non-recoverable error in any of the three redundant processors. Without this state data, the amount of time required to bring another processor on-line would be greatly extended.

FIG. 2 illustrates a fault tolerant computing system according to another embodiment that employs a reconfiguration method utilizing rapid recovery to minimize the hardware computing resources needed to achieve and maintain required functional availability. A first configuration 200a of the computing system has a first computing platform 202 and a second computing platform 204, such as left and right cabinets in a flight control computer system. The computing platform 202 includes a set of computational resources 210 and 220. The computing platform 204 includes a set of computational resources 230 and 240. Recovery mechanisms 212, 222, and 232, are respectively provided in computational resources 210, 220, and 230. The computational resource 240 is provided with an optional recovery mechanism 242.

The computational resources 210 and 220 are configured to respectively execute applications A and B by respective processors 1 and 2. The computational resources 230 and 240 are configured to respectively execute applications A and C by respective processors 3 and 4. Thus, application A is redundantly hosted in processors 1 and 3. Application B is not redundant and is hosted only in processor 2. Application C, which has the least critical function is hosted only in processor 4.

As shown in FIG. 2, rapid recovery is used with a consistent set of state data to reconfigure (270) the first configuration 200a, which is hosting a non-essential application, into a second configuration 200b. For example, application B state data is continuously updated in recovery mechanism 222. If an unrecoverable failure is detected in processor 2, processor 4 is reconfigured with recovery data from processor 2 in order to host application B and thus maintain the availability of application B. Application C originally running on processor 4 is not required to meet the minimum system functionality and hence is superseded by the more critical application B.

The availability of fresh and consistent state data provided by the rapid recovery technique ensures rapid initialization of critical applications. Reconfiguration allows the system to meet functional availability requirements without intermediate removal and replacement of a faulted computational element. Without rapid recovery, starting application B on processor 4 would require a lengthy initialization period to become initialized and synchronized with the system. An immediate maintenance action would be required to diagnose and replace the faulty computational element and then restart the system without reconfiguration.

In a further embodiment, a computing system employs reconfiguration and rapid recovery to minimize hardware resources required to support both reliability and availability. The speed of the reconfiguration transition can be essentially real-time when rapid recovery is used. The transitions between system configurations are used to achieve reliability and availability of the computational elements.

In a first configuration of this computing system, a number of independent applications are executed on independent computational resources. For example, a computing system can include a first processor with a recovery mechanism that is configured to execute a first application, and one or more additional processors configured to execute one or more applications that are different from the first application. The first configuration is employed to achieve an availability of functions during a particular phase of a use, such as a flight mission for example. A first application is executed on one of the computational resources, which utilizes rapid recovery to create a reliable backup of state data variables. Other applications are executed on the additional computational resources.

During the next phase of use such as a mission, the first application needs to support a highly reliable operation. This is achieved in the computing system architecture by implementing a redundancy of computing resources in a second configuration to achieve reliability. For example, the one or more additional processors are reconfigurable such that they can execute the first application when needed for redundancy. The one or more additional processors are reconfigured with recovery data from the first application/processor. Additionally, the one or more additional processors can be further reconfigured to execute the one or more applications again that are different from the first application when redundancy is no longer required.

This embodiment is further illustrated in FIG. 3. A computing system in a first configuration 300a includes a set of three computational resources 310, 320, and 330 that are configured to respectively execute different applications A,
B, and C by respective processors 1, 2, and 3. A recovery mechanism 312 is provided in computational resource 310 for rapid recovery. The computational resources 320 and 330 can include optional recovery mechanisms 322 and 332, respectively.

If application A needs to support a highly reliable operation, computational resources 320 and 330 are reconfigured (370) to become redundant channels for application A as shown in a second configuration 300b of FIG. 3. Each of computational resources 310, 320, and 330 in configuration 300b can provide an independent output that is fed to a decision logic module 350. The decision logic module 350 implements an algorithm that maintains an appropriate action 360 in the event that one of the processors in computational resources 310, 320, or 330 sends an erroneous output to decision logic module 350.

Once the highly reliable operation is no longer needed, the computing system can be returned (380) to the first configuration 300a. In a cyclic scenario, the computing system can be reconfigured between first and second configurations 300a and 300b as often as needed for a particular use.

Without rapid recovery, the initial states of the reconfigured computational resources 320 and 330 (with processors 2 and 3) would not be in-sync with application A executing on processor 1. It would typically require some time period of operation before the states of the re-configured computational resources (processors 2 and 3) would reach the same state as the original application A on processor 1. But with rapid recovery, the operational state variables of application A on processor 1 from a previous computing frame can be loaded into the reconfigured processors 2 and 3 just prior to their execution of application A. This allows the initial states of the reconfigured computational resources to be essentially in-sync with the original state of processor 1.

FIG. 4 illustrates a method for optimizing the use of digital computing resources to achieve reliability and availability. At least one computational resource 410 is provided with a processor 412 that is configured to execute an application 414. A recovery mechanism 416 is provided in computational resource 410 for rapid recovery. One or more additional computational resources 410(N) can be optionally provided with one or more processors 412(N) if desired depending upon the use intended for the computational resources. Such additional computational resources can be configured to execute one or more applications 414(N), which can be the same as or different from application 414. The additional computational resources can include an optional recovery mechanism 416(N) if desired.

During operation, a determination is made at 420 whether reconfiguration is required for computational resource 410 (and when present, computational resources 410(N)). If not, then computational resource(s) 410 (410(N)) continues normal operations in executing application(s) 414 (414(N)). If reconfiguration is required, then a rapid recovery is initiated at 430 using state data stored in recovery mechanism(s) 416 (416(N)). The reconfiguration of processor(s) 412 (412(N)) is complete at 440 after rapid recovery occurs.

In one embodiment, a recoverable real time multi-tasking computer system is provided. The system comprises a real time computing platform, wherein the real time computing platform is adapted to execute one or more applications, wherein each application is time and space partitioned. The system further comprises a fault detection system adapted to detect one or more faults affecting the real time computing environment, and a fault recovery system. Upon the detection of a fault by the fault detection system, the fault recovery system is adapted to restore a backup set of state variables.

In one embodiment, lock-step fault detection allows a system to detect upset events almost immediately. Traditional lock step processing implies that two or more processors are executing the same instructions at the same time. Self-checking lock-step computing provides the cross feeding of signals from one processing lane to the other processing lane and then compares them for deviations on every single clock edge.

FIG. 5 illustrates one embodiment 500 of a self-checking lock-step computing lane 510 of one embodiment of the present invention. Self-checking lock-step computing lane 510 comprises at least two sets of duplicate processors (512 and 514), memories (520 and 522), and fault detection monitors (516 and 518). On every single clock step edge, monitors 516 and 518 both compare the data bus signal and control bus signal output of processors 512 and 514 against each other. When the output signals fail to correlate, monitors 516 and 518 identify a fault. This guarantees that if one processor deviates (e.g., because it retrieves a wrong address or is provided wrong data via the bus) one or both of monitors 516 and 518 will detect the fault on the next clock edge. The fault is thus detected in the same computational frame in which it was generated. In one embodiment, when either monitor 516 or monitor 518 detects a fault, the monitor notifies processors 512 and 514. In embodiments of the present invention, upon notification of a fault, processors 512 and 514 shut off further processing of the application which was executing in the faulted computational frame and the fault recovery system is invoked.

In operation, in one embodiment, processors 512 and 514 hold state variables for applications in respective memories 520 and 522. The memory locations in memories 520 and 522 used by each application to store state variables as the applications are executed in their respective computational frames are referred to as “scratchpad memories.” Fault recovery system 530 creates a duplicate copy of the state variables stored in memories 520 and 522, creating a repository of recent state variable data sets. Fault recovery system 530 stores off the state variables in real time, as processors 512 and 514 are executing and storing the state variables in memories 520 and 522.

In one embodiment, as state variable values are produced by processors 512 and 514 and stored in memories 520 and 522, there is a redundant copy made in duplicate memory 538. In one embodiment, duplicate memory 538 is contained in a highly isolated location to ensure the robustness of the data stored in duplicate memory 538. In one embodiment, duplicate memory 538 is protected from corruption by one or more of a metal enclosure, signal buffers (such as buffers 544 and 546) and power isolation.

One skilled in the art will recognize that it is undesirable to load duplicate memory 538 with state variable data in situations where the system only partially completed a computing frame when the fault occurred. This is because duplicate memory 538 could end up storing corrupted data for that computing frame. Instead, to ensure that a complete valid frame of state variable data is in the duplicate memory and available for restoration, embodiments of the present invention provide intermediate memories. In one embodiment, a duplicate of memories 520 and 522 for even computational frames is loaded into even frame memory 534. A duplicate of memories 520 and 522 for odd computational frames is loaded into odd frame memory 536. The even frame memory 534 and odd frame memory 536 toggle back and forth copying data into the duplicate memory 538 to ensure that a complete valid backup memory is maintained. Even frame memory 534 and odd frame memory 536 will only copy their contents to duplicate memory 538 if the intermediate memo-
resources to achieve reliability and availability of the digital computing platform during even computational frames in the even frame memory; and
an odd frame memory, wherein the recovery mechanism is configured to duplicate state variables computed by the real time computing platform during odd computational frames in the odd frame memory; wherein the even frame memory and the odd frame memory toggle back and forth duplicating state variables into the duplicate memory for computational frames in which no fault is detected; determining whether the one or more processors needs to be reconfigured; and employing a rapid recovery to reconfigure the one or more processors when needed; wherein upon determining the need to reconfigure, the recovery mechanism restores a duplicate set of state variables into one or more scratchpad memories for the one or more processors.

2. The method of claim 1, wherein state data is continuously updated in the recovery mechanism.

3. The method of claim 2, wherein the state data is used to transfigure the one or more processors for reconfiguration.

4. The method of claim 1, wherein the method provides real-time reconfiguration transitions.

5. The method of claim 1, wherein the method provides for one less than a predetermined set of processing hardware to achieve reliability and availability for functions being provided.

6. An electronic system architecture that is configured to implement the method of claim 1.

7. A computing system that provides reconfigurable and recoverable computing resources, the system comprising: a real time computing platform; one or more scratchpad memories in the computing platform; one or more processors with a recovery mechanism in the computing platform, the one or more processors configured to execute a first application, the recovery mechanism comprising: a duplicate memory; an even frame memory, wherein the recovery mechanism is configured to duplicate state variables computed by the real time computing platform during even computational frames into the even frame memory; and an odd frame memory, wherein the recovery mechanism is configured to duplicate state variables computed by the real time computing platform during odd computational frames into the odd frame memory; wherein the even frame memory and the odd frame memory toggle back and forth duplicating state variables into the duplicate memory for computational frames in which no fault is detected; a first additional processor configured to execute a second application different than the first application, wherein the additional processor is reconfigurable with rapid recovery such that the additional processor can execute the first application when one of the one more processors fails; and wherein upon determining a need to reconfigure, the recovery mechanism restores a duplicate set of state variables into the one or more scratchpad memories.

8. The system of claim 7, wherein the one or more processors are in operative communication with a decision logic module prior to any failure.

9. The system of claim 8, wherein the decision logic module implements an algorithm that maintains an appropriate action in the event that one of the one or more processors sends an erroneous output to the decision logic module.

10. The system of claim 8, wherein the additional processor is in operative communication with the decision logic module.
when the additional processor is reconfigured, and a failed processor is removed from communication with the decision logic module.

11. The system of claim 7, wherein the additional processor is reconfigured with recovery data from a processor that has not failed to maintain a level of redundancy.

12. The system of claim 7, wherein the recovery mechanism in the one or more processors stores state data relevant to executing the first application.

13. The system of claim 12, wherein the state data is used to reconfigure the additional processor.

14. The system of claim 7, further comprising a second additional processor configured to execute a third application different from the first and second applications.

15. The system of claim 14, wherein the second additional processor is reconfigurable such that it can execute the second application if the first additional processor fails.

16. The system of claim 14, wherein the second additional processor is reconfigured with a consistent set of state data from a recovery mechanism of the first additional processor.

17. A computing system that provides reconfigurable and recoverable computing resources, the system comprising:

- a real time computing platform;
- a scratchpad memory in the computing platform;
- a first processor with a recovery mechanism in the computing platform, the first processor configured to execute a first application, the recovery mechanism comprising:
  - a duplicate memory;
  - an even frame memory, wherein the recovery mechanism is configured to duplicate state variables computed by the real time computing platform during even computational frames into the even frame memory; and
- an odd frame memory, wherein the recovery mechanism is configured to duplicate state variables computed by the real time computing platform during odd computational frames into the odd frame memory;
- wherein the even frame memory and the odd frame memory toggle back and forth duplicating state variables into the duplicate memory for computational frames in which no fault is detected;
- one or more additional processors configured to execute one or more applications that are different from the first application;
- wherein the one or more additional processors are reconfigurable such that they can execute the first application when needed for redundancy while the first processor is executing the first application, and wherein the one or more additional processors can be further reconfigured to execute the one or more applications again that are different from the first application when redundancy is no longer required; and
- wherein upon determining a need to reconfigure, the recovery mechanism restores a duplicate set of state variables into the scratchpad memory.

18. The system of claim 17, wherein state data is continuously updated in the recovery mechanism of the first processor.

19. The system of claim 18, wherein the one or more additional processors are reconfigured with a consistent set of state data from the recovery mechanism of the first processor.

20. The system of claim 17, wherein the first processor and the one or more additional processors are in operative communication with a decision logic module after reconfiguration of the one or more additional processors.