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Outline

» Background and motivation
» The network is the instrument

» We've transformed the way one customer
does business

» Network-enhanced airborne science field
operations

» Increased productivity, situational
awareness

= Seeking better, faster, cheaper

» Evolving toward enterprise-class web
services oriented architecture for distributed
testing
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Observations on Observations

“Experiment is the sole
source of truth. It alone
can teach us
something new. It
alone can give us
certainty.”

Henri Poincaré, 1903

...but at what cost and how long does it take?

La Science et I'Hypothese. Flammarion, Paris, 1927. 1st. edition 1903.
Science and Hypothesis (Dover) 1952 (p. 140)
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Real Vision

“...to enable men and
computers to cooperate in
making decisions and
controlling complex
situations without inflexible
dependence on
predetermined programs"

- J. C. R. Licklider, 1960

The lack of situational awareness causes lost opportunity.

Decision-support webs are the reason the Internet exists!!!

IRE Transactions on Human Factors in Electronics, volume HFE-1, pages 4-11, March 1960



Timely Situational Awareness is
Everything
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ACCIDENT INVESTIGATION BOARD

F3.6-5 By the time data indicating problems was teleme-
tered to Mission Control Center, the Orbiter had
already suffered damage from which it could not
recover.

Recommendations:

R3.6-1 The Modular Auxiliary Data System instrumen-
tation and sensor suite on each Orbiter should be
maintained and updated to include current sensor
and data acquisition technologies.

R3.6-2  The Modular Auxiliary Data System should be
redesigned to include engineering performance
and vehicle health information, and have the
ability to be reconfigured during flight in order to

Cyberinfrastructure for allow L‘EITHiI‘I data to be rGC{'}I'dCLL e le]ﬂetﬂrﬁ'd, or

Aircraft Mission Support

s both, as needs change.
August 16t, 2010




Technology Trends Reflect the Vision
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Future of Future of
Test & Measurement software systems

centric, distributed, I

interoperable, adaptive, intelligent

Future integrated, systems of systems Future of
of architecture Earth
warfare b Science

Future of

Future of
Aeros_pace Future Air
Vehicle of Transportation
Systems Security Systems
Systems
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Aircraft Mission Support

—p—
August 16t, 2010



IT Summit

2010

Making IT Stellar at NASA

Cyberinfrastructure for
Aircraft Mission Support
= —

August 16t, 2010

Innovations: Closing Capability Gaps

= Useful Middleware for Distributed Data
Systems

» Ring Buffered Network Bus (RBNB)
DataTurbine

* Network Gateways for Aircraft Payloads

» Research Environment for Vehicle
Embedded Analysis on Linux (REVEAL)

= Web Applications for Mission Monitoring
» Realtime Mission Monitoring (RTMM)



The Network iIs the Instrument

IT Summit
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Network 'f
. Distribution :
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Loosely coupled
Distributed processes
Near realtime
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A Web of Flight Data Recorders
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Analyze & Publish
Distribute

Data,sdurces / )
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RBNB DataTurbine Summary

IT Summit

201 O * A middleware innovation driven by aircraft
Making IT Stellar at NASA teStlng needs

= NASA SBIR Program success story
* Now NSF-funded open source project

» Used worldwide, mostly in environmental
observation applications

= Component in NASA'’s airborne science
Infrastructure

OPEN SOURCE DATAE TURRINE INITIATIVE

Cyberinfrastructure for

Aircraft Mission Support
— =
August 16t, 2010

http://www.dataturbine.org/
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Vantage Points Observation Capabilities
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y » iy S ’ . and space/Mars; In situ
observation Exploratory vehicles

| Vision:
*2 Intelligent, Affordable
il Observation Systems

LEO/MEO

Active & passive sensors for
trends & process studies

Suborbital

In situ measurement in research
campaigns & validation of new
remote sensors

Surface-Based Networks

Ocean buoys, air samplers, strain
detectors, ground validation sites

% Information Systems
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NASA'’s Airborne Science Fleet

NASA Core Aircraft
ER-2: DC-8
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Research Environment for Vehicle
Embedded Analysis on Linux
(REVEAL)

» Focus: Network Test/Measurement (2000-2003)
» Need tool for sensor web R&D
» Focus: Suborbital Science Needs (2004-present)
» Needed greater capacity for useful work on UAVs
» Network-oriented payload integration, command,
control, monitoring, CONOPS, etc. must emerge
» Squeeze more value out of every flight hour
» REVEAL Innovation
» Vehicle-independent interface for science instruments
lowers costs and reduces risks
» Open standards; dynamically reconfigurable
» Traditional airborne laboratory support items in a small
package (<20 lbs)
» Add affordable satcom for global-reach near realtime
situational awareness
» Connect to terrestrial infrastructure



REVEAL Data System
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3RD ANNUAL
DESIGN CONTEST

SUBORBITAL
TELEPRESENCE TEAM
Suborbital Telepresence
e LSS

COMMIINCIAL PROXCT PO
MILITAIRY/AOSHACY

MARCH 2008
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Enabling Airborne Sensor Webs
By prototyping end-to-end connectivity

Suborbital

In situ measurement
in research campaigns
& validation of new
ote sensors

Tele-Observation

Integration and
distributed
collaboration

"
Kty =
=

Tele-Computing




Suborbital Telepresence Architecture (c. 2009)

Airborne Platform
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4= | Data
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Mission Services Network Project Extranets
IR X N External
/u g Computing
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Other
Researchers
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Interagency Network Chat is a Useful Service

Secure IRC Chat Server at NCAR emerged as de facto community-wide service
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Realtime Mission Monitor (RTMM)
“Making Science Easier”

» Pre-flight planning
» Model and forecast fields
» Satellite overpass predicts
» Waypoint Planning Tool

= In-flight monitoring and
operations management
strategies 2
» Operations center focal point = =
» Current weather conditions
» Plane-to-plane data transfer

» Post-flight analyses, research,
and assessments
» Encapsulate and replay missions

..............

| 4 -N-7°30"
30" *30’ W 85°30"
w 89°30' w 88°30' w87°30 w 8§‘ 30

Monitoring the flights on the “big screen” during TC4

Credit: NASA Marshall Space Flight Center
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Toward Enterprise-Class Services
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Earth Science
Applications

» Suborbital Telepresence
» Untethered Sensor Webs
» Global Test Range

Space _
Exploration Atr\n/ozpr:enc
Applications enicle

Applications
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RTMM 2nd Generation Concept

Data Catalog

GOES
Meteosat
Radar

Lightning =

Layout Manager / User Interface

MODIS

0 00agaad

GEOS-5 Model

Location, U/l Layouts

configuration and
access info stored
in DBMS

Tools Catalog

O RTMM
Waypt Tool
Curtain View

T

— K.

RTMM Users can:

- modify default layout,

- add their own KML-enabled
datasets or web-based tools, and

- publish added datasets or tools to
the RTMM catalog for others to
access

GOES

O

O

O chat <G
O Graphic View

4

Control Panel

) Radar
Lightning
&1 mopis

& RTMM l-
. =]

& Waypt Tool

Science Team Inputs
Mission Requirements
Science team uses Mission Clip-
board to select data, tools and

default RTMM layout for the
mission.

Mission Clipboard
Web-based, menu driven

Credit: NASA Marshall Space Flight Center



2"d Generation User Interface
“Making RTMM Better”

Multiple windows

within the interface [FS T Y e iy

to support multi-
tasking using
different RTMM
tools

Many different
layouts possible

Easily configured

Default mission
configuration and
individual user’s

customizations can| -« op

be saved across
sessions
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Credit: NASA Marshall Space Flight Center



Toward Enterprise Architecture
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The Network is the Instrument
IT Summit

Caching

Making IT Stellar at NASA

The extranet is where these web services live

4 ) Community of
Monitor Services Interest

e

r ™

Processing Services

9 0 Q

Acquisition Services

. . Community of
Interest

[ Caching, Storage, and ]

Distribution Services

Cyberinfrastructure for
Aircraft Mission Support
—28——
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COMPASS

* The Airborne Science Program targets an
enterprise-scale set of services called
COMPASS (Common Operations
Management Portal for Airborne Science
Systems)

» Central location for situational awareness
» Calendars, notification, resource tracking
» Scheduling, collaboration/coordination

» Documentation, wiki/blog

» Configurability for different user classes

= The service-oriented architecture for
distributed systems is the foundation
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“Distributed” Can be Confusing

ECHO OFF
CD C:A\INDS
. START "RBNB Server" /DServer /MIN startup.bat

#1 /bin/sh START "Archives" /DArchives /MIN startup.bat

START "Capture" /DCapture /MIN startup.bat
p/:tsahr(tjusirr\]/er START "Job§" /DJobs /MIN startup.bat # Start TrackKMLPlugin
Cond P START "Projects" /DProjects /MIN startup.bat java -cp "$RBNBPI":"$RBNBBIN"/rbnb.jar TrackkMLPlugin
pop ECHO Started Projects -g -s -C -f ./TrackKMLConfig.txt >& TrackKML.log &
sleep 15 TRBNE K s PPS on P3R
pushd Archives o TN S0P Caphe
JIstartup.sh W e == \bore o

37T), HIAL - dech 4 o e et 8

popd z, DAL ,‘: wébp Mowite-r

“Y’Mﬁr’ H(7M"" 3 peg dail Ak / T . | hskr P
pushd Capture - eibene a2 b ‘
Jstartup.sh ’ \
popd -

i L“ e #/bin/sh

pushd Jobs / Y TWERES rm -f *.log
Jstartup.sh ‘
popd _ java -cp "$INDS_UTILITY"/

SEATS XMLDemux:"$RBNBBIN"/rbnb.jar
sleep 5 “f* -3b Editbarks XMLDemU)f -a localhost:3333 -A localhost:
pushd Projects el euhingaecs Sygtem 3333 -S -1 -i TC4-cap/UDP -x TC4.xml -c10
yometon) B Alkin 1\‘ @ -k8640000 >&XMLDemux_TC4.log &
popd et 5 s75)admn

echo "Started TC4 demux"
echo "Started ~
Projects" cN-580
—— -,_ ‘ Convalr 1_—
- (ns Te~menl
J )
Doced N bt s 96 admin CusioXion etrenakt i+
wvec i Mens st dE

START "UDPCapture RDCC SCI Channel on 35001" /MIN -.':M;,.,;’ S - ¢ \

java -cp %INDS_UTILITY%\UDPCapture;%RBNBBIN%

\rbnb.jar UDPCapture -s 35001 -k 1000000 -nRDCC-SCI

—

START "UDPCapture RDCC DC8 Channel on 35002" /MIN
java -cp %INDS_UTILITY%\UDPCapture;%RBNBBIN%
\rbnb.jar UDPCapture -s 35002 -k 1000000 -nRDCC-DC8
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Service Management Tools Needed

Sensor
Systems

Configuration
Management

[ Acquisition ]

Middleware
Servers

[ Processing ]

IR

Viewers

Monitoring ]

1
e
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¢ | B

| indsviewer version 0.7 |

IndsViewer Version 0.7

A Service Management Interface

+

75.150.88.179/indsViewer/

ghn { TamcAKML_DCH

&I Plugl (TeackKML_P3B)

T TrakKML_B200) >
TrackKm(Plaghn (TrackKML_NOAAP

- - -

Track K P hugh { Track KML_CVS50)

kKl

(TesKML_TwinOtier)

TeackDatallugla (TracAl

sa_DC3)
L=

MSFC. 1l

HtpMonnne
| & fughs (TikDita NOAAPS)
Mitpbm /
TraMataPhughn (Track s € VI30)
n )
- - Texck Dutallgn ( TrackDsts, TuinOte)
HipMoator (CV30.xml)
7 Puglagin (PRGPIugl
Hipbhoain )
8 ToSwingMuglh (TeString)
UdpCapture (PIB-3700-ca)
£ y
UapCoptare (P 38-3730-ca1
o DualbeckonmgFhigln
LidpCaptare (P11 5800-cap

enlDvrmin, (DCW-417-TC4_IWGH}

e D (TR o bons_IWE 1)

i (OTR_MONITOR_TM_STRE AM_PJB_ARCT AS)
CovDemmn (HASK)

Con D (WP}

CVERI_IWOH Y

CovDemsn (N2I5SA)

Bl Command List

Display Al

P38 DalaTurbine

TrackKmiPiugin (TrackKML_DC8)
TrackKmiPlugln (TrackKML_P3B)
TrackKmiPlugin (TrackkML_B200)
TrackKmiPlugin (TrackkKML_NOAARS)
TrackKmiPlugin (TrackKML_CV580)
TrackKmiPlugln (TrackKML_TwinOtter)
TrackDalaPugln (TrackData_DCE)
TrackDataPugln (TrackData_P3B)
TrackDataPugin (TrackData_B200)
TrackDataPugin (TrackData_NOAAP3)
TrackDataPugin (TrackData_CV580)
TrackDataPugin (TrackData_TwinOtier)
TimeDrive (1cp:4000)
PrgPlugin (PNGPh
ToSiringPlugin (ToString)
ThumbMaiPugln (ThumbNai)
XmiDemux (DCB-B17-TC4_IWG1)
XmiDemux (GTR_P3orion IWG1)

In)

XmiDemux
(GTR_MONITOR_TM_STREAM_P3B_ARCTAS)
CsvDamux (HASR)
CavDamux (WP3D)
CsvDemux (CV580_IWG1)
CovDomux (N2555A)
DeadReckoningPlugin
HttpMonitor (MSFC.xmi)
Httphonitor (B200.xmi)
HttpMonitor (DC8 xmi)
HttpMonitor (DIAL xmi)
HitpMonitor (CV580.xmi)
HilpMonitor (NOAR_P3 xmi)
UdpCapture (P38-5700-cap)
UdpCapture (P3B-5750-cap)
UdpCaplure (P38-5800-cap)

Execute action
getConfiguraton
getCommandOut

getCommandError
getCommandCiassiication
o geiChidConliguraton

Gommand XmiDemusx (GTR_P3orion_IWG1)
Command ID:  XmiDemux_32

Action: gelChadConfiguration

Server Timestamp: Ved Mar 04 15:55:33 EST 2009
Response Length: 2836 (characlers)

<<< rasponse start >>>

<?xml version="1.0"?7>
€l-- Note this has IWGl parameters in order, b
<output_format xmlns="uri -

as different cockie and

lns:reveal®s

torr

</parameter>
"> <typerdouble</types</parsmeters
"Longitude"><type>doublec/type></parameter>
CPS_Alt_MSL"><types parameter>

eter
parameter>
<type>float</type></paramatar>
round_Speed"><typesfloat</types</paramet
True Alr_Speed”><type>float</typ
<paramste Indicated_Air_Speed®><typefloat B
<paramster loat</type></parameter>
<parameter id="Vertical Speed"><type>float</type></paramat

<parameter
<parameter i
<paramete;
<parameter
<parameter
<paramete!
<paramete)
<paramete!

Mach_Numbar"><typer

<parameter
<paramete|

“paramete)
<paramete:
<paramster

at</type></parameter>
at</type></parameter>
typesfloate/types</parameters
type>floate/types</parameters
<typesfloat

Attack_Angle®

>/ paramet

<paramete;

£1e tyF
<type>floate/type></paramater

ypa>floate

o>float</

Scalable, distributed, virtual data systems
Suitable for enterprise clouds
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Concluding Comments

= We've transformed the approach to field
operations for airborne science

= Just first spiral of real-life mission support
services

» Cyberinfrastructure leveraged open source
software, network transport over satellite, and
geographically distributed resources

= Ongoing work targets service oriented
enterprise architecture and increasing role for
cloud computing



QUESTIONS?
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The National
Aeronautics
and Space
Admnistration

NASA SBIR contracts are playing key roles in
the creation of versatile research tools to enable
development of a global-reach Earth observa-
tion system that can even analyze hurricanes.
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NASA Phow by Tom Tachide




