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The Air Traffic Monotonic Lagrangian Grid (ATMLG) is used to simulate a 24 hour period of air traffic flow in the National Airspace System (NAS). During this time period, there are 41,594 flights over the United States, and the flight plan information (departure and arrival airports and times, and waypoints along the way) are obtained from an Federal Aviation Administration (FAA) Enhanced Traffic Management System (ETMS) dataset. Two simulation procedures are tested and compared: one based on the Monotonic Lagrangian Grid (MLG), and the other based on the stationary Latitude-Longitude (Lat-Long) grid. Simulating one full day of air traffic over the United States required the following amounts of CPU time on a single processor of an SGI Altix: 88 s for the MLG method, and 163 s for the Lat-Long grid method. We present a discussion of the amount of CPU time required for each of the simulation processes (updating aircraft trajectories, sorting, conflict detection and resolution, etc.), and show that the main advantage of the MLG method is that it is a general sorting algorithm that can sort on multiple properties. We discuss how many MLG neighbors must be considered in the separation assurance procedure in order to ensure a five-mile separation buffer between aircraft, and we investigate the effect of removing waypoints from aircraft trajectories. When aircraft choose their own trajectory, there are more flights with shorter duration times and fewer CD&R maneuvers, resulting in significant fuel savings.

Nomenclature

\[ N_x \]: number of nodes on the x-axis
\[ N_y \]: number of nodes on the y-axis
\[ N_z \]: number of nodes on the z-axis
\[ N \]: total number of nodes in the MLG, where \[ N = N_x \cdot N_y \cdot N_z \]
\[ N_{active} \]: number of active (airborne) aircraft at any one time
\[ N_{holes} \]: number of blank placeholders at any one time
\[ x, y, z \]: physical location of aircraft, in Cartesian coordinates
\[ t \]: time

I. Introduction

Developing strategies for effective design and control of complex aspects of air transportation requires a fast simulation tool for modeling the air-traffic system. Such a research tool could be used to evaluate and even suggest new system concepts. For example, it could be used to test possible control strategies involved in separation assurance and traffic flow management, as might occur when the system must adjust to local and global weather conditions.
perturbations. Specifically, it could be used to determine the most efficient way to reroute air traffic after local conditions, such as thunderstorms, have propagated the effects of a local disturbance throughout the entire system.

To optimize the air traffic system, we must be able to establish relationships between global dynamic performance (e.g., passenger throughput) and local parameters (e.g., localized congestion) of the complex system. Recent work by Alexandrov et al. quantified the dependencies of airport network-performance measures on two metrics related to the network topology. They ran hundreds of simulations on networks with varying amounts of airport clustering; highly clustered networks more closely resembled the hub-and-spoke topology of the current U.S. air transport network, while less clustered networks had a more evenly-spaced distribution. Their optimization study used simplified flight trajectories, and they showed that maximizing the connectivity of the airport network resulted in the best overall dynamic performance of the simulated air traffic system, where the performance measures included average time in air, holding time, number of direct flights between airports, distance traveled and number of planes in queue over airports.

Our ultimate goal is to develop strategies to design and control complex air transportation systems, within the optimization framework discussed above, using actual flight plans and aircraft trajectories. Computing the relationships between global performance and the local parameters of a complex network, especially in systems that include large numbers of interacting autonomous participants, requires massive computational experiments. That is why, despite the availability of high-fidelity air traffic simulators such as FACET and ACES, we have developed a very fast simulator, the ATMLG, that can be more easily incorporated into the overall optimization framework discussed above. Compared to FACET and ACES, ATMLG considers significantly fewer details about the system, as its intended use is for numerical experimentation at the conceptual level. This kind of fast tool is necessary to investigate functional relationships that govern the performance of transport networks and that are required to optimize complex transport systems.

In previous papers, we used ATMLG to simulate air traffic flow in a 3-D volume to gain a better understanding of the conditions under which a volume of airspace is controllable. The simulations kept track of the primary and subsequent conflict resolution maneuvers necessary to maintain a minimum five mile separation distance among all aircraft, and showed that the number of maneuvers increases exponentially with the number of aircraft in the volume. These earlier studies were intended to be proof-of-concept experiments, and they demonstrated that the ATMLG is a promising platform for investigating airspace complexity in the context of maintaining safe aircraft separation.

In this paper, we use ATMLG to simulate air traffic flow throughout one full day in the NAS, and we compare two approaches for locating near-neighbors to maintain adequate separation assurance: the MLG and the Lat-Long Grid. The MLG is a fast nearest-neighbors interaction algorithm, used for dynamic sorting and tracking many interacting objects. The nodes of the MLG represent the locations of individual aircraft, and therefore, when performing conflict detection and resolution (CD&R) maneuvers, adjacent nodes on the MLG structure are checked for relative proximity. The Lat-long grid, which is the more traditional method used in FACET and ACES, partitions the airspace volume into fixed stationary grid cells, and aircraft within each cell are considered for CD&R maneuvers. In Section 2, we present the MLG, including a description of the data structure, sorting methods, and the function of active nodes and blank placeholders. Section 3 contains a brief description of the ATMLG numerical method, including the major processes of the simulation procedure, and the amount of CPU time required for each process. The method presented in Section 3 is intended to be an overview; a detailed description of the ATMLG procedure is contained in the Appendix. Results are presented in Section 4, in which we discuss the process of checking near-neighbors to maintain a five mile separation among aircraft, the effect of removing waypoints on flight duration and number of CD&R maneuvers, and we compare the ATMLG approach with a more traditional Lat-Long method. Finally, Section 5 contains the Discussion, including wrap-up information on the pros and cons of each method, and on the generality of the MLG.

### II. Monotonic Lagrangian Grid

The underlying sorting and ordering algorithm and data structure is the MLG, a free-Lagrangian data structure for storing the positions and other data needed to describe $N$ moving bodies. The MLG has been used for two decades as the underpinning for various particle dynamics simulations, including molecular dynamics, direct simulation Monte Carlo, and exploratory missile defense applications. A three-dimensional MLG data structure in Cartesian coordinates is defined by the constraints:

---

American Institute of Aeronautics and Astronautics
\[x(i,j,k) \leq x(i+1,j,k) \quad i = 1,\ldots,N_x - 1 \quad j = 1,\ldots,N_y \quad k = 1,\ldots,N_z\]
\[y(i,j,k) \leq y(i,j+1,k) \quad i = 1,\ldots,N_x \quad j = 1,\ldots,N_y - 1 \quad k = 1,\ldots,N_z\]
\[z(i,j,k) \leq z(i,j,k+1) \quad i = 1,\ldots,N_x \quad j = 1,\ldots,N_y \quad k = 1,\ldots,N_z - 1\]

where, \(N_x\), \(N_y\), and \(N_z\) are the number of objects or nodes in each direction, and \(N = N_x \cdot N_y \cdot N_z\) is the total number of objects. Here, the meaning of "object" or "node" depends on the particular application. That is, for molecular dynamics simulations, a node may correspond to an atom; for direct simulation Monte Carlo applications, it corresponds to a group of molecules; for the present application, a node or object corresponds to an aircraft. Moreover, a node may be a dimensionless point or it may correspond to a physical object of any appropriate size and characteristics. The constraints mean that each grid line in each spatial direction is forced to be a monotone index mapping. As an example, Figure 1 depicts a small two-dimensional (5x5) MLG. The MLG model developed here is three-dimensional in space; however we are showing a two-dimensional subset to explain the principles of the MLG. The image on the left shows 25 MLG nodes (points in space) at their irregular spatial physical locations, while the table on the right shows the grid indices (in \(i-j\) space) of each node. Although the nodes are irregularly spaced (left figure), they are indexed regularly in the MLG by a monotonic mapping between the grid indices and the locations.

A node with three spatial coordinates has three indices in the MLG data arrays. Data relating to each node are stored in computer memory locations identified by these indices. Thus nodes that are close in physical space are always near neighbors in the MLG data arrays. A computer program based on the MLG data structure does not need to check \(N-1\) possible distances to find which nodes are close to a particular node. Rather, the indices of the neighboring nodes are automatically known because the MLG node indices vary monotonically in all directions with the Lagrangian node coordinates. For example, as shown in Figure 1, we automatically know that near neighbors of node 11 are nodes 16, 10, 12, 13, 2, 23, 19, 5, without having to check the distances of all 24 remaining nodes. The cost of most tracking algorithms using the MLG is dominated by the calculation of the interactions of nodes with their near neighbors, and thus the timing scales as \(N\). For applications involving a large number of nodes, such as the air-traffic problem, knowing each node's nearest neighbors automatically, without having to check all \(N-1\) distances, results in significant computational savings.

Figure 1. An example of a two-dimensional MLG. The figure shows a 2-D MLG (5x5) containing the \(x\)- and \(y\)-locations of 25 labeled nodes. The solid black (horizontal) lines show the \(x\)-links and the dotted blue (vertical) lines show the \(y\)-links. The table shows the regular grid indices of the nodes shown in the figure. That is, node-15 is indexed at \(i=1, j=1\); node-6 is indexed at \(i=2, j=1\), etc.
When sorting nodes to MLG order, the simplest MLG algorithm sorts each axis individually. That is, for a 5x5 MLG, it sorts the first five points in the x-direction, then the next five points in the x-direction, etc. After all 25 points have been sorted in the x-direction, it then sorts all 25 points in the y-direction. As each axis becomes sorted, the sorting process may destroy monotonicity in the other axes. Therefore, the sorting process is repeated until all axes are monotonic. The MLG uses two sorting algorithms to put nodes in order. One is a bubble sort, in which each node is compared with the node immediately following it on that axis, and if they are not in monotonic order, their MLG position is switched. This bubble-sorting algorithm is most effective when the nodes are already partially pre-sorted. The other algorithm is a shell sort, in which each node is compared with one that is a half-axis length away, and if the two nodes are not in monotonic order, they are switched. This shell-sorting algorithm is best for completely random data.

During a simulation, we keep the overall dimensions (number of nodes) of the 3-D MLG constant, but the composition of the MLG changes with time. That is, the MLG is composed of active aircraft (planes that are airborne at that current time) and of blank placeholders, or “holes,” i.e., \( N = N_{\text{active}} + N_{\text{holes}} \). Since the number of airborne planes varies with time (based on flight plan data in the ETMS file), the composition of the MLG (the relative number of active nodes vs. holes) changes with each timestep. That is, as \( N_{\text{active}} \) decreases, \( N_{\text{holes}} \) increases, so that \( N \) remains constant. The procedure for swapping holes and active nodes, as aircraft depart and land, is discussed in more detail in Section 3.

In addition to enabling us to keep the number of MLG nodes constant, holes serve an additional purpose: to improve the quality of an MLG. As shown in Figure 2, the addition of holes re-structures the MLG so that adjacent nodes are also nearest-neighbors. Determining the optimum location for the placement of holes to ensure a well-structured MLG is a separate area of research that we are pursuing, and is outside the scope of this paper.

![Figure 2. The addition of blank placeholders, or “holes,” serve to improve the quality of the MLG. The poorly-structured MLG, on the left, contains some nodes that are adjacent to one another, but that are not nearest-neighbors. By adding holes, as shown on the right, we improve the quality of the MLG, by ensuring that adjacent nodes are also nearest-neighbors.](image)

III. Numerical Method

In this section, we present a brief description of the ATMLG procedure used to simulate one full day of air traffic flow in the NAS. A detailed description of the procedure is contained in the attached Appendix.

Air traffic data are obtained from an FAA ETMS dataset, containing intended flight plans for 169,016 domestic and international flights, over a 72 hour period of time in September 2006. This dataset is then filtered to contain
only the 123,573 domestic flights over three days, as shown by the blue curve in Figure 3. We have chosen to simulate the 24-hour period shown between the red dotted lines in the figure, during which there are a total of 41,594 flights. ETMS data that are used in ATMLG include departure airport and time, arrival airport, cruising altitude, and a set of waypoints for each flight. All waypoints, which are in latitude-longitude format, are converted into Cartesian x- and y-coordinates using a Mercator projection. The z-coordinate of each waypoint is set to the cruising altitude. As the records of the ETMS dataset are in random order, we use the MLG to sort those records in order of flight departure time.

Figure 3. Air traffic volume from an FAA ETMS dataset, over a 72 hour period of time in September 2006. This dataset was then filtered to contain only domestic flights, resulting in 123,573 flights over three days. The simulations below are based on the 24-hour time period shown between the red dotted lines.

Although there are total of 41,594 flights during the simulated 24-hr time period, the maximum number of airborne aircraft at any one time is 6045. Therefore, the number of nodes in the MLG is set to 6050 nodes, corresponding to a 55 x 55 x 2 MLG. The total number of nodes, \(N\), equals the number of active aircraft plus the number of holes, that is \(N = N_{\text{active}} + N_{\text{holes}}\). As the number of active aircraft changes at each time step, the composition of the MLG (number of real nodes versus holes) changes accordingly. Therefore, the active nodes represent airborne flights, while all other nodes represent holes. Active nodes move at the airspeed from the ETMS file, while holes remain stationary. Initially, the 6050 node MLG is populated only with holes, which are evenly spaced throughout the computational domain, covering the United States.

The remaining part of the procedure consists of a time step loop, in which we perform the following sequence of steps: At each time step, we compare the simulated current time with the departure time of each flight, and if they match, that flight becomes active. Newly active flights are inserted into the MLG structure, by replacing one of the holes. All MLG nodes (active nodes and holes) are then sorted, based on their x-, y-, and z-location. For the active nodes, we then check the locations of nearest-neighbors on the MLG for relative proximity. If two active nodes are within five miles and are approaching one another, we modify the velocity vector of one aircraft by 20 degrees. Then, the positions of active aircraft are updated, using a velocity vector pointing directly to the next waypoint, or a velocity vector modified by a CD&R maneuver. Flights that reach their arrival airport become newly-inactive, and are converted to holes. Time is then incremented by 10 s, and this sequence of steps is repeated until the end of the simulation.

Calculations are conducted on a single processor of a 1.3 GHz SGI Altix. Figure 4 shows that 88 s of CPU time are required to simulate the full day of air traffic flow in the NAS. This figure shows that the most time-consuming process is for CD&R. Within the CD&R step, it is the process of checking near-neighbors for proximity (rather than making the CD&R maneuvers for aircraft within five miles) that requires most of this CPU time. Figure 4 also shows that only 11 s of CPU time is required for the step to determine active vs. inactive aircraft. It is during this step in which we read the ETMS file and compare the simulated current time with the departure time of each flight. Because we have used the MLG to sort the ETMS dataset in order of departure time, we do not need to check all of the records in the dataset. As will be discussed in Section IV-C, this saves a considerable amount of CPU time.
Figure 4. Total CPU time required to simulate one full day in the NAS, using ATMLG, is 88 s. The CPU times for the individual processes are shown within each section.

IV. Results

A. Maintaining Five Mile Separation

The current standard FAA practice is to maintain at least a five mile separation between aircraft. The CD&R algorithm, discussed in more detail (in Step 7.6) in the Appendix, involves checking the physical distance between nearby aircraft, and if that distance is less than five miles, and if the aircraft are moving toward each other, then one of the aircraft is re-directed. With the MLG method, the user specifies how many neighbors to check in each direction (rather than specifying a physical distance). Depending on the air-traffic density at any one point in time, however, the distance between MLG nodes may be more or less than five miles. For example, for the sample MLG shown in Figure 5, the five mile radius is shown by the red circle. If we check one node in each direction, we will have checked the full five mile radius. But, if aircraft are spaced more closely, there may be several nodes that are within that five mile radius.

To further investigate this, we tested how many near-neighbor nodes must be checked to measure distances between all aircraft within a five mile radius. Results are shown in Figure 6. To check all neighbors within a five mile radius, 95% of the time we only need to check one node, 4% of the time we need to check two nodes, and less than 1% of the time, we need to check three or four nodes. In the simulations presented in this paper, we have checked two neighboring nodes for each aircraft.
The current standard FAA practice is to keep aircraft separated by at least five miles. The distance between MLG nodes may be more or less than five miles, depending on the air-traffic density at any one point in time. Here, the five mile radius is shown by the red circle. If we check one MLG node in each direction, we will have checked the full five mile radius. If aircraft are spaced more closely than this, there may be several MLG nodes that are within that five mile radius.

Checking a sufficient number of MLG nodes to ensure that all neighbors within a certain distance are considered. To check all neighbors within a five mile radius, 95% of the time we need to check only one node, 4% of the time we need to check two nodes, 0.5% of the time we need to check three nodes, and 0.2% of the time we need to check four nodes.

B. Effect of Waypoints on Flight Duration and CD&R Maneuvers

Future Air Transportation System may include high-altitude free-flight, with aircraft pilots (rather than Air Traffic Control) choosing their own route and self-separating. In order to quantify how this would affect flight times, we consider a test case in which there are no waypoints; that is, aircraft choose their own trajectories between their departure and arrival airports. In the test case presented here, the aircraft choose a straight path from departure airport to arrival airport, but they may change trajectories for CD&R maneuvers. We simulate this free-flight scenario and compare results with the case in which flights follow the ETMS-specified waypoints.

Figure 7 compares the number of flights as a function of flight duration time, with and without waypoints. At first glance, the two plots appear to be similar, however, the y-axis spans a large range (0 to 2000 flights). Closer examination indicates that when waypoints are removed, there are more flights of a shorter duration, and fewer flights of longer duration. For the case without waypoints, there is a significant reduction in total flight duration, which could result in fuel savings and less passenger delays. This figure also shows that when waypoints are removed, there are many more flights of very short (<5 minutes) duration. As indicated in the ETMS dataset, there are approximately 700 flights covering very short distance (e.g., from Orlando Executive airport to Orlando International airport, or from Norfolk airport to Langley AFB). If these flights were flown in a straight line, they would require only a couple of minutes, however, the FAA flight plan, directs them along a circuitous route, so that they take 20 minutes each. The circuitous waypoints could also be due to limitations of airport space.

Figure 8 shows that when waypoints are removed, there are more flights with fewer CD&R maneuvers, and fewer flights with more CD&R maneuvers. It would be intuitive to expect that there are fewer CD&R maneuvers because the flight duration times are shorter. However, our analysis has shown that many flights are directed to the same waypoint, creating more conflicts, which then require more CD&R maneuvers. This is indicated in Figure 9, which shows the number of CD&R maneuvers as a function of physical location over the United States, and indicates that many more CD&R maneuvers are required over commonly-used waypoints. This is by no means a
definite conclusion, given the lack of detail in the simulation (e.g., the constraints imposed by the near-airport airspace). However, the result points to an interesting phenomenon that merits further study, with increased fidelity.

Figure 7 (left). When waypoints are removed, there are more flights with shorter flight duration times, and fewer flights with longer duration times. The ~700 flights of very short duration time, when waypoints are removed, correspond to short-distance flights, such as from Norfolk to Langley AFB.

Figure 8 (right). Removing waypoints results in fewer CD&R maneuvers.

Figure 9. Number of CD&R maneuvers, as a function of physical location over the United States. Areas where there are many maneuvers correspond to waypoints to which many flights are directed. This suggests that an additional benefit of removing waypoints is a reduction in CD&R maneuvers.

C. Comparison of Two Approaches: MLG and Lat-Long Grid

In this Section, we compare the MLG with the more traditional approach based on the Lat-Long grid. In ATMLG, the nodes of the MLG represent the locations of individual aircraft. The MLG grid moves, and the
physical space covered by the moving grid changes at each timestep. And, in ATMLG, when performing CD&R maneuvers, it is adjacent nodes on the MLG structure that are checked for relative proximity.

In contrast, the Lat-Long grid approach uses a stationary grid which covers the entire airspace volume. This approach partitions the airspace volume into fixed stationary grid cells, and when performing CD&R maneuvers, it is aircraft within each fixed cell that are checked for relative proximity.

To compare the two approaches, we have implemented the Lat-Long grid method in the ATMLG code. The number of lat-long grid cells is set to 55 x 55 x 2, and the grid cell sizes are $\Delta x = 150,000$ m, $\Delta y = 200,000$ m, and $\Delta z = 9,000$ m. This corresponds to a stationary grid of size: $-1.4 \times 10^7 < x < -5.75 \times 10^6$ m, $2.7 \times 10^6 < y < 1.37 \times 10^7$ m, and $0 < z < 18,000$ m. This 3-D box covers the airspace volume over the United States. A more detailed explanation of the Lat-Long procedure can be found in the attached Appendix.

As aircraft follow their trajectories among waypoints, they move among the cells in the stationary grid. Figure 10 shows a snapshot of one z-plane of the lat-long grid at 2000 s. At this time (early in the simulation), there are only ~400 airborne aircraft; therefore, only a small portion of the lat-long grid is populated with aircraft. For those grid cells containing more than one aircraft, the user checks distances among all aircraft within that same grid cell, for potential conflicts.

Figure 10. An example Lat-Long grid. The volume of airspace is divided into bins, and aircraft (represented by dots here) within the same bin are checked for proximity. This snapshot was taken at 2000, when there were only 400 active aircraft. At peak times, there are 6050 aircraft.

The amount of CPU time required to simulate one full day of air traffic flow in the NAS, for both methods, is shown in Table 1. As indicated, both methods use similar amounts of CPU time for most of the processes simulated. The most significant difference between the two methods involves the process to determine active vs. inactive aircraft. For this process, both the ATMLG and Lat-Long methods need to go through each flight in the ETMS file, every timestep, and determine if the departure time for that flight is during the current simulator timestep. The flights in the ETMS file are in random order; some flights with early departure times are at the end of the file. We have used the MLG to sort the ETMS file in order of departure time; therefore, we do not need to go through the entire ETMS file to find active flights. Once we find flights with later departure times, we can stop searching the ETMS file. Since the Lat-Long grid method only sorts physical location, we do need to search through the entire ETMS file (containing 123,573 records) to determine flight status, and therefore that process takes considerably more CPU time.

The MLG method includes an additional step (that is not applicable to the Lat-Long method) in which active aircraft are converted to holes when they land, and in which holes are converted to active aircraft when taking off. As shown in Table 1, this additional step in the MLG method adds only 8 s of additional CPU time to the entire simulation.
<table>
<thead>
<tr>
<th>Process</th>
<th>MLG (s)</th>
<th>Lat-Long (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Determine active vs inactive aircraft</td>
<td>11</td>
<td>90</td>
</tr>
<tr>
<td>Exchange active aircraft nodes and holes, as needed</td>
<td>8</td>
<td>(n/a)</td>
</tr>
<tr>
<td>Update Velocity</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>Sorting physical locations of aircraft</td>
<td>15</td>
<td>18</td>
</tr>
<tr>
<td>CD&amp;R</td>
<td>30</td>
<td>29</td>
</tr>
<tr>
<td>Update Position</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>TOTAL</td>
<td>88</td>
<td>163</td>
</tr>
</tbody>
</table>

Table 1. CPU time to simulate 24-hrs of air traffic flow, corresponding to 41,594 flights, over the United States.

V. Discussion

We have presented the ATMLG, that can simulate one full day of air traffic in the NAS (41,594 flights), in less than 100 s of CPU time. We have developed this simulator using two approaches to locate aircraft near-neighbors for potential conflicts. One approach is based on the traditionally used Lat-Long grid, which partitions the volume of airspace into stationary grid cells, and checks for potential conflicts among the aircraft within each grid cell. The other approach is based on the Monotonic Lagrangian Grid, in which the moving grid is formed from the locations of aircraft, and potential conflicts are checked by measuring the distance between adjacent nodes on the grid.

The main advantage of the MLG is that it is a general sorting algorithm, and can be used to sort on multiple properties. In the calculations presented here, the MLG is used to sort not only the physical locations of aircraft, but also to sort the ETMS records in order of departure time. The Lat-Long approach only sorts the physical locations of aircraft. The additional sorting by the MLG method resulted in significant savings in computational time. It should be noted that if the Lat-Long method used a pre-sorted ETMS dataset, then it would require similar amounts of CPU time as the MLG method.

Whether we use the Lat-Long grid or the MLG approach, we have developed a very fast simulation tool that can be used to investigate functional relationships that govern the performance of transport networks and that are required to optimize complex transport systems. ATMLG is significantly faster than the traditionally used, high-fidelity air traffic simulators, such as FACET\textsuperscript{2} and ACES\textsuperscript{3}; this is because ATMLG considers significantly fewer details about the system, and is intended for numerical experimentation at the conceptual level. More details can be added to ATMLG, as needed.

In the discussion on CD&R, we showed that to check all neighboring nodes within a five mile radius, 99% of the time we needed to check only two nodes. A near-term improvement planned for ATMLG is to vary the number of nodes checked, depending on the local air-traffic density. In other words, rather than check a fixed number of nodes, we would check a fixed distance. To check that fixed distance, sometimes we may only need to check one node, while other times we might need to check two or three nodes. Another possible approach is to check on distances based on the velocities of the aircraft in a neighborhood. Checking near-neighbors based on distance (rather than number of nodes) will reduce CPU time (some times we may only need to check one node), and will also ensure that there are no possible near-neighbor misses.

The main objective for creating ATMLG was to develop a fast simulation tool that could be easily incorporated into an optimization framework for design and control of complex aspects of the air transportation system, and these optimization studies will be our next immediate steps.
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Appendix

A detailed explanation of the ATMLG procedure is presented in the sequence of steps below:

1. The initial step is to read in the data from the ETMS file, for each flight. This includes flight ID, departure airport and time, arrival airport and time, cruising altitude and airspeed, physical class, user class, weight class, number of intended waypoints, and a list of those waypoints (latitude and longitude).

2. Use the MLG sorting routines to sort the ETMS records in order of flight departure time.

3. Create 4-D trajectories \( (x, y, z, t) \) at each waypoint for each flight:

   The latitude and longitude waypoints are converted into Cartesian \( x \)- and \( y \)-coordinates using a Mercator projection, while the Cartesian \( z \)-coordinate is assumed to be the specified cruising altitude. The arrival time at each waypoint is calculated from the distance between each waypoint and the cruising airspeed.

4. Set the simulation start time to be the departure time of the earliest flight in the ETMS dataset.

5. Set the MLG size:

   Although there are a total of 41,594 flights during the simulated 24-hour time period, the maximum number of aircraft that are airborne at any one time is 6045 aircraft. Therefore, the size of the 3-D MLG is set to \( 55 \times 55 \times 2 = 6050 \) nodes. The total number of nodes in the MLG, \( N \), equals the number of active aircraft plus the number of holes; that is, \( N = N_{\text{active}} + N_{\text{holes}} \). As the number of active aircraft changes at each time step, the composition of the MLG (the number of real nodes versus holes) changes accordingly.

6. Populate the MLG with blank placeholders over the US:

   Fill the entire MLG (6050 nodes) with holes, evenly spaced throughout the computational domain covering the United States. This corresponds to an area defined by the following latitude and longitude, and Mercator projection coordinates, respectively:

   \[
   27^\circ < \text{latitude} < 48^\circ; \quad -124^\circ < \text{longitude} < -70^\circ, \quad \text{corresponding to} \quad -1.38 \times 10^7 \text{ m} < x < -7.78 \times 10^6 \text{ m}; \quad 3.50 \times 10^6 \text{ m} < y < 9.12 \times 10^6 \text{ m}.
   \]

   The blank placeholders are also evenly spaced vertically, with the first row at an altitude of \( z = 6400 \text{ m} \) (4 mi) and the second row at \( z = 12,800 \text{ m} \) (8 mi).

7. Begin Timestep Loop:

   7.1 Set current time:

   If \( \text{time\_step} = 1 \): set the current time equal to the departure time of the earliest flight in the ETMS file
   If \( \text{time\_step} \neq 1 \), increment the time by 10 seconds, and set as the current time

   7.2 Determine the flight status at this current time, by comparing the departure time in the ETMS file with the current time. Since the ETMS file was sorted by departure time using the MLG (in Step 2), we do not need to search through the entire ETMS file. Possible values of flight status are: Active, Inactive, Newly_Active, and Newly-Inactive.

   7.3 Modify the MLG, depending on the flight status determined above:

   Newy_Active Flights take the place of a blank placeholder: If the departure time is between the current time and the next time step (in 10 seconds), the aircraft is Newly Active. Newly active flights are inserted into the MLG structure, replacing one of the blank placeholders.
Newly Inactive Flights are converted to blank placeholders: An airborne aircraft that has just reached its final waypoint (in the current timestep) becomes a blank placeholder in the MLG grid.

Active Flights: Any airborne aircraft that has not reached its final waypoint

Inactive Flights: All inactive aircraft (aircraft that are not airborne at the current time) are not part of the MLG structure

7.4 Sort, using the MLG:

All nodes (representing active aircraft and holes) are sorted, based on their x-, y- and z-location, using a bubble sort process.

7.5 Update velocity vector from current position towards next waypoint:

For each node on the MLG that corresponds to an active aircraft, calculate a velocity vector during this timestep. This velocity vector is calculated based on the distance from the current position to the next waypoint, using theairspeed from the ETMS file. All of the other nodes on the MLG, corresponding to holes, remain stationary.

7.6 Conflict Detection and Resolution:

Once all of the nodes are sorted, aircraft that are closest to each other are also nearest neighbors on the MLG. When checking the distances between nearest neighbors, the user can specify how many neighbors in each direction to check.

If the distance between the two checked nodes is within five miles, we project the two flights forward in time, and check the distance again. If the projected distance is smaller, the aircraft are assumed to be moving toward each other. The “resolution” is to modify the velocity vector of one of the aircraft by 20 degrees. The 20 degree modification is made in the x-y plane only, so that the aircraft maintains the same altitude. This conflict resolution algorithm is illustrated in Figure A-1.

We have recently incorporated more complex CD&R algorithms, such as the NASA Stratway algorithm\textsuperscript{16}, and this will be described in a future paper. The goal of this presentation, however, is to compare the results of using the MLG to the Lat-Long grid, and therefore we use the same simplified CD&R algorithm for all simulations shown.

7.7 Update positions of active aircraft:

Calculate the new positions of all active aircraft, using either the velocity computed in Step 7.5, or that computed in Step 7.6 (when aircraft are rerouted for CD&R). Also, for the purposes of the simulation, when an aircraft is within 10 s of reaching a waypoint, it is considered to have reached it. The aircraft is then considered to be on its next leg of the flight.

7.8 Return to Step 7.1 to increment the time and repeat.

The procedure for the Lat-Long grid follows the same basic steps as those presented above for the MLG, with some exceptions, as discussed here:

a) In Step 2 of the MLG procedure, the ETMS records are sorted in order of departure time. Without the MLG, the ETMS records are not sorted by departure time, since the Lat-Long method only sorts by physical location.

b) In place of Steps 5 and 6 (in which the size of the MLG is set and it is initially populated with blank placeholders), set the size and dimensions of the airspace volume for the lat-long grid method. The number of lat-long grid cells is set to 55 x 55 x 2, and the grid cell sizes are \( \Delta x = 150,000 \) m, \( \Delta y = 200,000 \) m, and \( \Delta z = 9,000 \) m. This corresponds to a stationary Lat-Long grid of size:
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This 3-D box covers the airspace volume over the United States.

c) In step 7.2, to determine the flight status, the user compares the departure time for each flight with the current time. Since, with the Lat-Long procedure, the ETMS records are not sorted by departure time, the user must search through all of the ETMS records (123,5743 records) to determine if the departure time matches the current time. This adds a considerable amount of CPU time to this step for the Lat-Long grid procedure. Possible values of flight status are Active or Inactive. There are no Newly-Active or Newly-Inactive flights, since there is no exchange of holes and active aircraft.

d) In place of steps 7.3 and 7.4, active aircraft are sorted into appropriate Lat-Long grid cells, based on their current position.

e) In step 7.6, we use the same CD&R algorithm (shown in Figure 5) that was used with the MLG procedure. However, rather than checking the neighboring MLG nodes, we instead check distances between aircraft within each lat-long grid cell. Each aircraft pair is checked once; i.e., for $m$ aircraft in one cell, there are $m(m - 1)/2$ neighbor checks.
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