Variable X-ray absorption in the mini-BAL QSO PG 1126-041*
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ABSTRACT

Context. X-ray studies of AGN with powerful nuclear winds are important to constrain the physics of the inner accretion/ejection flow around SMBH, and to understand the impact of such winds on the AGN environment.

Aims. Our main scientific goal is to constrain the properties of a variable outflowing absorber that is thought to be launched near the SMBH of the mini-BAL QSO PG 1126-041 using a multi-epoch observational campaign performed with XMM-Newton.

Methods. We performed temporally resolved X-ray spectroscopy and simultaneous UV and X-ray photometry on the most complete set of observations and on the deepest X-ray exposure of a mini-BAL QSO to date.

Results. We found complex X-ray spectral variability on time scales of both months and hours, best reproduced by means of variable massive ionized absorbers along the line of sight. As a consequence, the observed optical-to-X-ray spectral index is found to be variable with time. In the highest signal-to-noise observation we detected highly ionized X-ray absorbing material outflowing much faster ($v_X \sim 16,500 \text{ km s}^{-1}$) than the UV absorbing one ($v_\nu \sim 5,000 \text{ km s}^{-1}$). This highly ionized absorber is found to be variable on very short (a few kiloseconds) time scales.

Conclusions. Our findings are qualitatively consistent with line driven accretion disk winds scenarios. Our observations have opened the time-resolved X-ray spectral analysis field for mini-BAL QSOs; only with future deep studies will we be able to map the dynamics of the inner flow and understand the physics of AGN winds and their impact on the environment.
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1. Introduction

The structure of the inner regions (sub-parsec scale) of Active Galactic Nuclei (AGN), as probed by UV and X-ray observations, seems to be very complex and certainly it is still not well understood. The optical/UV continuum emission is most probably due to the thermal emission from an optically thick, geometrically thin accretion disk (Shakura & Sunyaev 1973). The disk surrounds the central supermassive black hole (SMBH), spanning radii from a few up to several hundreds of gravitational radii ($r_g \equiv GM_{BH}/c^2$), i.e. possibly from the innermost stable circular orbit around the SMBH up to the disk self-fragmentation radius (e.g., Pringle 1981). The origin of the X-ray continuum emission is less clearly understood and is thought to be the result of the comptonization of accretion disk UV seed photons into a “cloud” of very hot electrons, the so-called X-ray corona (Haardt & Maraschi 1991, Haardt et al. 1994). What is clear both from variability and microlensing studies is that the X-ray emission region is much smaller than the UV one and spans only a few up to tens gravitational radii (e.g. Morgan et al. 2008, Chartas et al. 2009, Dai et al. 2010). An extensive X-ray monitoring of the inner regions of the nearby Seyfert 1.8 NGC 1365 made possible to constrain the size of the X-ray emitting region to be again a few $r_g$, using a totally independent technique (Risaliti et al. 2009b).

The UV and X-ray continuum photons are observed to be reprocessed (absorbed, re-emitted, scattered, reflected) by gas and dust in the inner regions of AGN, so that we almost never observe just the primary continuum emission of these objects (see e.g. the comprehensive analysis of Risaliti et al. 2005b, 2007, 2009a, again on NGC 1365). Conversely, observing the reprocessing features in the UV and X-ray bands can put strong constraints on the geometry, the physical characteristics, and the dynamics of the gas hosted in the inner regions of AGN.

In the last few decades, spectroscopy in the UV and X-ray band have revealed the presence of substantial column densities of ionized gas outflowing from the inner regions of AGN.
In the UV band we observe blueshifted spectral absorption lines due to resonant transitions of ionized metals such as Mg II, Al III, Si IV, C IV, N V, O VI. Depending on the width of the absorption troughs, quasars hosting such features are classified as Broad Absorption Line Quasars (BAL QSOs, FWHM > 2000 km s\(^{-1}\)), mini-BAL, and Narrow Absorption Line Quasars (NAL QSOs, FWHM < 2000 km s\(^{-1}\)). Absorption features are observed in ∼15% of optically selected QSOs (e.g., Hewett & Fallot 2003; Reichard et al. 2003; Knigge et al. 2008; Allen et al. 2011). Mini-BALs and NALs are together observed in ∼12−30% of optically selected QSOs (Ganguly & Brotherton 2008).

Despite the very different absorption trough widths observed, BAL, mini-BAL, and NAL QSOs share the same velocity range, reaching UV terminal velocities \(v_{\text{out}}^{UV}\) from a few \(10^2\) km s\(^{-1}\) up to several \(10^3\) km s\(^{-1}\) (e.g., Rodríguez Hidalgo et al. 2007; Misawa et al. 2007; Gibson et al. 2009b). Furthermore, \(v_{\text{out}}^{UV}\) is known to correlate with the continuum luminosity \(L_{\text{UV}}\) (Laor & Brandt 2003; Ganguly & Brotherton 2008), meaning that the highest terminal velocities are observed in the objects with the highest UV continuum luminosity, suggesting an important role of the AGN UV radiation pressure in the acceleration of such winds.

In the X-ray band absorption due to ionized species, such as N VI-VII, O VII-VIII, Mg XI-XII, Al XII-XIII, Si XII-XVI, as well as L-shell transitions of Fe XVII-XXIV, are observed to be blueshifted by a few hundred to a few thousand km s\(^{-1}\) out of the range of \(10^2\) km s\(^{-1}\) (Laor & Brandt 2003; Laor et al. 1997). A number of studies (e.g. Brandt et al. 1995; Laor et al. 1997) have shown that X-ray absorption occurs in a number of AGN, at both low and high redshift (see e.g. Laor & Brandt 2003; Proga et al. 2000; Proga & Kallman 2004). Thus, the geometry and the dynamics of such winds depend critically on the UV/X-ray flux ratio and on the AGN accretion rate. On the other hand, for the launch and acceleration of magnetically driven disk winds, there is no need for X-ray shielding, and the accretion rate is not a critical parameter; the ionization state of the gas, that is a critical parameter, will however still depend on them (e.g., Königl & Kartig 1993; Everett 2005).

BAL and mini-BAL QSOs are actually known to be “X-ray weak” with respect to the average QSOs. A comparison of the X-ray fluxes of BAL and non-BAL QSOs with the same UV flux reveals that BAL QSOs typically have X-ray fluxes that are 10−30 times lower than those of non-BAL QSOs (Green et al. 1995; Laor et al. 1997). A number of studies (e.g., Brandt et al. 2000; Green et al. 2001; Gallagher et al. 2006) strongly support X-ray absorption as being the reason for the X-ray weakness. Recently a number of “X-ray bright” BAL and mini-BAL QSOs has been discovered, with the latter class being X-ray brighter and less X-ray absorbed than the former (Giustini et al. 2008; Gibson et al. 2009a). NAL QSOs have been shown to be generally unabsorbed in X-rays, and X-ray brighter than both mini-BAL and BAL QSOs (Chartas et al. 2009a).

The physical link between the UV and X-ray outflowing absorbers, and the dynamical behavior of the wind, are far from being understood. Reported estimates of the distances of the absorbers from the central SMBH range from the inner regions of the accretion disk (e.g. Chartas et al. 2009a), to the parsec-scale torus (e.g., Blustin et al. 2005), to the kiloparsec scales (e.g., Dunn et al. 2010). Currently the uncertainties of the launching radii are relatively large, which translates to a high uncertainty on the mass outflow rate and on the kinetic energy injection associated with such winds. It could also be that the launching radii depend on the mass of the SMBH. Constraining the physical mechanism responsible for launching and accelerating AGN winds, i.e. understanding the link between the accretion and ejection processes in AGN, can help not only in understanding the evolution of these sources, but also in quantifying their impact on the surrounding environment, i.e. the amount of feedback (see e.g. Di Matteo et al. 2005; Scannapieco et al. 2005; Elvis 2006).

In this article we present the results of an XMM-Newton observational campaign on the mini-BAL QSO PG 1126-041, that provides the largest dataset (four pointings) and the deepest X-ray exposure (130 ks) on a mini-BAL QSO to date. The source is extremely interesting in showing all the three absorbers discussed above: mini-BALs in the UV, an X-ray warm absorber, and a highly ionized, high velocity X-ray absorbing outflow. Constraining the X-ray/UV properties of this source can give precious insights into the physics of AGN winds.

The structure of the article is as follows: Section 2 summarizes the source properties known from literature; Section 3 reports on the new XMM-Newton observations and data reduction. EPIC pn timing analysis results are first presented in Section 4; EPIC pn and MOS spectral analysis is then presented in Section 5 (average spectra of each epoch) and Section 6 (time resolved 2009 Long Look pn spectra). Section 7 contains the results of simultaneous optical/X-ray photometric analysis. Results are discussed in Section 8 and conclusions are presented in Section 9.

A cosmology with \(H_0 = 70\) km s\(^{-1}\) Mpc\(^{-1}\), \(\Omega_m = 0.73\) and \(\Omega_{\Lambda} = 0.27\) (Komatsu et al. 2011) is used throughout the paper.

2. PG 1126-041

PG 1126-041 (a.k.a. Mrk 1298) is a nearby (\(z = 0.06\)) radio quiet AGN with a luminosity in between those typical of Seyferts and QSOs (\(M_B = -22.8\), \(L_{\text{bol}} = 10^{42}\) L\(_{\odot}\)) (Schmidt & Green 1983; Sanders et al. 1989; Surace et al. 2001). Its optical strong Fe II and weak [O III] line emission (Boroson & Green 1992) are characteristics of Narrow Line Seyfert 1 galaxies (NLS1), although the FWHM of its Hβ line of 2150 km s\(^{-1}\) is slightly larger than the 2000 km s\(^{-1}\) value used in defining NLS1s (Shuder & Osterbrock 1981). Its black hole mass is estimated...
Table 1. Main properties of PG 1126-041

<table>
<thead>
<tr>
<th>RA</th>
<th>DEC</th>
<th>$z$</th>
<th>$D_L$</th>
<th>$w_{\text{phot}}$</th>
<th>$E(B-V)$</th>
<th>$M_{\text{BH}}$</th>
<th>$m_a$</th>
<th>$L_{\text{bol}}$</th>
<th>$L_{2-10}$</th>
<th>$v_{\text{out}}^{\text{ox}}$</th>
<th>$u^{\text{ox}}_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>11h 29m 16.6s</td>
<td>-04h 24m 08s</td>
<td>0.062</td>
<td>284 Mpc</td>
<td>$4.33 \times 10^{20}$ cm$^{-2}$</td>
<td>0.035 mag</td>
<td>$5.0 - 12 \times 10^8$ M$_\odot$</td>
<td>14.92 mag</td>
<td>$8.9 \times 10^{41} L_\odot$</td>
<td>$2 \times 10^{36}$ erg s$^{-1}$</td>
<td>5000 km s$^{-1}$</td>
<td>16500 km s$^{-1}$</td>
</tr>
</tbody>
</table>

References: (a) Schmidt & Green (1983); (b) Kalberla et al. (2005); (c) Schlegel et al. (1998); (d) Vestergaard & Peterson (2006); (e) Dasyra et al. (2007); (f) Surace et al. (2001); (g) Wang et al. (1999); (h) This work, referred to the 2009 Long Look observation.

3. Observations and Initial Data reduction

XMM-Newton observed PG 1126-041 four times, once in 2004 December, twice in 2008 June and December, and once more in 2009 June. In Table 2 we list the main parameters of each dataset. We reduced all the datasets using the XMM-Newton SAS v.10.0.0 and calibration files generated in August 2010. For each dataset we extracted the light curve from the whole field of view of events with energies greater than 10 keV for each European Photon Imaging Camera (EPIC) MOS cameras, and with energies 10 keV < $E$ < 12 keV for the EPIC-pn instrument. We then filtered out the time periods in which there was significant background flaring. Source counts from the cleaned event files were extracted from circular regions centered on the PG 1126-041 position, with $\sim 30-45''$ radius, depending on the signal-to-noise ratio (S/N) as determined with the eregionanalyse task. Background counts were extracted from circular regions of the same area as the source ones. We retained up to double events (flagged as #XMMEAEP for the pn dataset and quadruple events (flagged as #XMMEAEM) for the MOS datasets. For each dataset we generated the ancillary response file and the redistribution matrix file at the source position using the tasks arfgen and rmfgen. Source light curves were created in different energy bands and corrected with the epic1ccorr task for both the local background and the mirrors/detector inefficiencies. Due to the low X-ray fluxes involved, pile-up effects are negligible in our spectral analysis. For the same reason we cannot make use of the reflection grating spectrometer (RGS) aboard XMM-Newton. Optical Monitor (OM) data were all taken in Image mode and were processed using the standard procedure as suggested by the XMM-Newton SOC.

4. Timing Analysis

The left panel of Fig. 1 shows the background-subtracted 0.2-10 keV pn light curves of PG 1126-041, for each epoch of observation, binned to 1 ks. Compared to the light travel time $t_L = r_L/c$, the time bin corresponds to $\sim 1.5 - 4 r_L$ for the two different estimates for the black hole mass of PG 1126-041. The variations on month timescales are dramatic: the source flux increases by a factor of $\sim 4$ from December 2004 to December 2008, then comes back to a low count-rate regime in June 2009. For comparison, the average 0.2-10 keV pn spectra of each epoch of observation are shown in the right panel of Fig. 1. Most of the spectral variability on month time scales occurs at energies $E < 6$ keV. The spectral shape is peculiar and obviously deviates from a simple power law. A prominent broad absorption feature is evident in all the spectra around $E \sim 0.6-1.5$ keV.

The high signal to noise (S/N) ratio and the long contiguous good exposure time allowed us to perform a more detailed timing analysis on the 2009 Long Look pn exposure. Figure 2 summarizes the results. The left panel shows the Root Mean Square variability (RMS: Vaughan et al. 2003; Ponti et al. 2004) computed on the 0.2-10 keV band: on very short time scales (ks) the source flux is varying up to 50% at energies $E < 1.5$ keV, while it is constant at lower energies. The middle panel shows the background subtracted lightcurves extracted in the 0.2-1.5 and 1.5-10 keV band; following the 1.5-10 keV band flux fluctuations, we splitted the exposure in eight time intervals on which we perform temporally resolved spectral analysis. Three representative spectra extracted during the 2nd, the 7th, and the 8th time interval are shown in the right panel: most of the spectral variability on ks time scales occurs at 1.5 keV < $E < 9$ keV.

From the timing analysis, it follows that the X-ray spectra of PG 1126-041 can be divided in two spectral components: one dominates at $E \gtrsim 1.5$ keV and contributes 100% to the ks time scale variability, while the other one dominates at lower energies and is significantly variable only over longer (month) time scales. With these considerations in mind, we proceed with the analysis of both the average (Sect. 5) and the time resolved (Sect. 6) spectra.
Table 2. X–ray observation log

<table>
<thead>
<tr>
<th>OBSID</th>
<th>Date</th>
<th>Duration</th>
<th>Exposure</th>
<th>Mode</th>
<th>Filter</th>
<th>Count-rate</th>
<th>log f_{0.2–10}</th>
<th>log f_{2–10}</th>
<th>Epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>M1 / M2 / pn</td>
<td></td>
<td></td>
<td>[0.1 ct s^{-1}]</td>
<td>[erg cm^{-2} s^{-1}]</td>
<td>[erg cm^{-2} s^{-1}]</td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
<td>(6)</td>
<td>(7)</td>
<td>(8)</td>
<td>(9)</td>
<td>(10)</td>
</tr>
<tr>
<td>0202060201</td>
<td>12/31/2004</td>
<td>33.8</td>
<td>32.9 / 32.9 / 28.3</td>
<td>LW</td>
<td>t</td>
<td>0.61±0.02 / 2.01±0.03</td>
<td>-12.89</td>
<td>-11.93</td>
<td>Dec. 2004</td>
</tr>
<tr>
<td>0556230701</td>
<td>06/15/2008</td>
<td>31.4</td>
<td>3.7 / 3.5 / 3.2</td>
<td>FF</td>
<td>m</td>
<td>0.91±0.05 / 3.01±0.10</td>
<td>-12.57</td>
<td>-11.76</td>
<td>Jun. 2008</td>
</tr>
<tr>
<td>0556231201</td>
<td>12/13/2008</td>
<td>11.9</td>
<td>4.9 / 4.7 / 3.7</td>
<td>FF</td>
<td>m</td>
<td>1.68±0.06 / 5.93±0.20</td>
<td>-12.31</td>
<td>-11.60</td>
<td>Dec. 2008</td>
</tr>
<tr>
<td>0606150101</td>
<td>06/21/2009</td>
<td>134.3</td>
<td>85.4 / 89.2 / 91.2</td>
<td>FF</td>
<td>m</td>
<td>0.57±0.01 / 1.96±0.02</td>
<td>-12.81</td>
<td>-11.99</td>
<td>2009 Long Look</td>
</tr>
</tbody>
</table>

Notes. Col.(1): Observation ID; Col.(2): Date of observation; Col.(3): Nominal duration of the observation; Col.(4): Net exposure time for each instrument after the background flaring filtering was applied; Col.(5): Observing Mode, LW= Large Window, FF=Full Frame; Col.(6): Optical Filter applied, t=thin, m=medium; Col.(7): Net count-rate in the 0.2-10 keV and 0.3-8 keV range for the EPIC-pn and EPIC-MOS instruments, respectively, after the local background subtraction; Col.(8): Observed EPIC-pn flux in the 0.2-2 keV band; Col.(9): Observed EPIC-pn flux in the 2-10 keV band; Col.(10): Epoch name as used in the text.

Fig. 1. Variability of PG 1126-041 over month time scales. Left panel: background subtracted 0.2-10 keV pn light curves extracted in the four different epochs of XMM–Newton observations and binned to 1 ks: December 2004 (blue squares), June 2008 (red circles), December 2008 (green triangles), and 2009 Long Look (black circles). Right panel: the time-averaged pn spectra corresponding to the time intervals shown on the left and using the same color codes.

Fig. 2. Variability over kilosecond time scales detected during the 2009 Long Look observation. Left panel: RMS variability computed for the pn observation over the 0.2-10 keV band; arrows mark upper limits, error bars are at 1σ confidence level. Middle panel: 0.2-1.5 and 1.5-10 keV background subtracted pn light curves binned to 2 ks; the numbers in the 1.5-10 keV light curve mark the eight time intervals on which time resolved spectral analysis was performed. Right Panel: three representative spectra extracted during the 2nd, the 7th, and the 8th time intervals of the 2009 Long Look observation.

5. Spectral Analysis: the average spectra

In our spectral analysis we used the Xspec v.12.6.0 software. All the spectra were grouped to a minimum number of 20 counts per energy bin in order to apply the χ^2 statistics in the search for the best fit model (Avni 1976). Errors are quoted at 1σ confidence, unless otherwise stated. All the models include Galactic absorption by a column density N_H^{Gal} = 4.35×10^{20} cm^{-2} (Kalberla et al. 2005). We focused our analysis on the 0.2-10 keV band of the pn data, and on the 0.3-8 keV band of the MOS data.

to investigate the causes of the observed variability on month-
time scales. For each epoch, the model parameters were kept
fixed between the MOS and the pn datasets, except for the pri-
mary power law normalizations that were left free to vary within
10% to account for the instrumental cross-calibration uncertain-
ties. For the sake of clarity, in most of the following plot we show
the pn data only.

The spectra were initially fitted to a simple power law model,
with fixed slope and free amplitude between different epochs.
Results are shown in Fig. 3. The fit is very poor, with a chi-
square per degrees of freedom $\chi^2/\nu = 8801/1591$, and a very
flat photon index $\Gamma \sim 0.6$. The spectral residuals of all the four
epochs have a similar shape, and indeed allowing for the spec-
tral slope of the power law to vary between epochs does not im-
prove the fit statistics. Three main deviations from the simple power
law model are consistently observed in spectra from all the three
instruments and in all the four epochs of observation: (a) both
negative and positive residuals in the soft band, $E \leq 1.5$ keV, (b)
a deficit of counts at the highest energies probed by the EPIC
camera, $E \sim 7 - 10$ keV, and (c) a cutoff at $E \leq 2$ keV.

We then tested several models of increasing complexity, in
order to reproduce the complex spectral shape of PG 1126-041.
A neutral absorber fully covering the emission source is not
required by the data. On the other hand, allowing for the ab-
sorber to be only partially covering the source (zpcfabs model in
xspec) significantly improves the fit statistics with respect to
the power law model ($\Delta\chi^2/\Delta\nu = 5148/8$), but still gives an un-
acceptable fit ($\chi^2 > 2.3$). A better fit for the same number of
degrees of freedom ($\Delta\chi^2/\Delta\nu = 6567/8$) is given by an ionized
absorber totally covering the source (modeled with Xstar\(^2\), but
again, the fit is statistically unacceptable ($\chi^2 > 1.5$).

The ionized absorber was then allowed to be only partially
covering the X-ray source (model A), by adding a secondary
soft power law with the same slope as the primary one. The ra-
tio between the normalizations of the two power laws gives the
fraction of the direct (unabsorbed by intrinsic absorption) flux
$F$; the absorber covering factor is then $C_f = (1 - F)$. We obtain
an improvement in the fit statistics of $\Delta\chi^2/\Delta\nu = 341/4$, and the
resulting fit is marginally acceptable, with a $\chi^2 > 1.199$.

The model A parameters are reported in Table 3 along with the
ir $\Delta\chi$ statistical errors. We note how the direct flux fraction
in every epoch is around 2-3%, as is observed for the scat-
ttered component in absorbed AGN; scattered emission accom-
panied by recombination emission lines would be naturally as-
sociated to the presence of ionized gas along the line of sight.Unfortunately, with the S/N of our observations we can not dis-
criminate among the partial covering and scattering scenarios
in reproducing the soft band residuals, and the secondary soft
power law physical interpretation is not unambiguous. To the
first order, model A is able to reproduce the complex spectral
shape of PG 1126-041, in particular recovering the cutoff at
$E \leq 2$ keV and most of the soft band spectral residuals. While
the Jun. 2008 and Dec. 2008 spectra are overall well reproduced,
the low flux states of the 2009 Long Look and Dec. 2004 still
show strong residuals at $E \leq 1$ keV and $E \geq 6$ keV.

In particular, the top panel of Fig. 4 shows a magnified view
of the 4-10 keV residuals of the 2009 Long Look pn data, rela-
tive to the simple power law emission (top panel) and to model
A (lower panel). The two arrows mark strong negative residu-
als at ~6.7 and 7 keV in the observer frame. We make an initial,
phenomenological model for these residuals by adding Gaussian
profiles with negative normalization to model A of the 2009
Long Look dataset. Even though the model adopted is only a
rough approximation for a more complex physical context, the
basic properties such as the FWHM and the EW of the absorp-
tion features are still physically meaningful. The inclusion of
two narrow (unresolved, $\sigma \equiv 0$ eV) Gaussian absorption lines
improves the fit statistics by $\Delta\chi^2/\Delta\nu = 60/4$ with respect to
model A. The energies and equivalent widths of the two ab-
sorption lines are $E_{\text{abs},1} = 7.02^{+0.05}_{-0.02}$ and $E_{\text{abs},2} = 7.36^{+0.02}_{-0.05}$ keV,
$EW_{\text{abs},1} = -80^{+20}_{-19}$ and $EW_{\text{abs},2} = -127^{+24}_{-26}$ eV, in the source rest
frame. Allowing the widths of the absorption lines to be free
parameters does not improve the fit ($\Delta\chi^2/\Delta\nu = 2/2$). In the bot-
tom panel of Fig. 4 we show the 99% confidence contours for the
absorption lines centroid energy and (negative) normaliza-

\(^2\) We applied the precompiled grid25, publicly available at
ftp://legacy.gsfc.nasa.gov/software/plasma_codes/xstar/xspectabl
which is computed for an ionizing continuum with $I = 2$, a gas shell
with $n = 10^{12}$ cm\(^{-3}\), a turbulent velocity $\upsilon_{\text{ turb}} = 200$ km s\(^{-1}\),
and solar abundances, see Kallman & Bautista (2001) and the Xstar
documentation.
ion, in the source rest-frame. The thin black lines are referred to the addition of the absorption lines to the simple power law model, while the thick red lines are referred to the addition of the absorption lines to model A. The four vertical green lines mark the theoretical energies of the strongest transitions of Fe XXV and Fe XXVI, while the two dotted blue lines mark the position of the Fe XXV Heα and Fe XXVI Lyα transitions (rest-frame energies $E \sim 6.70$ and 6.97 keV), both blueshifted by $v_{\text{out}} = 0.055c$. The correspondence with the detected energies is striking, so we identify the two absorption lines with these two transitions. The moderately ionized absorber (m.i.) responsible for the opacity in the soft band has an ionization state too low to account for the strong absorption in the iron K band. So we added another layer of highly ionized (h.i.) gas modeled again with XSTAR. We used the same input parameters as the grid of 25 but we find a turbulence velocity $v_{\text{turb}} = 1500$ km s$^{-1}$ to better reproduce the residuals. Only in the case of the 2009 Long Look data we allowed the velocity shift of the highly ionized absorber

Fig. 4. Top panel: 4-10 keV spectral residuals of the 2009 Long Look pn data, relative to the simple power law model (top panel) and to model A (bottom panel). The two arrows mark strong negative residuals that are present in both cases. Data have been rebinned to 3σ significance. Bottom panel: 99% confidence contours for the rest-frame normalizations and centroid energy of the absorption lines used to model the residuals; the black contours refer to the addition of the absorption lines to the simple power law model, while the red ones to the addition to model A. The dotted blue lines refer to the two main spectral transition of highly ionized iron, Fe XXV Heα and Fe XXVI Lyα, both blueshifted by $v_{\text{out}} = 0.055c$.

Table 3. Spectral analysis results of the simultaneous fit to the average spectra of each epoch

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Model A: ionized partial covering</td>
<td>Xspec: zpo + XSTAR*zpo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>$1.05^{+0.15}_{-0.03}$</td>
<td>$1.89^{+0.09}_{-0.08}$</td>
<td>$1.40^{+0.06}_{-0.06}$</td>
<td>$1.00^{+0.02}_{-0.02}$</td>
</tr>
<tr>
<td>$N_{1\text{keV}}$</td>
<td>$14.36^{+0.61}_{-0.47}$</td>
<td>$4.91^{+0.24}_{-0.25}$</td>
<td>$7.97^{+0.36}_{-0.34}$</td>
<td>$9.78^{+0.18}_{-0.16}$</td>
</tr>
<tr>
<td>$log \xi_{\text{i}}$</td>
<td>$1.66^{+0.02}_{-0.02}$</td>
<td>$1.44^{+0.06}_{-0.05}$</td>
<td>$1.58^{+0.02}_{-0.02}$</td>
<td>$1.57^{+0.01}_{-0.01}$</td>
</tr>
<tr>
<td>$C_{\text{f}}$</td>
<td>$0.97^{+0.01}_{-0.01}$</td>
<td>$0.98^{+0.01}_{-0.01}$</td>
<td>$0.98^{+0.01}_{-0.01}$</td>
<td>$0.97^{+0.01}_{-0.01}$</td>
</tr>
<tr>
<td>$\chi^2/\nu$</td>
<td>$1893/1579$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Model B: ionized partial covering + highly ionized absorber</td>
<td>Xspec: zpo + XSTAR1<em>XSTAR2</em>zpo</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>$2.14^{+0.01}_{-0.03}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N_{1\text{keV}}$</td>
<td>$1.12^{+0.06}_{-0.13}$</td>
<td>$1.82^{+0.11}_{-0.10}$</td>
<td>$1.41^{+0.09}_{-0.08}$</td>
<td>$1.01^{+0.03}_{-0.04}$</td>
</tr>
<tr>
<td>$N_{W}$</td>
<td>$14.82^{+0.52}_{-0.71}$</td>
<td>$3.17^{+0.24}_{-0.21}$</td>
<td>$6.93^{+0.57}_{-0.47}$</td>
<td>$9.75^{+0.24}_{-0.24}$</td>
</tr>
<tr>
<td>$log \xi_{\text{h}}$</td>
<td>$1.66^{+0.01}_{-0.01}$</td>
<td>$1.29^{+0.04}_{-0.04}$</td>
<td>$1.54^{+0.02}_{-0.04}$</td>
<td>$1.57^{+0.01}_{-0.01}$</td>
</tr>
<tr>
<td>$C_{\text{f}}$</td>
<td>$0.97^{+0.01}_{-0.01}$</td>
<td>$0.98^{+0.01}_{-0.01}$</td>
<td>$0.98^{+0.01}_{-0.01}$</td>
<td>$0.97^{+0.01}_{-0.01}$</td>
</tr>
<tr>
<td>$N_{W}$</td>
<td>$75.16^{+1.05}_{-0.96}$</td>
<td>&lt;6.82</td>
<td>&lt;6.15</td>
<td>62.54^{+27.45}_{-35.44}</td>
</tr>
<tr>
<td>$log \xi_{\text{h}}$</td>
<td>$3.43^{+0.09}_{-0.08}$</td>
<td>&lt;3.00</td>
<td>&lt;2.73</td>
<td>3.75^{+0.12}_{-0.09}</td>
</tr>
<tr>
<td>$\nu_{\text{out}}$</td>
<td>$0.054^{+0.03}_{-0.03}$</td>
<td>$0.0^F$</td>
<td>$0.0^F$</td>
<td>$0.0^F$</td>
</tr>
<tr>
<td>$\chi^2/\nu$</td>
<td>$1771/1570$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes. Units are the following: $10^{-3}$ ph s$^{-1}$ keV$^{-1}$ cm$^{-2}$ for the power law normalizations $N_{1\text{keV}}$; $10^{22}$ cm$^{-2}$ for the column densities $N_{W}$, $N_{W}^{\text{m.i.}}$, and $N_{W}^{\text{h.i.}}$; [erg cm s$^{-1}$] for the ionization parameters $\xi_{\text{i}}$, $\xi_{\text{m.i.}}$, and $\xi_{\text{h.i.}}$; $c$ for the highly ionized absorber outflow velocity $v_{\text{out}}$; the photon index $\Gamma$ and the covering fraction $C_{\text{f}}$ are adimensional parameters. Errors quoted are at 1σ confidence level. A superscripted F denotes a fixed parameter.

We note how the EW of the second absorption line is lower when added to model A than to the simple power law model. This is because in model A some of the high energy negative residuals are accounted for by the massive partially covering ionized absorber, in form of neutral and moderately ionized Fe absorbing photons of $\lesssim 7$ keV in the observer frame.

to be a free parameter; given the much lower S/N of the other three epochs, we fixed the velocity shift of this component to be null. The addition of the highly ionized absorber significantly improves the fit with respect to the moderately ionized partially covering absorber model ($\Delta \chi^2/\Delta \nu = 122/9$), and overall gives a good representation of the data ($\chi^2 \sim 1.128$). Spectral parameters along with their errors are reported in Table 3 model B. The corresponding theoretical model is plotted in top panel of Fig. 5 while the spectral residuals to the model are plotted in the bottom panel of Fig. 5 for each epoch.

Significant residuals at $E < 1$ keV relative to model B are present only in the 2009 Long Look and Dec. 2004 spectra. The residuals could be either due to an improper modelization of the absorbers, or to an unmodellled component that emerges in the soft band when the source is in a low flux state. In any case, we know from the timing analysis performed in Sect. 4 that in this energy range the source shows no spectral variability over short time scales. We find a statistics improvement of $\Delta \chi^2/\Delta \nu = 42/2$ and $\Delta \chi^2/\Delta \nu = 23/2$ for the addition of two narrow Gaussian emission lines with centroid energies and nor-
the inclusion of the two soft emission lines is E\_W^\text{emi} (eV), depending on the epoch of observation. The fit statistics after spectral residuals relative to model B; the data have been re-triangles), Jun. 2008 (red circles), and Dec. 2004 (blue squares).

Fig. 5. Top panel: the solid lines show the power law emission after the passage through two absorbers, one of which is partially covering the source (model B). This model was fit to the average 2009 Long Look (black), Dec. 2008 (green), Jun. 2008 (red), and Dec. 2004 (blue) epoch spectra. The dashed lines represent the direct continuum components that are not absorbed. Bottom panel: average 2009 Long Look (black points), Dec. 2008 (green triangles), Jun. 2008 (red circles), and Dec. 2004 (blue squares) spectral residuals relative to model B; the data have been re-binned for visual purpose only to respectively 15, 5, 5, and 10\(\sigma\).

Data, suggesting the presence of complexities in the Fe K band. We note that at these energies PG 1126-041 is highly variable over kilosecond time scales (Sect. 4). The addition of a Fe I K\(\alpha\) emission line, forced to be narrow and with a centroid energy of 6.4 keV in the source rest-frame improves the fit statistics by \(\Delta \chi^2/\Delta \nu = 15/1\), corresponding to a significant detection (F-test probability > 99.97%). The best fit model statistics is \(\chi^2/\nu = 1691/1565\), with a reduced chi square \(\chi^2_r = 1.080\). There are still shallow residuals in the Fe K band, that could be either modeled with a broad Gaussian emission line, a relativistic Fe K line, or a partial covering absorber, in all cases suggesting the possible presence of further complexities in the iron K band (see M. Giustini Ph.D. thesis for details). However, given the low statistical significance of the residuals, their appearance only in the 2009 Long Look observation, and the high variability of the source at those energies over short time scale during the same observation, we do not try to model these residuals and turn our attention on the time resolved spectral analysis of the 2009 Long Look data.

6. Time resolved spectral analysis

We perform time resolved spectral analysis on the EPIC pn data extracted in the eight time intervals of the 2009 Long Look observation marked in the middle panel of Fig. 2. Exposure times and background corrected count rates are reported in Table 4 for each interval. Given that the count rates are the same in several intervals, we merged the 3rd and the 5th intervals together and the 4th and the 6th one together. The unfolded 0.2-10 keV pn spectrum is plotted in Fig. 6 for each of the six resulting intervals. At energies \(E \geq 1.5\) keV there are variations of about 50% on a few kiloseconds timescales (e.g., from the 2nd to the 3rd time interval, and from the 7th to the 8th time interval), and variations as high as 100% with respect to the average are observed during the 7th interval. All the spectra were simultaneously fitted to the best fit model B described in the previous section, with all the parameters tied between the time intervals except for the power law normalizations. The fit to the data is acceptable, \(\chi^2/\nu = 925/889\), however the model fails to properly reproduce the Fe K band absorption residuals. Allowing for the highly ionized absorber column density and ionization parameter to vary within each temporal slice improves the fit by \(\Delta \chi^2/\Delta \nu = 45/6\).

Table 4. 2009 Long Look observation time slices over which time resolved analysis was performed.

<table>
<thead>
<tr>
<th>Interval</th>
<th>Exposure</th>
<th>Count-rate</th>
<th>(P_{2-10})</th>
<th>(f_{0-2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21.1</td>
<td>0.180±0.003</td>
<td>0.87±0.01</td>
<td>1.00±0.01</td>
</tr>
<tr>
<td>2</td>
<td>30.0</td>
<td>0.156±0.003</td>
<td>0.71±0.02</td>
<td>0.83±0.04</td>
</tr>
<tr>
<td>3</td>
<td>5.4</td>
<td>0.212±0.007</td>
<td>1.17±0.04</td>
<td>1.32±0.05</td>
</tr>
<tr>
<td>4</td>
<td>7.5</td>
<td>0.195±0.005</td>
<td>0.98±0.01</td>
<td>1.12±0.05</td>
</tr>
<tr>
<td>5</td>
<td>4.6</td>
<td>0.215±0.007</td>
<td>1.17±0.04</td>
<td>1.32±0.05</td>
</tr>
<tr>
<td>6</td>
<td>5.4</td>
<td>0.194±0.006</td>
<td>0.98±0.01</td>
<td>1.12±0.05</td>
</tr>
<tr>
<td>7</td>
<td>7.7</td>
<td>0.338±0.007</td>
<td>2.11±0.01</td>
<td>2.31±0.01</td>
</tr>
<tr>
<td>8</td>
<td>9.2</td>
<td>0.245±0.006</td>
<td>1.38±0.01</td>
<td>1.54±0.01</td>
</tr>
</tbody>
</table>

Notes. Col.(1): Time interval as marked in Fig. 2. Col.(2): Exposure time in ks; Col.(3): 0.2-10 keV pn count rate in e\(^{-}\) s\(^{-}\); Col.(4): best fit pn observed flux computed over the 0.2-10 keV observed band, in units of 10\(^{-12}\) erg cm\(^{-2}\) s\(^{-1}\). Errors quoted at 1\(\sigma\) confidence level.

4. Observations

We performed observations with XMM-Newton during three observing runs: in 2004 (blue squares), May 2005 (black diamonds), Jun. 2008 (red circles), and Dec. 2008 (green triangles). For each of these observations, we selected five time intervals in which the 0.2-10 keV pn flux was stable (Fig. 5). The unfolded 0.2-10 keV pn spectrum is plotted in Fig. 6 for each of the six resulting intervals. At energies \(E \geq 1.5\) keV there are variations of about 50% on a few kiloseconds timescales (e.g., from the 2nd to the 3rd time interval, and from the 7th to the 8th time interval), and variations as high as 100% with respect to the average are observed during the 7th interval. All the spectra were simultaneously fitted to the best fit model B described in the previous section, with all the parameters tied between the time intervals except for the power law normalizations. The fit to the data is acceptable, \(\chi^2/\nu = 925/889\), however the model fails to properly reproduce the Fe K band absorption residuals. Allowing for the highly ionized absorber column density and ionization parameter to vary within each temporal slice improves the fit by \(\Delta \chi^2/\Delta \nu = 45/6\).
Because of the much lower S/N in individual temporal slices, it is not possible to assess whether the absorber varied in column density, ionization state, or a combination of them. Fluxes computed using this best-fit model are reported in Table 4.

We then removed the highly ionized absorber from the model, and visually inspected the residuals in each temporal slice. Given the similar shape of the residuals, we merged the $3^{rd} + 4^{th} + 5^{th} + 6^{th}$ time intervals together, and the $7^{th} + 8^{th}$ time intervals together. The 5-9 keV spectral residuals are shown in the left column of Fig. 7 for each of the four resulting intervals; time is flowing from top to bottom. There is clear variability of the highly ionized absorber over very short time scales: in particular, there are no signs of high-energy absorption during the $2^{nd}$ interval, while the effect of iron absorption during the $7^{th} + 8^{th}$ is dramatic. The right column of Fig. 7 shows the corresponding 68% and 90% confidence contours for the energy and intensity of a narrow Gaussian absorption line used to model the residuals. One can see how the complex absorption features at $\sim 7$ keV in the observer frame do disappear within the few ks that elapsed between the $1^{st}$ and the $2^{nd}$ time intervals, and then re-develop during the $3 - 6^{th}$ temporal slice. The $\sim 7$ keV absorption trough becomes the deepest and the largest during the $7 - 8^{th}$ interval, and its shape becomes quite complex, as confirmed by the confidence contours. The intense absorption structure at $\sim 6.5$ keV does develop in a few ks and is also visible in the merged 2009 Long Look spectra (top panel of Fig. 4). Summarizing, the continuum power law amplitude oscillations dominate the observed spectral variability over ks time scales. The highly ionized absorber is also observed to be variable, while all the other components (i.e. the photon index, the partial covering moderately ionized absorber, and the narrow Gaussian emission lines) are found to be constant during the observation.

As for the other epochs, the Jun. and Dec. 2008 observations were too short to search for short-term variability. Strong spectral variability is found instead during the 2004 observation: Fig. 8 shows the unfolded pn spectra extracted during the first 10 ks (black) and during the last 10 ks (red) of the Dec. 2004 observation. The variability pattern is the same as of the 2009 Long Look observation i.e. the source is variable on ks time scales only at energies $E \geq 1$ keV, and its spectral variability is dominated by continuum amplitude variations.

7. Optical/X-ray photometry

Thanks to the presence of the OM aboard XMM-Newton, simultaneous optical/X-ray photometry was performed for each epoch of observation. The OM data were all taken in Image mode, and were reduced and calibrated using standard pipeline procedures through the omichain SAS task. Background corrected count
rates were converted in magnitudes for each exposure (exposure times are ranging between 1 and 4 ks). We are interested in measuring $f_{2500}$ to compute the optical-to-X-ray spectral index $\alpha_{\text{ox}} = -0.384 \log(V_{2500}/f_{2347})$, as defined by Tananbaum et al. (1979). We used the weighted mean of the magnitudes measured in the filters with effective wavelength straddling 2650 Å in the observed frame (2500 Å in the rest frame). The relevant filters are the UVW1 and UVM2 ($\lambda_{\text{eff}} = 2910$ and 2310 Å, respectively). We then corrected this magnitude for Galactic extinction $A_{2650} = 0.382$, estimated using the extinction law of Cardelli et al. (1989). Flux densities for each epoch were then computed using Vega as a calibrator. Optical photometry results are reported in Table 5.

As for the 2 keV flux density measurements, we used our best fit model to measure the Galactic absorption corrected rest frame $f_{2347}$ for each observation. Flux densities were then converted to luminosity densities, and the optical-to-X-ray spectral index was computed. It is well known that the $\alpha_{\text{ox}}$ spectral index in AGN strongly depends on the intrinsic UV continuum luminosity (e.g., Vignali et al. 2003, Strateva et al. 2003, Steffen et al. 2006, Young et al. 2010). We compare the observed $\alpha_{\text{ox}}$ with the value $\alpha_{\text{ox}}(f_{2500})$ expected on the basis of the 2500 Å UV luminosity of PG 1126-041, using Eq. 2 of Steffen et al. (2006), which gives us the parameter $\Delta \alpha_{\text{ox}} \equiv \alpha_{\text{ox}} - \alpha_{\text{ox}}(f_{2500})$. We note that in the UV luminosity range of PG 1126-041 there is a 3σ dispersion in the expected $\alpha_{\text{ox}}(f_{2500})$ of about 0.1, so that only values of $|\Delta \alpha_{\text{ox}}| > 0.1$ are statistically significant (Steffen et al. 2006). We also computed the $f_{2140}$ luminosity densities corrected for intrinsic X-ray absorption, and the corresponding $\alpha_{\text{ox}}$ and $\Delta \alpha_{\text{ox}}$. In Table 6 we report the Optical/X-ray photometry results.

There are variations in the observed luminosity density of PG 1126-041 both at UV and at X-ray wavelengths. While the observed 2500 Å flux density is steadily increasing from 2004 to 2009, and is varying by about 30%, the observed 2 keV flux density is increasing from 2004 to 2008, and then decreases again in 2009, with variations as high as a factor of $\sim 4 - 5$ between the Dec. 2008 and the 2009 Long Look observation. As a result, the observed $\alpha_{\text{ox}}$ is variable between the different epochs, spanning from values typical of radio quiet type 1 AGN (i.e., $\alpha_{\text{ox}} \sim -1.7$ in the Dec. 2008 observation) to values typical of Soft X-ray Weak AGN (i.e., $\alpha_{\text{ox}} \sim -2$ in the 2009 Long Look observation). However, compared to the expected $\alpha_{\text{ox}}(f_{2500})$, the source is found to be X-ray weak in all the epochs, with $\Delta \alpha_{\text{ox}} \sim -0.3 - 0.6$. Once the effect of intrinsic X-ray absorption is taken into account, the maximum observed variations in the 2 keV flux density between the different epochs decrease to about a factor of two. Consequently, also the $\Delta \alpha_{\text{ox}}$ decreases to $\Delta \alpha_{\text{ox}} \sim 0.1 - 0.3$. It is worth noting that there could be intrinsic UV absorption at the redshift of the source, e.g. due to dust in the AGN host galaxy; the amount of intrinsic UV absorption is unknown so we do not try to model it, but we keep in mind that due to this effect the actual (intrinsic) $\alpha_{\text{ox}}$ might be flatter than $\alpha_{\text{ox}}$.

8. Discussion

PG 1126-041 is observed to be highly variable in X-rays on time scales of both months and kiloseconds. The variability on time scales of months (observed to be as high as 4x in flux) is dominated by a spectral component emerging at $E \lesssim 6$ keV (Fig. 1). On the other hand, the RMS variability analysis performed on the 2009 Long Look pn observation (92 ks of contiguous good exposure time) revealed the presence of a spectral component emerging only at $E \gtrsim 1.5$ keV that dominates the variability on time scales of kiloseconds (up to 50% variations in flux, Fig. 2).

A wealth of information has been obtained both on the intrinsic X-ray continuum emission of PG 1126-041 and on the reprocessing media that happen to be in the inner regions of this AGN. We discuss our results starting from the inner regions around the SMBH (i.e., the shortest time scales) and moving farther out (i.e., the longest time scales). We adopt the SMBH mass estimate of $M_{\text{BH}} = 1.2 \times 10^{9} M_{\odot}$, as given by Daszyńska-Daszkiewicz et al. (2007). The $M_{\text{BH}}$ estimated by Vestergaard & Peterson (2006) through scaling relations is a factor of 2.4 lower. Adapting the bolometric luminosity $L_{\text{bol}} = 10^{43} L_{\odot}$ (Sanders et al. 1989) and assuming an accretion efficiency $\eta = 0.1$ gives an accretion rate needed to power PG 1126-041 of $\dot{M} \sim 0.7 M_{\odot}/\text{yr}$ and an Eddington ratio $\lambda \equiv L_{\text{bol}}/L_{\text{Ed}} \sim 0.26$. The gravitational radius is $r_g \sim 1.8 \times 10^{13}$ cm and the corresponding light travel time is $t_L \sim 600 \text{s}$. Two absorbers are detected in the X-ray spectra of PG 1126-041, a moderately ionized ($\log \xi_{\text{i}} \sim 3$ erg cm s$^{-1}$) and a highly ionized ($\log \xi_{\text{i}} \sim 3.5$ erg cm s$^{-1}$) one. Strong variations of both the intrinsic continuum and of the highly ionized outflowing absorber are responsible of the observed kilosecond time scale variability. The power law photon index $\Gamma = 2$ is found not to vary on kilosecond time scales, while the intensity of the intrinsic power law spectrum is following the pattern of the 1.5-10 keV count rate over the whole observation (see the middle bottom panel of Fig. 2 and Table 4), and doubles in a time interval $\Delta t$ lasting about 8 ks (the $7^{\text{th}}$ interval). The variability time scale of the intrinsic continuum can set a constrain in the geometrical size $D$ of the X-ray emission region through the causality argument, $D < c \Delta t \sim 2.4 \times 10^{14}$ cm $\sim 13 r_g$. The highly ionized absorber is observed to be outflowing at $v_{\text{out}} \sim 16,500$ km s$^{-1}$ during the average 2009 Long Look observation. In the time resolved spectral analysis of the same exposure, the outflowing absorber is found to be variable over very short time scales (Fig. 7). With the much lower S/N of each temporal slice it was not possible to assess whether the absorber varied in ionization state, column density, or blueshift. However, the very short time scale variability suggests that the absorber is very compact and very close to the X-ray source, and that we are possibly observing rapid mass ejections from the inner regions of the accretion disk, e.g., the base of an accretion disk wind. We note in particular how the absorption features do develop in a very short time scale, from the $6^{\text{th}}$ to the $7^{\text{th}}$ interval, together with the strong continuum flare.

By making some assumptions, we can try to estimate the mass outflow rate $M_{\text{out}}$ associated to the highly ionized absorber. In general, the mass outflow rate can be written as:

$$M_{\text{out}} \propto A(r) \rho(r) v_{\text{out}}(r)$$

where $A(r)$ is a geometrical factor that accounts on how the flow diverges, $\rho(r)$ and $v_{\text{out}}(r)$ are the density and velocity of the flow. By assuming a spherically symmetric, isotropic, steady flow with a constant velocity, one can write:

$$M_{\text{out}} = 4 \pi r^2 n m_{\text{H}} v_{\text{out}} C_f F_V$$

(1)

where $m_{\text{H}}$ is the hydrogen atom mass, $r$ is the absorber distance from the central SMBH, $n$ is the absorber number density, $C_f = d\Omega/4r$ is the solid angle occupied by the flow as seen by the central point source, and $F_V$ is the volume filling factor.

If we use appropriate values for PG 1126-041, we can rearrange the expression and write

$$M_{\text{out}} = 0.33 \left( n_{\text{H}} \right) \left( r_f \right)^2 \left( \frac{v_{\text{out}}}{16,500 \text{ km s}^{-1}} \right) \left( \frac{C_f}{0.2} \right) F_V \dot{M}_{\odot} \text{ yr}^{-1}$$
Table 5. Optical photometry

<table>
<thead>
<tr>
<th>Epoch</th>
<th>V (5430 Å)</th>
<th>U (3440 Å)</th>
<th>UVW1 (2910 Å)</th>
<th>UVM2 (2310 Å)</th>
<th>UVW2 (2120 Å)</th>
<th>M(2500) (2500 Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dec. 2004</td>
<td>14.71±0.01</td>
<td>14.09±0.01</td>
<td>13.87±0.01</td>
<td>14.13±0.02</td>
<td>14.01±0.04</td>
<td>13.60</td>
</tr>
<tr>
<td>Jun. 2008</td>
<td>(...)</td>
<td>(...)</td>
<td>13.71±0.01</td>
<td>13.92±0.01</td>
<td>(...)</td>
<td>(...)</td>
</tr>
<tr>
<td>Dec. 2008</td>
<td>(...)</td>
<td>(...)</td>
<td>13.82±0.01</td>
<td>13.86±0.02</td>
<td>(...)</td>
<td>13.46</td>
</tr>
<tr>
<td>2009 Long Look</td>
<td>(...)</td>
<td>(...)</td>
<td>13.56±0.004</td>
<td>13.65±0.008</td>
<td>13.72±0.02</td>
<td>13.22</td>
</tr>
</tbody>
</table>

Notes. For each filter we list the effective wavelength; the magnitudes measured in each filter are not corrected for the Galactic extinction, while the extrapolated magnitude at 2500 Å is corrected for the Galactic extinction.

Table 6. Optical/X-ray photometry

<table>
<thead>
<tr>
<th>Epoch</th>
<th>log $f_{2500}$</th>
<th>log $f_{2\lambda V}$</th>
<th>log $\ell_{2\lambda V}$</th>
<th>$\alpha_{\text{ox}}$</th>
<th>$\Delta \alpha_{\text{ox}}$</th>
<th>log $\ell_{2\lambda V}^{\text{corr}}$</th>
<th>$\alpha_{\text{ox}}^{\text{corr}}$</th>
<th>$\Delta \alpha_{\text{ox}}^{\text{corr}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dec. 2004</td>
<td>-25.46</td>
<td>-30.46</td>
<td>29.49</td>
<td>24.49</td>
<td>-1.92</td>
<td>-0.52</td>
<td>25.28</td>
<td>-1.68</td>
</tr>
<tr>
<td>Jun. 2008</td>
<td>-25.39</td>
<td>-30.17</td>
<td>29.56</td>
<td>24.77</td>
<td>-1.84</td>
<td>-0.43</td>
<td>25.31</td>
<td>-1.63</td>
</tr>
<tr>
<td>Dec. 2008</td>
<td>-25.40</td>
<td>-29.80</td>
<td>29.55</td>
<td>25.15</td>
<td>-1.69</td>
<td>-0.28</td>
<td>25.57</td>
<td>-1.53</td>
</tr>
<tr>
<td>2009 Long Look</td>
<td>-25.30</td>
<td>-30.46</td>
<td>29.64</td>
<td>24.49</td>
<td>-1.98</td>
<td>-0.56</td>
<td>25.26</td>
<td>-1.62</td>
</tr>
</tbody>
</table>

Notes. Col.(1): Epoch of observation. Col.(2): 2500 Å rest frame flux density corrected for Galactic extinction, in erg s$^{-1}$ cm$^{-2}$ Hz$^{-1}$, Col.(3): 2 keV rest frame flux density corrected for Galactic absorption, in erg s$^{-1}$ cm$^{-2}$ Hz$^{-1}$, Col.(4): 2500 Å rest frame luminosity density corrected for Galactic extinction, in erg s$^{-1}$ Hz$^{-1}$, Col.(5): 2 keV rest frame luminosity density corrected for Galactic absorption, in erg s$^{-1}$ Hz$^{-1}$, Col.(6): Observed optical-to-X-ray spectral index, Col.(7): Difference between the observed $\alpha_{\text{ox}}$ and the one expected on the basis of the $\ell_{2\lambda V}$ luminosity, Col.(8): 2 keV rest frame luminosity density corrected for Galactic and intrinsic absorption, in erg s$^{-1}$ Hz$^{-1}$, Col.(9): Optical-to-X-ray spectral index corrected for the intrinsic X-ray absorption, Col.(10): Difference between the corrected $\alpha_{\text{ox}}^{\text{corr}}$ and the one expected on the basis of the $\ell_{2500}$ luminosity.

Fig. 9. Measured $\xi$ for the highly ionized outflowing absorber in the 2009 Long Look spectra, with different $\Gamma_{\text{ion}}$ used as input in the Xstar simulations; Error bars are purely statistical errors at 1σ confidence level. The vertical dotted line marks the best-fit measured $\Gamma$, along with its statistical (dashed lines) and systematic (continuous lines) errors.

$\log n_{11} = n/10^{11}$ cm$^{-3}$, $r_{10} = r/10r_g$. In the expression above, the geometrical covering factor $0 < C_f < 1$ and volume filling factor $F_V \leq 1$ are unknown, and depend on the wind geometry and duty cycle. The density and the radial distance of the flow are also unknown. Assuming that the outflowing absorber is a thin spherical shell of gas in photoionization equilibrium, one can use the definition of the ionization parameter $\xi \equiv L_{\text{ion}}/n_{11}r_{10}^2$ to replace the unknown density and distance with the ratio $L_{\text{ion}}/\xi$. However, in addition to the strong assumptions made regarding the spherical geometry of the outflow, there are uncertainties of the ionizing continuum luminosity, and especially of the actual value of the ionization parameter that may affect our mass outflow rate estimates. In our spectral analysis results we quoted only the statistical errors on $\xi$; the systematic errors related to the input parameters used in the photoionization code (Xstar in our case) can be much larger, especially for highly ionized absorbers where only a few spectral transitions are available (e.g., Fe XXV, Fe XXVI). The major dependence of the best fit $\xi$ value is related to the slope $\Gamma_{\text{ion}}$ adopted for the ionizing power law continuum. This is because $\xi \propto n_1/r_{11}$, where $n_1$ is the ionizing photons number density, $r_{11}$ is the photoionized gas number density; fixing the ionizing luminosity, a steeper $\Gamma_{\text{ion}}$ results in a smaller number of high-energy photons able to strip electrons from highly ionized Fe than for a flatter $\Gamma_{\text{ion}}$. This leads to larger best fit values measured for $\xi$ when using a steeper ionizing continuum. To show this dependence, we generated several Xstar absorber models using the same input for all the physical parameters, but different slopes $\Gamma_{\text{ion}}$. We then fitted the 2009 Long Look average spectra to each of these models, recording the best fit $\xi$ value measured for the highly ionized absorber responsible for the absorption features visible in Fig. [4] Results are plotted in Fig. [9] the systematic error on $\xi$ are very large, and even restricting the slope of the ionizing continuum to values typical of type 1 AGN, $1.8 < \Gamma_{\text{ion}} < 2.2$, gives a systematic uncertainty on $\xi$ of a factor of $\sim 30$. The vertical dotted line marks the best-fit measured $\Gamma$ for the 2009 Long Look spectra, along with its statistical (dashed lines) and systematic (continuous lines) errors that have been estimated considering the uncertainties of the power law normalization and of the ionized absorbers. The systematic uncertainty on $\xi^{\text{corr}}$ is in this case a factor of $\sim 6$. Just as a comparison with other literature results, we can roughly estimate the
kinetic luminosity $L_{\text{kin}}$ associated to the PG 1126-041 outflow as follows. We take the best estimate for $\xi^{\text{in}}$ from Fig. 9, considering the best-fit measured photon index $\Gamma = 2.15$ as the slope of the ionizing continuum; for the ionizing luminosity, we take the measured unabsorbed 2-10 keV luminosity listed in Table 1. Substituting the ratio of these two quantities to the product $r^n$ in Eq. (1) and using the best-fit outflow velocity, one can write

$$L_{\text{kin}} = \frac{1}{2} M_{\text{out}} v_{\text{out}}^2 \sim 3 \left( \frac{C_f}{0.2} \right) \left( \frac{F_V}{1.0} \right) \times 10^{43} \text{erg s}^{-1}$$

i.e., less than one hundredth of the bolometric luminosity of PG 1126-041.

The uncertainties on the physical quantities related to the outflow are huge, and the assumptions made to derive the expression for the mass outflow rate and kinetic luminosity are likely to be incorrect. The presence of the accretion disk breaks the spherical symmetry by itself; furthermore, the highly ionized absorber is observed to be variable over very short time scales: the geometrical and dynamical effects are most probably very important in accretion disk wind scenarios. For these reasons, it is very difficult to give a meaningful (i.e. with less than a couple of order of magnitudes uncertainty) estimate of the mass outflow rate and of its kinetic efficiency. Although one can not exactly assess the impact of the fast outflow of PG 1126-041 on its environment, we stress that its detection is statistically solid and model-independent.

Turning our attention to the larger scales, we note that at $E \lesssim 1.5$ keV the power law variability is smeared out by the presence of a soft constant component, and at $E < 1$ keV the highly ionized absorber opacity drops (see top panel of Fig. 5), so explaining the constant soft flux measured during the whole 2009 Long Look observation. As for the soft component, we modelled it as the direct continuum emission that escapes unabsorbed by a partially covering ionized gas. However, the low fraction of unabsorbed flux, $(1 - C_f) \sim 0.03$, could physically correspond also to a scattered component, that would be naturally associated to the presence of ionized gas along the line of sight. With the moderate pin spectral resolution it is not possible to distinguish among the different scenarios, and unfortunately PG 1126-041 is not detected by the RGS. However, we stress that the adopted modeling for the soft band constant component does not influence the absorbers nor the continuum physical parameters.

The PG 1126-041 X-ray variability over long time scales is dramatic, and is especially pronounced at energies $E \lesssim 6$ keV. The $f_{2,1}$ is observed to be variable up to 4.5 higher in the six months elapsed between the Dec. 2008 and the 2009 Long Look observations (Fig. 1). The moderately ionized absorber is detected in every XMM-Newton observation of PG 1126-041. Its column density is significantly varying between the minimum $N_{\text{H}_{\text{int}}} = 3 \times 10^{22}$ cm$^{-2}$ measured in the Dec. 2008 observation and the maximum $N_{\text{H}_{\text{int}}} = 1.4 \times 10^{23}$ cm$^{-2}$ measured in the 2009 Long Look observations. In fact, the moderately ionized absorber column density variations dominate the spectral variability observed on month time scales, together with amplitude variations of the intrinsic continuum up to a factor of two (Table 3). The ionization state of the moderately ionized absorber $\log \xi^{\text{int}} \sim 1.3 - 1.7$ is typical of the X-ray warm absorbers, however the measured column density are much higher than what is usually observed in warm absorbers (see e.g. McKerman et al. 2007).

A possible physical scenario is that of a UV line driven accretion disk wind as developed by Proga & Kallman (2004) and modeled by Sim et al. (2010). These authors computed the simulated X-ray spectra for a non-spherical, hydrodynamically accreting disk wind in an AGN with $M_{\text{bol}} = 10^8 M_\odot$, accreting with $\lambda = L/L_{\text{edd}} = 0.5$, i.e., with conditions not too different to those observed in PG 1126-041. The simulated spectra change significantly for different inclination angles and different snapshots of the flow, confirming both the non-spherical character and the highly dynamical behavior of the X-ray spectrum associated with such winds. The spectral signature of such flows includes both absorption and emission features. For example, the iron K band is shaped both by absorption by a highly ionized (Fe XXV, Fe XXVI) outflowing phase of the wind, and by emission and scattering off the highly ionized base of the flow, that produces a Compton bump that mimics a red-skewed iron K line. In the soft band ($E < 1$ keV), there are contributions by a blend of emission lines from elements such as C, O, Fe, and bremsstrahlung emission by the wind. From a dynamical point of view, the same model also predicts a flow component that qualitatively shows the same behavior of the highly ionized absorber. At intermediate inclination angles above the disk plane and above the “skin” of the fast wind, where the gas is most exposed to the X-ray ionizing source, recurrent instabilities with blobs (or “puffs”) of high density can develop. Some of these puffs quickly become overionized and fail to become part of the wind, while others can be able to be efficiently accelerated to velocities even higher than those of the fast wind, and well above the local escape velocity. This flow component would observationally be detectable in the X-ray spectra via large column density variations, and sporadic high velocity ejections, over short timescales, similar to what observed during the 2009 Long Look observation of PG 1126-041. This may suggest that radiation driven accretion disk wind models can account in a self-consistent way for most of the observed X-ray spectral features in the mini-BAL QSO PG 1126-041. Models for the X-ray spectra of accretion disk winds that can be fitted to real data are still under development, therefore we must confine ourselves to qualitative considerations. However, we note that in this scenario the radial flow assumption is invalid, and the mass outflow rate associated with the highly ionized phase is overall very different than in the spherical case.

The moderately ionized absorber, on the other hand, is not variable over short time scales but is strongly variable over time scales of months. Its observed variability is consistent with the scenario suggested to explain the variability of the UV absorption lines of the mini-BAL QSO HS 1603+3820 over rest-frame time scales of weeks and months (Misawa et al. 2007b, 2010). In this scenario the variability of the UV absorption lines is the result of fluctuations of the continuum, which is caused by a screen of clumpy, highly-ionized gas between the UV absorber and the continuum source. This clumpy screen has similar properties as the moderately ionized absorber we have found in PG 1126-041.

The observed optical-to-X-ray spectral index is found to be highly variable, following the moderately ionized absorber variability. Although $\alpha_{\text{ox}}$ never gets $< -2$, when compared with the expected $\alpha_{\text{ox}}(2500 \text{ Å})$ based on the UV continuum luminosity it is found that PG 1126-041 is observed to be Soft X-ray weak, $\Delta \alpha_{\text{ox}} = -(0.3 - 0.6)$ depending on the epoch of observation. After correcting for the intrinsic X-ray absorption, the source is still slightly X-ray weak, $\Delta \alpha_{\text{ox}}^\text{corr} = -(0.1 - 0.3)$. The observed $\alpha_{\text{ox}}$ variability driven by X-ray absorption variability is similar to what Ballo et al. (2008) observed in the mini-BAL QSO PG 1535+547. The 2-10 keV unabsorbed luminosity is still very low, $(L_{2-10}) = 2 \times 10^{43}$ erg s$^{-1}$, and compared with $L_{\text{bol}}$ gives a very high bolometric correction, $K_{\text{bol}} \sim 200$, that however still is compatible with the $K_{\text{bol}} = \alpha_{\text{ox}}$ relation as in Lusso et al. (2010).
9. Conclusions
Our XMM-Newton observational campaign on the mini-BAL QSO PG 1126-041 allowed us to characterize the complex high energy spectral behavior of the source with unprecedented sensitivity. We analyzed data for four different pointed observations that totally span 4.5 yr.

The most evident and model-independent result is the detection of high column densities of ionized gas along the line of sight, that contribute to the observed spectral variability of the highly ionized and moderately ionized phase on kilosecond and month time scales, respectively. In particular, the highly ionized absorber is found to be variable on very short (a few ks) time scales, suggesting an origin very close to the SMBH. Also the intrinsic X-ray continuum emission is observed to be variable in intensity, over both short and long time scales.

Overall our findings are qualitatively consistent with radiation-driven accretion disk wind models predictions, where one expects a high column density of X-ray absorbing gas shielding the portion of the wind that is accelerated by UV photons. The hot X-ray component of the wind is also expected to be highly variable with time in such a model. The mini-BAL appearance of the wind of PG 1126-041 is qualitatively consistent with an orientation effect, in which our line of sight and the plane of the accretion disk make a larger angle than when viewing classical BAL QSOs. We are looking at a narrower range of plane of the accretion disk make a larger angle than when viewing classical BAL QSOs. We are looking at a narrower range of...
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