Multiple-Point Mass Flux Measurement System Using Rayleigh Scattering
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[Abstract] A multiple-point Rayleigh scattering diagnostic is being developed to provide mass flux measurements in gas flows. Spectroscopic Rayleigh scattering is an established flow diagnostic that has the ability to provide simultaneous density, temperature, and velocity measurements. Rayleigh scattered light from a focused 18 Watt continuous-wave laser beam is directly imaged through a solid Fabry-Perot etalon onto a CCD detector which permits spectral analysis of the light. The spatial resolution of the measurements is governed by the locations of interference fringes, which can be changed by altering the etalon characteristics. A prototype system has been used to acquire data in a Mach 0.56 flow to demonstrate feasibility of using this system to provide mass flux measurements. Estimates of measurement uncertainty and recommendations for system improvements are presented.

Nomenclature

\[ A_f \] = amplitude of reference signal (CCD graylevels)
\[ A_R \] = amplitude of Rayleigh signal (CCD graylevels)
\[ a \] = most probable molecular speed (m s\(^{-1}\))
\[ B_q \] = amplitude of broadband light (CCD graylevels)
\[ c \] = speed of light in the air (≈ 2.998×10\(^{8}\) m\(^{-1}\))
\[ d \] = Fabry-Perot etalon thickness or plate spacing (m)
\[ E \] = incident electric field vector (V m\(^{-1}\))
\[ F \] = Fabry-Perot instrument function contrast
\[ f \] = focal length of a lens (m)
\[ f_C \] = collimating lens focal length (m)
\[ f_L \] = fringe forming lens focal length (m)
\[ G \] = gain factor representing ratio of photoelectrons to CCD output counts
\[ H_i \] = height of laser beam image (m)
\[ h \] = Planck’s constant (≈ 6.626×10\(^{-34}\) N m s)
\[ I_{FP} \] = Fabry-Perot instrument function
\[ K \] = interaction wave vector (m\(^{-1}\))
\[ K \] = magnitude of \( K \) (m\(^{-1}\))
\[ k_0 \] = incident light wave vector (m\(^{-1}\))
\[ k_s \] = scattered light wave vector (m\(^{-1}\))
\[ L \] = probe volume length (m)
\[ L_i \] = length of laser beam image (m)
\[ l_m \] = mean free path between molecular collisions (m)
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\[ m = \text{molecular mass (kg)} \]

\[ N_e = \text{effective etalon finesse} \]

\[ N_q = \text{photoelectron counts detected by } q^{th} \text{ pixel} \]

\[ N_R = \text{Rayleigh scattered photoelectrons collected into solid angle } \Omega \]

\[ n = \text{molecular number density (m}^{-3}\text{)} \]

\[ n_0 = \text{interference fringe order} \]

\[ P_0 = \text{power of incident laser beam (J s}^{-1}\text{)} \]

\[ p = \text{static pressure (N m}^{-2}\text{)} \]

\[ r = \text{radial position in image plane (m)} \]

\[ S_R = \text{normalized Rayleigh scattering spectrum} \]

\[ T = \text{static temperature (K)} \]

\[ u = \text{axial velocity component (m s}^{-1}\text{)} \]

\[ u_K = \text{measured velocity component along } K \text{ direction (m s}^{-1}\text{)} \]

\[ v = \text{velocity vector (m s}^{-1}\text{)} \]

\[ x = \text{horizontal position in image plane (m)} \]

\[ x_q = \text{horizontal position of the } q^{th} \text{ pixel center (m)} \]

\[ y = \text{vertical position in image plane (m)} \]

\[ y_q = \text{vertical position of } q^{th} \text{ pixel center (m)} \]

\[ y_R = \text{y-parameter} \]

\[ \beta = \text{angle between } E \text{ and scattering plane (rad)} \]

\[ \Delta t = \text{camera exposure time (s)} \]

\[ \varepsilon = \text{optical system efficiency factor} \]

\[ \varepsilon_p = \text{width of square CCD pixel (m)} \]

\[ \eta = \text{dynamic viscosity (N s m}^{-2}\text{)} \]

\[ \theta = \text{angle of the light ray passing through etalon (rad)} \]

\[ \kappa = \text{Boltzmann’s constant } (= 1.381 \times 10^{-23} \text{ J K}^{-1}) \]

\[ \Lambda = \text{wavelength corresponding to wave vector } K \text{ (m)} \]

\[ \lambda = \text{illumination wavelength (m)} \]

\[ \mu = \text{etalon cavity refractive index} \]

\[ \rho = \text{gas density (kg m}^{-3}\text{)} \]

\[ \frac{\partial \sigma}{\partial \Omega} = \text{differential scattering cross-section (m}^2\text{ sr}^{-1}) \]

\[ \nu = \text{frequency of scattered light (s}^{-1}\text{)} \]

\[ \nu_0 = \text{frequency of incident laser light (s}^{-1}\text{)} \]

\[ \chi = \text{scattering angle (rad)} \]

\[ \psi = \text{phase change between successive reflections in etalon} \]

\[ \Omega = \text{solid angle (sr)} \]

\textbf{I. Introduction}

Rayleigh scattering has been used in many different ways to provide non-intrusive density, velocity, and/or temperature measurements in various flow environments. Rayleigh scattering is the elastic scattering of light from molecules where the signal strength, Doppler frequency shift, and spectral linewidth of the scattered light provide measurements of density, velocity, and temperature, respectively. Since no energy exchange takes place between the photons and molecules, any laser frequency is applicable, although shorter wavelengths are typically desired since the scattering strength scales by \( \lambda^{-4} \). In a non-spectroscopic approach, Rayleigh scattering has been used to measure density and temperature in flames by a direct intensity measurement and applying the ideal gas law; however assumptions must be made about the local gas composition and pressure in this type of work. This non-spectroscopic approach requires that the molecular scattering cross-section not vary greatly in the flow and it is only applicable in clean, particle-free flows. One example of such work is an experiment in which two-point temperature measurements were made at a rate of 10 kHz in a turbulent non-premixed jet flame using a pulsed Nd:YAG laser.

Rayleigh techniques that take advantage of the spectral content of the scattered light to provide flow measurements do so in a variety of ways. Typical Rayleigh linewidths are on the order of 1 GHz; hence a very narrow linewidth laser (~5 MHz) and an extremely high resolution filter are required to resolve the spectrum. The most common
techniques involve either the use of atomic or molecular absorption filters (filtered Rayleigh scattering\textsuperscript{3,4}) or filters based on interference phenomena, such as the Fabry-Perot (FP) interferometer or etalon (interferometric Rayleigh scattering) to resolve the spectrum of the light. Atomic or molecular absorption filters that have a sharp edge and smooth transition between their minimum and maximum transmission are useful for measuring the frequency shifts and spectral linewidths typically encountered in molecular scattering experiments. Iodine vapor filters are often used because of their strong absorption features in the visible with transitions from strong absorption to full transmission for frequency ranges of \( \pm 1 \text{ GHz} \) (\( \pm 0.03 \text{ cm}^{-1} \)). Molecular filters are also useful for filtering laser light scattered from surfaces in Rayleigh scattering experiments in wind tunnels or other enclosed experiment chambers\textsuperscript{5}.

Interferometric Rayleigh scattering, which is the approach taken in this work, utilizes a Fabry-Perot etalon to resolve the Rayleigh lineshape. A Fabry-Perot etalon consists of two parallel planar reflective plates or surfaces and is typically used in the imaging mode (constant spacing between reflective surfaces) for interferometric Rayleigh scattering\textsuperscript{6}. An etalon may be air-spaced or consist of a solid transparent optical material. When light is imaged through the etalon an interference pattern results which is a function of the spectrum of the light convolved with the instrument function of the Fabry-Perot. The Fabry-Perot instrument function is the well-known Airy function. A model function utilizing a Rayleigh spectrum model and the Airy function is fit to the recorded interference pattern to provide flow measurements.

In previous work where time-averaged measurements were acquired using a CCD detector to record the interference pattern\textsuperscript{7} the Rayleigh signal was transmitted to the interferometer and detection equipment by an optical fiber. This allows the FP interferometer to be remotely located from the harsh environments commonly encountered in test facilities. This is critical when using an air-spaced etalon that does not have a rigid fixed spacing since vibrations can change the plate spacing and corrupt the spectral measurements. Using an optical fiber to collect the Rayleigh scattered light provides point-wise or spatially-averaged measurements over a finite distance (on the order of 1.0 mm) along a focused laser beam. Our research group at NASA Glenn Research Center has developed several fiber-coupled point-wise Rayleigh scattering measurement systems that are capable of acquiring data at high sampling rates using high quantum efficiency detectors\textsuperscript{8-10}. Although single-point time-resolved measurements are quite useful, there are many situations that would benefit from multiple-point measurements, especially if these can be acquired at high sampling rates. Spatially-resolved measurements have been obtained by imaging scattered light from a laser line or sheet directly through the etalon\textsuperscript{5,11,12}.

A spatially-resolved Rayleigh measurement approach is investigated in this paper to provide mass flux measurements along a line. The instrumentation under development is planned for use in the 15 cm x 15 cm supersonic wind tunnel at NASA Glenn Research Center. In order to provide spatially-resolved measurements using direct-imaging of the laser beam a solid Fabry-Perot etalon is used rather than the adjustable air-spaced FP interferometer used in previous work\textsuperscript{8-10} to avoid degradation of the signal due to vibration of the individual plates in the harsh environment of the facility. For this preliminary work at low data acquisition rates, a low read-noise CCD camera is used to record the image of an 18 Watt 532 nm laser beam filtered by the FP etalon. The 25 mm diameter solid fused silica etalon has a 9 GHz free spectral range (FSR) and finesse of about 30 (90% reflectivity coatings). This system will eventually be used to measure flows where shocks are present. The presence of shocks will affect the laser propagation direction, which will change the component of the velocity that is measured and may also move the laser beam out of the depth of focus of the imaging system. The effect of shocks on the measurement system will be analyzed in detail in future work.

II. Rayleigh Scattering and Fabry-Perot Interferometry

In molecular Rayleigh scattering an incident electric field interacts with an atom or a molecule inducing a dipole moment that oscillates and radiates at the frequency of the incident field. It is considered an elastic scattering process because the internal energy of the molecule is unchanged and the frequency of the light is changed only by the Doppler effect due to the thermal as well as the bulk motion of the molecules\textsuperscript{1}. The frequency spectrum of the scattered light contains information about the gas density, bulk velocity, and temperature. Figure 1 shows a Rayleigh scattering spectrum containing the narrow laser line and a typical Rayleigh spectral peak to illustrate how the flow property measurements are obtained from the spectral information. If the gas composition is fixed, the total intensity of the Rayleigh scattered light is directly proportional to the gas density. The frequency shift between the laser peak
and the Rayleigh peak is proportional to the bulk flow velocity. The width of the spectrum is related to the gas temperature.

The shape of the spectrum is dependent on gas pressure $p$ and temperature $T$, and the scattering angle $\chi_s$. A non-dimensional parameter $y_R$, which represents the ratio of the wavelength of the scattering grating $A = \frac{\lambda}{2 \sin \frac{\chi_s}{2}}$ to the mean free path between molecular collisions $l_m = \frac{a \eta}{m \kappa}$, is used to establish spectral shape regimes:

$$y_R = \frac{A}{2 \pi l_m} = \frac{p}{\eta Ka}$$

(1)

where

$$a = \sqrt{\frac{2kT}{m}}$$

(2)

The measured velocity component, $u_k$, is in the same direction as the interaction wave vector $K$, which is the bisector of the incident and scattered light wave vectors, $k_0$ and $k_s$, respectively (Fig. 2). The interaction wave vector and its magnitude $K$ are given by:

$$K = k_s - k_0$$

(3)

$$K = |K| = \frac{4\pi}{\lambda} \left[ \sin \frac{\chi_s}{2} \right]$$

(4)

The geometry of the optical arrangement in an experiment is designed such that the desired component of the velocity vector $v$ is measured:

$$u_k = \frac{K \cdot v}{K}$$

(5)
The spectrum of the Rayleigh scattered light is analyzed using a planar solid Fabry-Perot (FP) etalon (Fig. 3). A solid FP etalon consists of an optical material with parallel planar surfaces having a reflective coating. Maximum transmission occurs when the optical path-length difference (OPD) between each transmitted beam is equal to an integer multiple of the wavelength, or

$$OPD = 2\mu d \cos \theta = m_i \lambda$$

where \(m_i\) are integer values representing the order of interference. Maximum reflectivity or minimum transmission occurs when the OPD is equal to half of an odd multiple of the wavelength. By varying either the etalon thickness \((d)\), the index of refraction \((\mu)\) of the optical medium in the cavity between the reflective surfaces, or the angle of the light ray passing through the FP etalon \((\theta)\) transmission of different frequencies will occur and recreate the Rayleigh spectrum. When \(\theta\) is varied by imaging points off-axis the solid FP etalon is said to be operated in the static imaging mode. A lens at the etalon output images the light source at the image plane where a detector is located, as shown in Fig. 3. If the incoming light has a very narrow linewidth the imaged intensity pattern is essentially a delta function convolved with the Fabry-Perot instrument function, which is defined as:

$$I_{FP} = \frac{1}{1 + F \sin^2 \frac{\psi}{2}}$$

where \(F\) is the contrast:

$$F = \frac{1}{\sin^2 \frac{\pi}{2N_e}}$$

\(N_e\) is the effective etalon finesse and \(\psi\) is the phase change of the light between successive reflections

$$\psi = \frac{4\pi \mu d}{\lambda} \cos \theta$$

Figure 4 shows a typical fringe pattern when a planar single-frequency light source is imaged through the Fabry-Perot etalon. For spectrally broadened light, such as Rayleigh scattered light, the fringes broaden accordingly; the linewidth of the fringes provides a measure of temperature. The frequency shift of the light, which is associated with the bulk flow velocity, is determined by a spatial shift in the fringe positions in the image. In this work, the light source is molecular scattered light from a focused laser beam, which provides a linear interference pattern, such as that shown in Fig. 5. Flow measurements are obtained only where a fringe is located, which determines the spatial resolution of the measurements in the flow field. The locations of the fringes can be adjusted by changing the etalon thickness \(d\) and/or the medium refractive index \(\mu\). For a standard solid etalon, the thickness and refractive index can be adjusted by changing the etalon temperature. A method of controlling the fringe locations will be developed in future work.

Rayleigh scattered light is collected from a finite length \(L\) of the laser beam and imaged at the CCD detector. The expected number of Rayleigh photoelectron counts incident on the detector plane without the FP etalon in the optical path can be expressed as:

$$\langle N_R \rangle = \int_{\Delta \Omega} \frac{\epsilon P_0 n L \lambda \Delta \sigma \sin^2 \beta}{h c} \partial \Omega$$

where \(\epsilon\) is the overall system efficiency including detector quantum efficiency and other losses. With the interferometer in the optical path, the amount of energy, in terms of CCD gray level counts, collected on the \(q^{th}\) pixel
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of the detector centered at position \((x_q, y_q)\) including light scattered from gas molecules (Rayleigh scattering), stray scattered light at the laser frequency, and broadband background light is expressed as:

\[
\langle N_q \rangle = \frac{A_R}{\varepsilon_p^2} \int_{y_q - \varepsilon_p/2}^{y_q + \varepsilon_p/2} \int_{x_q - \varepsilon_p/2}^{x_q + \varepsilon_p/2} S_R(v, u_k) I_{FP}(v, x, y) dv \, dx \, dy + \frac{A_f}{\varepsilon_p^2} \int_{y_q - \varepsilon_p/2}^{y_q + \varepsilon_p/2} \int_{x_q - \varepsilon_p/2}^{x_q + \varepsilon_p/2} I_{FP}(v_0, x, y) dx \, dy + B_q \tag{11}
\]

where the amplitude of the Rayleigh scattered light is defined as:

\[
A_R = \left\langle N_R \right\rangle e_p^2 / (G_L H_I) \tag{12}
\]

The second and third terms in Eq. (11) are associated with scattered light at the laser frequency and background light, respectively. The Rayleigh spectrum \(S_R\) is evaluated using the TENTI S6 kinetic theory model\(^{13,14}\). The imaged fringe patterns are analyzed by maximum likelihood estimation (MLE) analysis using the model function described in Eq. (11) to extract the density and velocity information at multiple spatial points in the flow field simultaneously.

![Fig. 3 Basic optical arrangement for spectrally-analyzing a uniform light source using a solid Fabry-Perot etalon.](image3)

![Fig. 4 Concentric ring interference pattern from a planar single-frequency light source imaged through a Fabry-Perot etalon.](image4)

![Fig. 5 Rayleigh light scattering from a focused single-frequency laser beam imaged through a Fabry-Perot etalon.](image5)
III. Experiment

A. Rayleigh scattering mass flux measurement system

Figure 6 shows a diagram of the prototype mass flux measurement system arranged around a free jet equipped with a 10-mm diameter convergent nozzle. Since the measurement technique relies on having particle-free gas flow, a series of sub-micron filters were placed in line with the air plumbing to remove dust, oil and water from the air supply prior to entering the nozzle flow system. A Coherent Verdi 18 W continuous-wave 532-nm wavelength Nd:Vanadate laser with a 2.25-mm diameter output beam and 5 MHz linewidth provided the incident light for the system. The vertically-polarized laser beam was focused with a 250-mm focal length lens (L1) to a 75-μm 1/e² diameter at the probe volume. The beam was oriented at a 45° angle to the primary flow direction and light was collected at a 90° scattering angle. The incident and scattering wave vectors were arranged such that the axial component of the jet velocity \( u \) was measured, as indicated by the red \( \mathbf{K} \) vector in Fig. 6. A 4.3-mm length of the laser beam was imaged through the solid FP etalon onto the detector of a Princeton Instruments VersArray back-illuminated, scientific-grade CCD camera. A controlled amount of stray light scattered from surfaces was also imaged through the etalon to provide reference laser light in the acquired images. The presence of both incident laser light and Rayleigh scattered light in the image greatly reduced velocity measurement error due to assumptions about the laser frequency since this particular laser has short-term frequency drift of ±10 MHz that could potentially lead to ± 4 m/s velocity bias error. Two \( f/4 \) 200-mm focal length lenses (L2 & L3) provided 1:1 imaging of the laser beam at image plane 1 and a 100-mm focal length lens (L4) collimated the light collected from this intermediate laser beam image through the etalon. The 25-mm diameter etalon was made of fused silica with a refractive index of approximately 1.46. The etalon had 90% reflectivity coatings providing a reflective finesse of 30. The etalon was approximately 11.7-mm thick giving a FSR of 8.8 GHz. A Nikon \( f/4 \) 300-mm focal length lens focused the interference fringes at the detector of the CCD camera (image plane 2) providing a magnification factor of 2.85. The 512×512 imaging array had a 100% fill factor, 24×24-μm pixels, 16-bit dynamic range, high quantum efficiency, thermoelectric cooling and low-noise electronics. Images of the Rayleigh and reference laser light were acquired with 1 second exposure time to ensure that ample signal was obtained in this initial feasibility study; however, shorter exposure times are desired to provide instantaneous snapshots of the flow properties. The images contained 6 unequally-spaced concentric fringes across the 4.3-mm length of the laser beam, which provided 12 measurement points with an average spacing of 0.28-mm. The imaged region of the flow was not sufficient to sample the entire jet width in one shot; therefore, the jet was mounted on a single-axis translation stage so that the probe volume could be positioned at various radial locations in the jet plume. The probe volume was positioned axially at three jet diameters from the nozzle exit and was scanned at 1-mm increments across the flow to provide full radial profiles of the jet plume.

A sample image for a flow velocity of approximately 190 m/s is shown in Fig. 7. The full circular fringes are associated with reference laser light while the Rayleigh signal is only present along the image of the laser beam, which runs horizontally through the center of the fringe pattern. Vertical and horizontal line profiles are plotted illustrating the reference signal and the combined Rayleigh and reference signals, respectively. The amplitude of the reference signal varies across the image since no effort was made to provide a uniform source of reference light. The amplitude of the reference light varies between 16% and 27% of the total combined signal. MLE analysis of the interference pattern provides density and velocity measurements at each location where a fringe is present. The fringes are not equally spaced, but the measurements in a single image have an average spatial resolution of 0.28-mm, as set by the fringe spacing.
Fig. 6 Schematic of Rayleigh mass flux measurement system arranged to measure the axial velocity component of a free jet flow. The jet is mounted on a 1-axis translation stage to move the location of the probe volume in the flow.

Fig. 7 Typical Fabry-Perot interference fringe image acquired in this experiment. The probe volume was located in the jet core where the velocity was approximately 190 m/s. The vertical and horizontal line profiles illustrate the reference laser signal and the combined Rayleigh and reference signals, respectively.
B. Data analysis method

The reference laser fringes were analyzed by MLE to obtain more accurate etalon finesse and thickness values since the manufacturer quoted a range of values for these parameters. One other system parameter that required calibration was the optical system efficiency \( \varepsilon \). To estimate \( \varepsilon \), several images were acquired in the core of the flow where the static and stagnation pressure and stagnation temperature measurements could be used in the isentropic flow relations to estimate the flow properties. The efficiency factor was estimated from MLE by holding the jet flow parameters \((P, T, u)\) fixed at the isentropic values. After calibration, MLE analysis using the model function given in Eq. (11) was used to provide estimates of \( \rho \) and \( u \) from the Rayleigh signal, and \( A_f \) and the reference fringe radius from the reference signal that was superimposed on the Rayleigh fringe data. Only two adjacent lines of pixels were used in the analysis rather than all pixels spanning the height of the laser beam image because the intensity was not uniform across the entire height and would require additional calibration of the intensity profile of the imaged beam. Therefore, the height of each measurement volume was approximately 0.017-mm. The length of each measurement volume varied from 0.05-mm to 0.16-mm depending on fringe width. The simultaneous density and velocity measurements were used to calculate mass flux at the measurement locations. Although temperature estimates were not of interest in this work, the gas temperature affects the width and shape of the spectrum so it was necessary to provide a reasonable estimate of the temperature in the model function. Therefore, the temperature was estimated from the ambient pressure and the gas density estimated from the fringe data using the Ideal Gas Law.

Figure 8 shows a typical profile of interference fringes from this experiment where fringe 1 is the innermost fringe of the circular pattern and fringe 6 is the outermost fringe (only the left half of the fringe pattern is shown). The data is represented by the solid black line and the circular symbols represent the values of the fit to the data using MLE. Figure 9 shows the individual fringes plotted on different scales to better illustrate the goodness of the fits. The reference light is a sharp peak on top of the broader Rayleigh peak, which is denoted by a dashed line in the plots of Fig. 9. The amplitude of the reference light varies from about 6000 CCD counts at fringe 1 to 3000 CCD counts at fringe 6. Because the \( K \) vector is oriented in the negative axial direction the Rayleigh fringe radius shifts more toward the center of the fringe pattern as velocity increases; therefore the peaks of the Rayleigh fringe are slightly further to the right than the reference fringe peaks in Fig. 9. The model function does not seem to fit very well in the transition region between the Rayleigh and reference peaks. Effects such as flow turbulence and aperture broadening of the spectrum\(^7\) have not been taken into account in this analysis. Further work will be done to examine the reason for discrepancies between the data and fit values. Also note that each peak has the same spectral width (Full-Width-Half-Maximum (FWHM) \( \sim 1.77 \) GHz); however the number of pixels spanned by each fringe reduces as fringe order increases. This leads to coarser frequency resolution at higher fringe orders as shown by the fact that the FWHM of fringe 1 spans 19 pixels \((-93 \) MHz/pixel\)) while the FWHM of fringe 6 only spans 6 pixels \((-295 \) MHz/pixel\). As a result, the reference peak is not adequately resolved at fringes 5 and 6 where the narrow reference peak only spans approximately 1-2 pixels. A similar problem was encountered in the work of Ref. 12. It appears that the reference and Rayleigh peak locations and the shape of the Rayleigh peak are still recovered well enough in fringes 1-4 to provide reasonable velocity and density estimates for this initial feasibility study; however the accuracy of the velocities from fringes 5 and 6 are greatly reduced since the reference peak location have increased uncertainty.

![Fig. 8 Data and fit values for an image located in the jet core where the velocity is approximately 190 m/s. The data is represented by the solid black line. The fit values are shown as various colored round symbols. The different colored symbols are used to differentiate between fit values for each separate fringe.](image-url)
Fig. 9 (a-f) Individual fringe profiles showing the data (solid line) and fit values (solid circles) for each fringe from innermost (a) to outermost (f) fringes. The Rayleigh contribution, as determined by MLE, is shown as a dashed line in each plot. Note that although each peak has the same spectral linewidth (~ 1.77 GHz), the number of pixels spanned decreases as the fringe order increases. The narrow reference peak only spans approximately 1-2 pixels in fringes 5 and 6, which is not sufficient to accurately detect its location.
IV. Results and Recommendations

A. Flow mapping and image quality issues

A Mach 0.56 air flow issuing from a convergent nozzle flow system was used as an initial validation experiment to demonstrate feasibility of a direct imaging Rayleigh system for mass flux measurements. The probe volume was scanned radially ±10 mm on either side of the jet axis at 1-mm increments. The acquired images contained six circular fringes which provided twelve measurement locations across the 4.3-mm imaged length of the laser beam. Unfortunately, a significant portion of the images appeared to be “blurred” as observed in a typical image shown in Fig. 10. The figure shows the centermost fringe where the blurring is most noticeable. The right and bottom regions of the image are not as sharp as the top and left regions of the image. Upon further investigation the source of the problem was determined to be an uneven reflectivity coating on the etalon rather than an out-of-focus issue. The regions of the etalon that produce wider fringes have a lower reflectivity, and hence a lower finesse value, than the regions producing sharp narrow fringes. The wider fringes bring about increased uncertainty in the velocity measurements since it is more difficult to accurately determine the locations of the reference and Rayleigh peaks. Therefore results are only presented for the six fringes on the left side of the images where sharp narrow fringes were recorded. Fig. 11 shows a map of the measurement locations showing the six fringe locations at each station in the radial scan. The laser beam propagation is shown for the first probe location in the radial scan. The nozzle location relative to the probe volume locations is shown for reference.

B. Measurements in a Mach 0.56 jet plume

Velocity profiles at the axial locations noted for the six fringes analyzed in this experiment are shown in Fig. 12 along with a dash-dot line indicating the jet exit velocity calculated using isentropic relations. Since the probe volume is located close to the end of the potential jet core the flow exhibits a more parabolic-shaped profile rather than a top-hat profile. The two innermost fringes which have the most number of pixels spanning the width of the fringe provide the most accurate results. The subsequent fringes get narrower as fringe order increases resulting in reduced pixel resolution across the fringe width and less accurate velocity estimates. The accuracy of the velocity estimates from the higher order fringes could be improved by using a CCD detector that could provide higher spatial resolution. Ideally the FWHM of the instrument function should span 3 or more pixels to provide sufficient resolution for identifying the reference peak location. Figure 13 shows the density profiles from this experiment.

Fig. 10 Sample interference fringe image demonstrating wider fringes in the right and lower regions of the image due to finesse variations across the etalon.

Fig. 11 Map of the measurement locations in the radial scan of the flow field.

Fig. 12 Velocity profiles along the jet plume.
along with the corresponding jet exit density and the ambient density, indicated by the black and blue dash-dot lines, respectively. The accuracy of the density estimates from the outermost fringe (fringe 6) is very poor at a few points in the profile. This could be due to a lack of pixel resolution across the fringe or to very fine particles present at those specific measurement locations. When a particle enters the probe volume it only affects the fringe that images the location in the flow where the particle is present. Therefore it is possible that only a single fringe in an image was affected by a passing particle. The particle would increase the signal strength and make it appear that the gas density is much higher than it actually is. The density profiles in Fig. 13 are asymmetric about the jet axis. The position of the jet hardware was translated radially in order to acquire these profiles. As the jet hardware approached the collection optics the hardware intersected the collection cone, blocking some of the scattered light. This produces artificially low density estimates on the right side of the flow profile. If this occurrence cannot be avoided then a varying efficiency factor must be evaluated to account for the reduced light collection. Figure 14 shows the mass flux profiles that were evaluated by taking the product of the Rayleigh velocity and density measurements. The jet exit mass flux is shown by the dash-dot line for reference. The accuracy of the mass flux measurements is limited by the accuracy with which the velocity and density measurements can be obtained.

### Fig. 12 Radial profiles of the axial velocity component in a Mach 0.56 flow. Each profile is associated with a specific fringe in the interference pattern. The profiles are located between 28.5 and 29.6 mm downstream of the nozzle exit. The jet exit velocity is indicated by the dash-dot line.

### Fig. 13 Radial profiles of gas density in a Mach 0.56 flow for axial locations of 28.5 to 29.6 mm downstream of the nozzle exit. The jet exit and ambient density values are indicated by the black and blue dash-dot lines, respectively.

### Fig. 14 Radial profile of mass flux calculated from the velocity and density measurements presented in Figs. 12 and 13. The jet exit mass flux is indicated by the dash-dot line.
C. Uncertainty analysis

A Cramer-Rao lower bound (CRLB) analysis\textsuperscript{15,16} was used to determine the uncertainty in the density and velocity estimates by means of a sensitivity analysis of the model function to small changes in these flow parameters. The CRLB gives the absolute lowest possible variance in the measurements assuming that the only noise is the electronic shot noise in the detection system. The density uncertainty is mostly affected by the Rayleigh signal strength. Since the Rayleigh signal strength does not vary greatly across the flow the uncertainty does not change very much. The density uncertainty was calculated to be on the order of 0.35% except when the signal was attenuated by the nozzle hardware. The CRLB estimates were used to put error bars on the velocity and mass flux measurements in Figs. 15 and 16, respectively, to show the variation in uncertainty between the innermost and outermost fringes. The uncertainty in the velocity estimates, and hence also the mass flux estimates is much greater for the narrower higher order fringe (fringe 6) due to reduced frequency-per-pixel resolution. Figure 17 shows the velocity uncertainty for Mach 0.56 flow conditions as a function of frequency-per-pixel resolution, where the resolution becomes coarser with increasing fringe order. This figure clearly illustrates an increase in measurement uncertainty as frequency resolution gets coarser since the reference peak cannot be detected as accurately. It is not clear why there is a slight decrease in measurement uncertainty from 250 MHz/pixel to 300 MHz/pixel; however this is consistent with the velocity results shown in Fig. 12 where the 5th fringe, which has 250 MHz/pixel resolution, exhibits worse measurement accuracy than the 6th fringe, which has 300 MHz/pixel resolution.

CRLB analysis was also used to evaluate the velocity measurement uncertainty as a function of total signal level (Fig. 18), reference signal amplitude (Fig. 19) and velocity magnitude (Fig. 20). Figure 18 shows that uncertainty decreases as the total signal strength increases since the signal-to-noise ratio increases. As the signal strength approaches the noise level (~700 CCD graylevels in this case) the uncertainty increases significantly. Figure 19 shows that increasing the reference signal amplitude while holding the Rayleigh signal amplitude constant and assuming that the reference fringe radius is known causes the measurement uncertainty to increase. The large jump in uncertainty between having no reference light and a very small amount of reference light (50 CCD graylevels) indicates that the presence of stray laser light degrades the quality of the Rayleigh signal; however without the reference signal the reference fringe radius would not be known to high accuracy, which would increase the uncertainty of the velocity measurements perhaps more than the increase due to added noise from the stray laser light. Figure 20 demonstrates that as velocity magnitude increases the measurement uncertainty decreases. This is expected since the reference and Rayleigh peak become separated by a greater amount making the individual peaks easier to discern.

![Fig. 15 Axial velocity profiles based on measurements from the innermost (fringe 1) and outermost (fringe 6) fringes in the interference pattern demonstrating the much greater measurement uncertainty (error bars) in the data from fringe 6.](image1)

![Fig. 16 Mass flux profiles based on measurements from the innermost (fringe 1) and outermost (fringe 6) fringes in the interference pattern demonstrating the measurement uncertainty (error bars) based on the combined uncertainty in both density and velocity measurements used to calculate mass flux.](image2)
Fig. 17  Velocity uncertainty as a function of frequency resolution in terms of MHz/pixel where the innermost fringe has the finest resolution and the outermost fringe as the coarsest resolution.

Fig. 18  Velocity uncertainty as a function of total signal amplitude \((A_f + A_R)\) based on measurements from the innermost fringe. The ratio of reference signal to Rayleigh signal \((A_f/A_R)\) was maintained at 0.375.

Fig. 19  Velocity uncertainty as a function of reference signal amplitude based on measurements from the innermost fringe. The Rayleigh signal amplitude was held fixed at \(A_R = 16000\), which was the approximate value in the experiments, and the reference fringe radius was held fixed at 1.86-mm.

Fig. 20  Velocity uncertainty as a function of velocity magnitude based on measurements for the innermost fringe. The Rayleigh and reference signal amplitudes were maintained at \(A_f = 6000\) and \(A_R = 16000\), which were typical in these experiments.

V. Conclusions and Future Work

A Rayleigh scattering mass flux measurement technique has been developed using a solid etalon and direct imaging of a laser beam in the gas flow to provide multiple simultaneous measurement locations in the flow field. A Mach 0.56 free jet plume was studied to demonstrate feasibility of this technique. The low fringe orders where the fringe width was sufficiently sampled by the detector had good measurement accuracy, whereas the higher fringe orders
with poor frequency resolution across the fringe width had poor measurement accuracy. The accuracy will be improved in the future by using a detector that can provide better spatial resolution across the fringe pattern. Ideally the detection system should provide a minimum of 3 pixels across the FWHM of the instrument function and at least 8 pixels across the FWHM of the Rayleigh fringe at any fringe location in the system to provide velocity, and hence mass flux measurements with acceptable accuracy. Several system improvements will be made in the future, including a new FP etalon that has a better quality reflectivity coating since unacceptable variations in the coating reflectivity were observed in the current etalon.

The next phase of this work involves installing the Rayleigh measurement system in the 15×15 cm supersonic wind tunnel at NASA GRC to provide mass flux measurements. There are many anticipated technical challenges for that system integration, including the challenge of making measurements in the presence of shocks where the laser beam is refracted due to the sharp change in refractive index in the flow field, as well as the challenges associated with making optical measurements in an enclosed chamber. There will be image distortion issues related to imaging through the test section windows and stray light issues from the laser light scattered from the reflective tunnel walls. The next phase will be much more challenging than the current work where a low-speed flow in an open area was studied.

Plans for future work also include the development of a method to change the fringe locations rapidly to map out the measurement region with even higher spatial resolution. For a standard glass etalon the optical properties can be adjusted by changing the etalon temperature; hence changing the order of the interference pattern and the physical fringe locations. Temperature control of the etalon provides a slow time-response spatial scanning method for the etalon system. Liquid crystal Fabry-Perot (LCFP) etalons are now available in which the optical properties are changed by adjusting the voltage applied to the liquid crystal interface. A LCFP etalon with similar properties to the solid etalon is in production and will be characterized for use in this work when it arrives from the manufacturer. The LCFP etalon will allow Rayleigh measurements to be acquired at varying spatial locations across the image of the laser beam over a very short time period by rapidly scanning the voltage applied to the liquid crystal interface.
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