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Abstract

Recent drastic reduction of the older perennial sea ice in the Arctic Ocean has resulted in a vast expansion of younger and saltier seasonal sea ice. This increase in the salinity of the overall ice cover could impact tropospheric chemical processes. Springtime perennial ice extent in 2008 and 2009 broke the half-century record minimum in 2007 by about one million km$^2$. In both years seasonal ice was dominant across the Beaufort Sea extending to the Amundsen Gulf, where significant field and satellite observations of sea ice, temperature, and atmospheric chemicals have been made. Measurements at the site of the Canadian Coast Guard Ship Amundsen ice breaker in the Amundsen Gulf showed events of increased bromine monoxide (BrO), coupled with decreases of ozone (O$_3$) and gaseous elemental mercury (GEM), during cold periods in March 2008. The timing of the main event of BrO, O$_3$, and GEM changes was found to be consistent with BrO observed by satellites over an extensive area around the site. Furthermore, satellite sensors detected a doubling of atmospheric BrO in a vortex associated with a spiral rising air pattern. In spring 2009, excessive and widespread bromine explosions occurred in the same region while the regional air temperature was low and the extent of perennial ice was significantly reduced compared to the case in 2008. Using satellite observations together with a Rising-Air-Parcel model, we discover a topographic control on BrO distribution such that the Alaskan North Slope and the Canadian Shield region were exposed to elevated BrO, whereas the surrounding mountains isolated the Alaskan interior from bromine intrusion.
1. Introduction

Arctic sea ice in late summer or early fall has recently undergone a drastic reduction in its total extent, far exceeding the worst-case projections by climate models reported in the Intergovernmental Panel on Climate Change Fourth Assessment Report [Stroeve et al., 2007; Allison et al., 2009]. More important than the minimum total sea ice extent in summer, the changing composition of Arctic sea ice classes in late winter and spring plays a major role in tropospheric photochemical processes during polar sunrise at higher latitudes [Simpson et al., 2007b]. This study addresses changes in tropospheric chemistry as well as the oxidizing capacity of the lower troposphere and related environmental impacts associated with the observed changing sea ice composition.

As a result of the large loss of perennial sea ice, the overall composition of springtime Arctic sea ice cover has changed in recent years, becoming dominated by younger and thinner seasonal sea ice [Nghiem et al., 2007]. The latter consists of sea ice with a more briny surface, together with more refrozen leads, polynyas, and frost flowers. The salinity and surface conditions of these sea ice types may affect the release of molecular bromine and bromine chloride [Foster et al., 2001; Huff and Abbatt, 2002]. These molecules are easily photolyzed by sunlight leading to the production of atomic bromine and chlorine, which participates in a catalytic cycle removing ozone (O₃) [Barrie et al., 1988; Fan and Jacob, 1992, Foster et al., 2001, Simpson et al., 2007b] and gaseous element mercury (GEM) [Schroeder et al., 1998, Steffen et al., 2008]. Because mercury is toxic, deposition of GEM oxidation products can have significant impacts on the Arctic biosphere and its biogeochemistry [Fishman, 1991; Lu et al., 2001; Steffen et al., 2008, Stephens et al., 2011]. GEM depletion may enhance Arctic mercury deposition affecting the health of people and wildlife [AMAP/UNEP, 2008]. Increasing scientific knowledge of mercury
processes is important to the intergovernmental negotiation for global action on mercury to protect human health and the environment [UNEP, 2011].

With measurements from multiple, coordinated research projects during the International Polar Year (IPY), including the Circumpolar Flaw Lead (CFL) System Study, the Ocean Atmosphere Sea Ice Snowpack (OASIS) campaign, and the State of Arctic Sea Ice Cover project, the present study employs a unique combination of surface based and satellite borne measurements to examine the Arctic sea ice change and its impacts on photochemical processes across the Alaskan and the adjacent Canadian Arctic sea ice sector during the polar sunrise periods in 2008 and in 2009. Summarized with the chart in Figure 1, this effort aims, in the spirit of IPY, to examine in an integrated manner the relationships between photochemical processes, transport, and distribution in a changing Arctic, especially in view of the drastic reduction of perennial sea ice that has resulted in a predominance of the younger and saltier seasonal sea ice in the last decade. Chemical measurements of bromine, ozone, and mercury data were obtained from field campaigns and from satellite sensors for both surface and vertical column observations. To investigate chemical sources and subsequent processes, necessary environmental data characterizing sea ice, snow, frost flowers, leads, and their dynamic and thermodynamic change and distribution were collected with field measurements and multiple satellite observations. Atmospheric data, including horizontal wind field and vertical motion (omega field characterizing ascending and descending air masses) under variable conditions of atmospheric pressure and temperature, were used to examine the chemical transport and distribution.
2. Arctic Conditions during the Spring Transition in 2008

While the 2007 record minimum of total sea ice extent in summer has been widely reported [Maslanik et al., 2007; Perovich et al., 2008; Richter-Menge et al., 2008], the impact of sea ice composition in terms of partitioning between perennial and seasonal ice within the total ice extent in springtime, relevant to photochemically induced catalytic processes, involving BrO, O3, and GEM, has not been considered previously. In March, the perennial ice extent in 2008 shattered the 50-year record set in 2007 by one million km$^2$, i.e. about half of the surface area of Greenland, as observed from a comparison of the perennial ice extent in 2008 (Figure 2) and in 2007 and earlier years [Nghiem et al., 2007].

Figure 2a presents the synoptic state of Arctic sea ice on 15 March 2008. This is a new composite product for sea ice mapping, which utilizes the capability of QuikSCAT (QS) scatterometer data for automatic ice identification on large scales, together with high-resolution features identified from synthetic aperture radar (SAR) data acquired by the European Space Agency’s Envisat Advanced SAR (ASAR). The sea ice cover is dominated by seasonal ice having an extent of 8.9 ± 0.2 million km$^2$, about 3.4 times the extent of perennial ice (excluding mixed ice). The boundary of seasonal ice in Figure 2 had already migrated across the North Pole towards Canada before the end of February 2008 due to wind forcing for the first time as observed in the history of sea ice charting at the U.S. National Ice Center, which began in the 1970s. In the sector from the Beaufort Sea to the Amundsen Gulf (BSAG), seasonal ice occupied a vast expanse from the coastline northward.

Seasonal sea ice is much more saline than perennial ice, which is desalinated by gravity drainage of the surface melt water during summer [Weeks and Ackley, 1982]. The salinity depth profile in seasonal ice has a characteristic C shape with higher salinity near the snow-ice and the
ice-water interfaces and lower salinity in the internal section [Weeks and Ackley, 1982]. In the basal snow layer overlying the sea ice interface, the salinity is characteristically high, as much as 10 psu or higher, as a result of brine wicked up from the underlying sea ice through brine channels. However, the salinity rapidly decreases toward the snow surface as more fresh snow accumulates. This is the typical salinity profile of the snow cover on Arctic sea ice with the upper fresh snow burying the basal saline snow adjacent to the sea ice interface [Barber et al., 1995].

In-situ measurements from a field campaign, which took place in March 2008 as part of the International Polar Year (IPY) Circumpolar Flaw Lead (CFL) System Study [Barber et al., 2010], showed that salinity was in the range of 1-20 psu in 1-5 cm of the basal snow, which was buried under 5-40 cm of mostly fresh snow (0-1 psu, with 0 psu in the top layer in most cases) on the sea ice in the Amundsen Gulf [Chaulk et al., 2011]. This observation is in agreement with previous measurements showing that the high salinity is confined to the basal layer underneath the fresh snow in the upper layer, e.g., from the Seasonal Sea Ice Monitoring and Modelling field campaign [Barber and Nghiem, 1999] and from a field investigation of bromoform (CHBr₃) in the Arctic atmospheric bromine budget [Sturges et al., 1997].

Sea ice deformation was particularly strong in the winter and spring of 2008. The sea ice cover was ravaged and broken into small floes, even in perennial ice areas seen as a composition of fragmented pieces (see inside the white circle in Figure 2a). Daily QS sea ice maps for February-March 2008 indicate that the perennial ice pack, which had abutted the west coast of Banks Island in early February, was detached and diverted westward. This ice divergence created numerous open water areas (leads, polynyas) in BSAG where new thin ice and frost flowers formed highly saline surfaces.
Figure 2b, a high-resolution RADARSAT SAR image from 16 March 2008, shows that many leads are elongated. In an ice divergence area, because frost flowers are associated with strong radar backscatter [Nghiem et al., 1997a], bright features in leads, such as the bright elongated feature in the ellipse in Figure 2b, indicate the presence of frost flowers. A lead without frost flowers would have low backscatter [Nghiem et al., 1995]. Figure 2c shows an example of needle-shaped frost flowers observed in a lead in the Amundsen Gulf during the IPY CFL field campaign in March 2008. The needle-shape indicates that they formed under very cold conditions [Martin et al., 1995, 1996; Perovich and Richter-Menge, 1994], such as those associated with the rapid growth of new sea ice in leads. The sea ice growth rate doubles when air temperature decreases from –18°C to –30°C [Wakatsuchi and Ono, 1983; Nghiem et al., 1997b]. At colder air temperatures, frost flowers have a higher salinity [Martin et al., 1996]. In summary, thin saline sea ice rapidly forms in leads and establishes a substrate upon which frost flowers grow, wick up brine, and further increase the surface salinity. CFL field measurements in early and late March 2008 showed that frost flower salinities were in the range of 110-140 psu, or about four times the salinity of the underlying Arctic seawater.

In March 2008, the BSAG sector was often colder than average for this month. Surface air temperature (SAT) data from the National Centers for Environment Prediction (NCEP) [Kalnay et al., 1996] show a negative anomaly of about 4°C in March 2008, below the 1948-2008 average. Satellite ice surface temperature (IST) derived from the NASA Moderate Resolution Imaging Spectroradiometer (MODIS) [Hall et al., 2004] was particularly low in the CFL area (Figure 2) during 12-19 March 2008. Daily IST, averaged over the area within 69-74°N and 120-150°W in BSAG, ranged from –29.2°C to –19.2°C with the lowest value observed on 17th March (top panel in Figure 3). These low temperatures are consistent with buoy data (top panel
in Figure 3) from the International Arctic Buoy Programme [Rigor et al., 2000], including Buoy 66276 (72.9°N, 128.9°W, west of Banks Island) and Buoy 05314 (73°N, 144.2°W, farther west in the Beaufort Sea). These low temperatures would induce the formation of a saltier ice surface and conditions, including a stable boundary layer, conducive to triggering a bromine explosion [Wennberg, 1999; Tarasick and Bottenheim, 2002; Kaleschke et al., 2004; Sander et al., 2006].

3. Potential Sources for BrO Enhancement and O₃ and GEM Depletions

The oceanic biosphere releases a variety of organic halogen-containing species, which enter the planetary boundary layer and eventually release halogens. However, these organohalogens are not rapidly photolyzed by natural sunlight, react slowly and sufficiently with oxidizing agents such as OH, and hence are not believed to play a major role in the production of molecular halogen species such as molecular bromine and bromochlorine. Rather, the inorganic acid-catalysed equilibria between halides and hypohalites in the surface ice result in the formation of molecular halogens and interhalogens, which are then emitted [Huff and Abbatt, 2002; Abbatt et al., 2010]. These reactions have been identified as a strong source of atmospheric bromine at high latitudes. Although much progress has been made, the details of the physical-chemical mechanism releasing bromine from sea salt to the gas phase remain controversial [Simpson et al., 2007a]. Here, we discuss several potential bromine sources given the snow and sea ice observations presented in the above section.

The reactions on the cold saline surfaces of frost flowers and/or the resulting cold saline aerosol have been proposed as playing a key role in triggering and releasing bromine [Hall and Wolff, 1998; Rankin et al., 2002; Kaleschke et al., 2004; Jacobi et al., 2006; Sander et al., 2006; Simpson et al., 2007a]. It is known that these reactions are acid catalyzed [Huff and Abbatt, 2002], a condition that is fulfilled at low temperature by precipitation of carbonates and other
salts, hence reducing buffering [Sander et al., 2006; Sander and Morin, 2009; Dieckman et al., 2010].

Frost flowers were observed in BSAG during the CFL field campaign (Figure 2). Along the ship track of the TARA [DAMOCLES, 2009], Bottenheim et al. [2009] observed tropospheric ozone depletion episodes (ODEs) at large distances downwind from the Siberian coast where large flaw leads and gigantic polynyas formed, having extensive frost-flower cover in the spring of 2007. However, direct evidence of bromine release is sparse due to difficulties in making chemical observations near frost flowers [Simpson et al., 2007a]. Frost flowers are hypothesized to be an indirect source of reactive bromine by producing cold highly saline aerosols.

The presence of BrO at high altitudes would require recycling on lofted aerosol [Kaleschke et al., 2004; Sander et al., 2006; Simpson et al., 2007a; Begoin et al., 2010], which could also enhance bromine by scavenging hydrogen bromide (HBr). Given the large seasonal sea ice extent in BSAG, many leads were created by the ice dynamics (Figure 2). A possible lofting mechanism is the buoyant convection that forms plumes emanating from leads [Glendening, 1995; Alam and Curry, 1995; Pinto and Curry, 1995; Pinto et al., 1995; Burk et al., 1997; McElroy et al., 1999; Zulauf and Krueger, 2003]. Observations of convective plumes over leads indicate that lead-generated clouds can penetrate a wintertime inversion of up to 4 km in height and persist for 250 km downwind [Schnell et al., 1989]. High concentrations of mercury have been observed near Arctic leads that had convective plumes [Douglas et al., 2005], indicating potential mercury deposition from mercury depletion events (MDEs). Current atmospheric chemical models have not fully incorporated plumes and thus miss these effects.

The snow cover over the large extent of seasonal sea ice in BSAG (Figure 2) can be a potentially important factor impacting bromine processes. Based on a higher correlation of BrO
with seasonal ice contact compared to that of potential frost flower contact, Simpson et al. [2007b] note that snow contaminated with sea salts on first-year sea ice is a more probable bromine source than are frost flowers. However, there is a large uncertainty in such analysis because of the use of satellite passive microwave data, which suffer from land contamination especially in coastal regions and have limited capability due to their low spatial resolution.

Using mean snow salinity in a model developed for Antarctic conditions, Yang et al. [2008] suggested snow cover on sea ice could be a potential source of bromine release, with aerosol production from blowing snow being more than an order of magnitude greater than that from the open ocean. However, unlike the salinity distribution in snow due to heavy snow loading and flooding on Antarctic sea ice, the salinity in Arctic snow mainly resides in the basal snow layer while the upper snow cover primarily consists of freshwater snow, as was also observed by snow measurements during CFL. If a mean value of snow salinity is used in lieu of a salinity profile, the modeled distribution of salinity is in effect constant throughout the snow layer. This is not representative of the typical snow salinity profile on Arctic sea ice, and it artificially redistributes a significant amount of salinity from the basal snow to the top snow cover surface.

Sea spray can be a mechanism that deposits sea salt on snow-covered sea ice. In the Laptev Sea to the east of the Taymyr Peninsula in spring 2007, strong winds created a giant polynya as large in area as Austria. This extensive polynya endured a rough sea state with gale-force winds (17-20 m/s in the Beaufort scale) that may have transported sea salt to the snow-covered surface of sea ice [Bottenheim et al., 2009]. Similar strong winds over large leads produce sea sprays and distribute sea salt to the adjacent sea ice, or in the case of coastal leads, to land. However, this mechanism requires both high winds and a large expanse of open water for the development of a high sea state, and such conditions were not observed over BSAG.
While the precise origins of bromine sources remain unresolved and require further investigation, a common denominator is that a saltier environment resulting in cold brine should lead to more bromine explosions. In this regard, the increased prevalence of salty seasonal sea ice across the Arctic enhances the potential sources of cold brine and thus facilitates the process of extensive bromine release.

4. Photochemical Processes

As outlined above, the photochemically labile species, Br₂ and BrCl are released through complex multiphase reactions. In springtime, gaseous Br₂ is rapidly photo-dissociated into Br atoms, which participate in cycles catalytically destroying O₃ and oxidizing GEM with the Br atoms being regenerated in excess in this autocatalytic process. HOBr produced in a termination step deposits to saline surfaces, generating Br₂ which evolves to the gas phase, in the process providing twice as many Br atoms back to the gas phase, and hence the term “bromine explosion” evolved to describe this behavior [Wennberg, 1999]. Details of these chemical processes can be found in the literature [e.g., Fan and Jacob, 1992; Kaleschke et al., 2004; Sander et al.; 2006, ; Simpson et al., 2007a; Piot and von Glasow, 2008], and the two most important cycles, which require sunlight (hv), are summarized as follows:

Cycle 1:

\[
\begin{align*}
\text{Br}_2 + h\nu & \rightarrow \text{Br} + \text{Br} \quad (1) \\
2(\text{Br} + \text{O}_3 & \rightarrow \text{BrO} + \text{O}_2) \quad (2) \\
2[\text{BrO} + \text{HO}_2 & \rightarrow \text{HOBr(g)} + \text{O}_2] \quad (3) \\
2[\text{HOBr(g)} & \rightarrow \text{HOBr(l)}] \quad (4) \\
2[\text{HOBr(l)} + \text{HBr(l)} & \rightarrow \text{H}_2\text{O(l)} + \text{Br}_2(g)] \quad (5)
\end{align*}
\]
Net: $2\text{HO}_2 + 2\text{HBr} + 2\text{O}_3 + \text{hv} \rightarrow 2\text{H}_2\text{O} + \text{Br}_2 + 4\text{O}_2$

**Cycle 2:**

\[
\begin{align*}
\text{BrCl} + \text{hv} & \rightarrow \text{Cl} + \text{Br} \\
\text{Br} + \text{O}_3 & \rightarrow \text{BrO} + \text{O}_2 \\
\text{Cl} + \text{O}_3 & \rightarrow \text{ClO} + \text{O}_2 \\
\text{BrO} + \text{HO}_2 & \rightarrow \text{HOBr}(g) + \text{O}_2 \\
\text{ClO} + \text{HO}_2 & \rightarrow \text{HOCl}(g) + \text{O}_2 \\
\text{HOBr}(g) & \rightarrow \text{HOBr}(l) \\
\text{HOBr}(l) + \text{HCl}(l) & \rightarrow \text{H}_2\text{O}(l) + \text{BrCl}(g)
\end{align*}
\]

**Net:** $2\text{HO}_2 + \text{HCl}(l) + 2\text{O}_3 + \text{hv} \rightarrow \text{H}_2\text{O} + \text{HOCl}(g) + 4\text{O}_2$

Note that the effective equilibria (5) and (9) are complex themselves:

\[
\begin{align*}
\text{H}^+ + \text{Cl}^- + \text{HOBr}(l) & \rightarrow \text{H}_2\text{O} + \text{BrCl}(l) \\
\text{BrCl}(l) & \rightarrow \text{BrCl}(g) \\
\text{BrCl} + \text{Br}^- & \rightarrow \text{Br}_2\text{Cl}^- \\
\text{Br}_2\text{Cl}^- & \rightarrow \text{Br}_2 + \text{Cl}^-
\end{align*}
\]

**Net:** $\text{H}^+ + \text{Br}^-/\text{Cl}^- + \text{HOBr} \rightarrow \text{H}_2\text{O} + \text{Br}_2/\text{BrCl}$

Both cycles (1) and (2) require a source of H atoms such as the free radical HO₂. Cycle 1 destroys O₃ and is autocatalytic in that it releases one additional Br atom to the gas phase per cycle. This increases the concentration of the chain carrier Br atoms and as a result, also increases the rate of removal of O₃ by reaction (2). Cycle 2 also destroys O₃ but the rate of O₃
destruction is dependent on the concentration of the chain carriers Cl-atoms and Br atoms. The former unlike the latter react in the atmosphere with CH₄, thus terminating the chain reaction. The chain length for cycle (2) is therefore likely to be shorter than that for Cycle 1. Cycle 1 and Cycle 2 can be named bromine explosion and Br-catalyzed chloride oxidation reactions.

The liquid phase reactions (5) and (9) consume acidity. Sander et al. [2006] proposed that the triggering of these reactions could result from the change of ionic concentration in the brine by the precipitation of ikaite (CaCO₃·6H₂O) at −2.2 °C, mirabilite (Na₂SO₄·10H₂O) at −8.2°C and hydrohalite (NaCl·2H₂O), by the acid-catalyzed equilibria, and by the temperature dependences of the equilibrium reactions in the above scheme. Dieckmann et al. [2010] reported observations of calcium carbonate crystals in Arctic sea ice and the polymorphic form of ikaite. Rysgaard et al. [2011] indicate that the ikaite component of the calcium carbonate cycle may also be important in overall air-surface CO₂ fluxes.

Correlated with O₃ depletion, GEM depletion also occurs in a similar rapid process involving bromine [Lu et al., 2001; Gauchard et al., 2005; Steffen et al., 2008]. Consequently, elemental mercury (Hg⁰) is oxidized to Hg⁺⁺ (or Hg⁺) in the atmosphere, and this more reactive inorganic Hg species can then be deposited into the ocean and on the land surface. While a fraction of the deposited Hg⁺⁺ is reduced through photo reduction processes and re-emitted as GEM back into the atmosphere [Lalonde et al., 2003; Steffen et al., 2008; Sherman et al., 2011] some of this deposited Hg⁺ or Hg⁺⁺ can remain on/in the deposited surface [Durnford et al., 2011]. The salinity of the Arctic Ocean surface may play a role in suppressing the reduction and re-emission of the deposited Hg [St. Louis et al., 2005]. There are significant uncertainties in the mass balance of mercury between air, surface and the ocean [Outridge et al., 2008], suggesting not all the processes occurring in the Arctic are currently understood [Steffen et al., 2008].
5. Field Measurements and Satellite Observations

While the importance of bromine photochemistry in the depletion of polar ozone and GEM is established, knowledge of the physical link between Arctic sea ice reduction and the distribution, spatial extent, and time scale of bromine activation is limited. In this regard, during the 2008 IPY CFL and the Ocean Atmosphere Sea Ice Snowpack [Shepson et al., 2003] - Canada (OASIS-CANADA) campaigns at the site of the Canadian Coast Guard Ship (CCGS) Amundsen, measurements of BrO, O₃, and GEM were made. BrO data were collected at 71.07°N and 123.46°W. Ozone was monitored with an ozone sensor based on ultraviolet absorption measurements (TEI model 049). GEM was measured by cold vapor atomic fluorescence spectroscopy [Steffen et al., 2008].

In the Amundsen Gulf, BrO and O₃ (OASIS) and GEM (CFL) showed several transient episodes of bromine increase, concurrent with depletions of ozone and mercury (Figure 3). GEM is considered depleted from the atmosphere when it falls below ~1 ngm⁻³ [Cole and Steffen, 2010]. The black arrows in Figure 3 mark notable episodes. These occurred during cold periods, as indicated by cold air temperatures measured by buoys in the BSAG region of the experiment, in agreement with the observations of Tarasick and Bottenheim [2002] and the mechanism proposed by Sander et al. [2006]. NCEP data show that cold air was advected into BSAG by the northerly component of the surface wind persistent in March 2008. Before 13 March, average wind speeds were low to medium (< 7 m s⁻¹), which supported stable boundary layer conditions conducive to a bromine explosion.

While the OASIS and CFL chemical measurements were made at specific locations near the surface, the Global Ozone Monitoring Experiment-2 (GOME-2) and Scanning Imaging Absorption Spectrometer for Atmospheric Cartography (SCIAMACHY) satellite data were used
to retrieve the integrated atmospheric vertical column (VC) of BrO at their respective spatial resolutions using Differential Optical Absorption Spectroscopy [Sinnhuber et al., 2005; Richter et al., 1998; Begoin et al., 2010]. Data from SCIAMACHY and GOME-2 were cross-calibrated. Details of SCIAMACHY and GOME-2 data processing were presented in the relevant Algorithm Theoretical Basis Documents (DLR, 2009; DLR, 2011). For comparison with the ground-based measurements, the VC BrO was collated within a 200 km radius around the CFL location and spatially averaged for each day in March 2008.

Values of VC BrO from GOME-2 were slightly lower than those from SCIAMACHY, which had a slightly higher spatial resolution and made measurements about 30 minutes after those of GOME-2. For the period from 12-19 March 2008, both datasets identified significantly elevated BrO (Figure 3). In this same period, persistent ozone and mercury depletions were observed at the CFL field location as indicated by the observed low values of OASIS O₃ and GEM, while the ice surface was very cold, i.e., −28°C (average IST from the MODIS sea ice data product). A comparison of BrO measurements by OASIS ground-based long-path differential optical absorption spectroscopy (LP-DOAS) with GOME-2 data indicated a good agreement, when the elevated VC BrO was assumed to be located within the atmospheric boundary layer [Pöhler et al., 2010].

The peak value of VC BrO on 14 March 2008, within the period marked by the orange double-arrow line in Figure 3, was about double the value before the BrO enhancement period. These high values of VC BrO continued through 15 March, though being slightly lower than that on 14 March, in agreement with the LP-DOAS surface observations when the BrO enhancement is restricted to the troposphere [Pöhler et al., 2010]. Surface winds became strong on 13 March and continued to be strong on 14 and 15 March, when it appeared that BrO continued to rise and
perhaps recycle in the atmosphere along long-range trajectories. However, the spread of bromine could also occur through a series of deposition and reemission of bromine, called leapfrogging, as the air drifted away from the bromine source, allowing the bromine to appear farther downwind [Piot and von Glasow, 2008]; this process exhibits stop-and-go behavior with the BrO production being modulated by the amount of actinic solar radiation.

VC BrO abruptly decreased on 16 March and continued decreasing in the following days. This abrupt decrease occurred when Figure 3 shows that the surface temperature was cold and the NCEP analysis indicated that upwelling winds still occurred over BSAG. These conditions should have maintained the high level of VC BrO over BSAG. Several explanations can be proposed for this abrupt BrO reduction. First, strong winds cause rapid vertical mixing and horizontal spreading, thereby diluting BrO at lower altitudes over a larger area. Since the rate of the chain propagation reaction is proportional to [BrO]^2, a BrO dilution will substantially slow the ozone depletion chemistry. In support of this explanation, we note that Seabrook et al. [2011] report on differential absorption LIDAR (DIAL) measurements of the vertical profile of ozone in the first km above the surface, showing an enhanced surface boundary layer depth on March 16. Second, lower surface radiation would also slow the photochemical processes. Third, strong winds may have forced extensive drifting of fresh snow that buried the highly saline frost flowers and slush layers and thus shut down the BrO source in the area. This shutting down by drifting snow of active bromine sources contrasts with the blowing snow mechanism across the Antarctic sea ice [Jones et al., 2010], which has been theoretically proposed to enhance the BrO [Yang et al., 2008]. The latter mechanism requires that a significant amount of sea salt lies on the snow surface or in the upper layers of the snow cover, which is not the case for the Arctic snow cover observed in this study.
Drifting fresh snow could diminish the bromine source in two ways:

(1) Snow grains could attach to frost flower crystals (see Figure 2c taken on 16 March) and could prevent the salt-laden crystals from becoming cold aerosols, and

(2) Snow could bury the highly saline frost flowers and saline slush patches on the sea ice surface, which could then hinder the sea salt release into the atmosphere. In this scenario, the strong winds initially uplift salty aerosols, but this process is then terminated by the fresh snow cover.

The field observations show three snow-drifting events on 16, 24, and 27 March, as indicated by the magenta arrows in Figure 3. On 17 March, VC BrO continued to decline, while the upwelling became stronger (up to 0.7 km compared to the typical 0.4 km). We infer from these observations that the bromine recycling process was running out of fuel after its initial source was shut down because the bromine recycling cannot be sustained without an effective supply of bromine. Following the first blowing snow event on 16 March, the events on 24 and 27 of March also coincided with a decrease in VC BrO and an increase in O₃ and GEM in both cases (Figure 3). The results also indicate VC BrO decreases farther away from the triggering source in space and in time as the transport and recycling processes wane [Frieß et al., 2004].

The better coverage of the GOME-2 instrument, compared to SCIAMACHY, enabled observations of the spatial distribution of VC BrO over BSAG. Figure 4 shows results for 13-18 March 2008 (days 73-78 in 2008). VC BrO enhancement was also detected over sections of BSAG on 12 and 19 March 2008 when the GOME-2 measurements had only partial coverage of BSAG and therefore are not included in the figure. On 13 March 2008, the VC BrO cloud was part of a well-defined vortex or spiral pattern with its center located near the northeast coast of Victoria Island. To the west of this vortex, VC BrO stretched westward along the northern
coastal region of Alaska. On the next day, the center of the vortex pattern shifted to the southeast coast of Victoria Island, while the VC BrO along the Alaskan coast strengthened. This is the first documented report of BrO forming into a pronounced and well-defined vortex. The importance of satellite spatial data in identifying synoptic BrO patterns is noted here: a Gedanken-experiment flight line into the BrO vortex may erroneously suggest the potential existence of sheets of BrO or pockets of BrO roaming the Arctic.

By 15 March 2008, Figure 4 shows that large values of VC BrO remained over the Amundsen Gulf, while the vortex became less pronounced and the VC BrO along the Alaskan North Slope weakened. From 13 to 16 March 2008, VC BrO was observed farther south in the Canadian Shield region (see this region on maps in the National Geographic Atlas of the World [Allen, 1995]) to the east of the Richardson and Mackenzie Mountains, while the Alaskan BrO was restricted to the north of the Alaskan Brooks Range. On 16 March 2008, VC BrO decreased in the Amundsen Gulf, while stretching extensively to the west in the Beaufort Sea and in the North Slope. For 17-18 March 2008, VC BrO decreased significantly in BSAG, while high VC BrO was still observed around Victoria Island extending into the Canadian Shield region. The decreasing trend corresponded to the waning phase of VC BrO (Figure 3). Despite the spatial-scale difference between satellite and surface measurements, both consistently observe the timing of the main event of the BrO enhancement and the associated O3 and GEM depletions.

6. Dynamics and Distribution of BrO

To provide insights into the process of the dynamics and distribution of VC BrO observed by GOME-2, we have developed a Rising Air Parcel (RAP) model, which operates as follows: (1) Parcels of air are initiated from surface areas that are first-year and mixed sea ice, cold, and rising vertically as defined by the NCEP omega wind fields; (2) the parcels are then traced over a
one-week period through the three-dimensional wind fields; and (3) the parcel traces are terminated if the parcels intersect topography. Given the salinity differences between perennial and first-year ice described in Section 2, QS daily maps of sea ice classes [Nghiem et al., 2007] were used to include air parcels rising from sea ice that is not perennial ice. We use the NCEP wind and temperature fields to derive the patterns of rising air parcels shown in Figure 5, where information on the partition of different sea ice classes is already embedded, and the ETOPO5 [National Geophysical Data Center, 1988] digital elevation model is used for topography.

The RAP pattern for 13 March 2008 is consistent with the VC BrO distribution on the same date including: the well-defined vortex pattern with its center to the east of Victoria Island, the split in the Beaufort Sea toward the west and into the North Slope (indicated by arrows in the upper left panel in Figures 4 and 5), and the encroachment of BrO into the Canadian Shield region. The slight eastern offset of the RAP vortex center relative to the VC BrO vortex center was likely caused by the inherent uncertainty in NCEP wind fields. On 14-15 March 2008, the RAP shows the intrusion of BrO deeper into the Canadian Shield region. By 15 March 2008, the RAP vortex pattern weakened, as indicated by its dilated center, which drifted to the east of Victoria Island. On 16 March 2008, the RAP moves westward, explaining the westward extension of VC BrO over the Beaufort Sea and the Alaskan North Slope. On 17-18 March 2008, the RAP vortex was still present around Victoria Island, while maintaining the intrusion into the Canadian Shield region corresponding to the persistence of high VC BrO in this region.

Constrained by the ETOPO5 DEM, the RAP trajectories were terminated by the Alaskan Brooks Range and the Canadian Richardson and Mackenzie Mountains. NCEP data indicated that RAP could generally reach up to 0.4 km in the first day and up to 0.7 km after 2-3 days. Most trajectories were limited to low altitudes with a height distribution of 82% of the
trajectories below 100 m, 9% between 100-300 m, 6% between 300-500 m, and only 3% at higher altitudes. This height distribution of the trajectories is consistent with the boundary layer height of about 500 m. We note that ozone DIAL data obtained at the CCGS Amundsen [Seabrook et al., 2011] showed that ozone depletions were mostly confined to about 200m above the surface between 13-15 March 2008. Such trajectories facilitate the transport of aerosols, with HOBr and HBr being recycled to photolabile bromine and BrO being formed in the catalytic removal of O₃. Because their elevations are much higher than the altitudes reached by the RAP, the Brooks Range and the Richardson and Mackenzie Mountains form a barrier between the Alaskan interior and the bromine explosion. In contrast, the Alaskan North Slope and the Canadian Shield region are exposed to the bromine. These results hold true not only for the dates presented in Figures 4 and 5, but also for all other days in spring 2008 from satellite observations. This provides evidence for a regional topographic control on the distribution of BrO.

A model approach has been proposed to account for the BrO portion descending from the stratosphere [Salawitch et al., 2010]. However, when Theys et al. [2011] used the model estimate, they found that “while some satellite observed plumes of enhanced BrO can be explained by stratospheric descending air, we show that most BrO hotspots are of tropospheric origin, although they are often associated to regions with low tropopause heights as well.” This is consistent with the tropospheric origin of the BrO hot spot presented in this paper. In addition, Neuman et al. [2010] also showed that ozone depletion and active bromine enhancement were confined to the marine boundary layer that was capped by a temperature inversion at 200–500m altitude with aircraft measurements across the Beaufort and Chukchi Sea in April 2008. A different regional (Svalbard) study and at a different time (spring 2007), using aircraft data
[Prados-Roman et al., 2011], revealed that BrO in the boundary layer could be one order of magnitude larger compared to that in the free troposphere up to the tropopause.

The observed BrO pattern and the atmospheric pressure and wind pattern are correlated. If one would observe a correlation between VC BrO and atmospheric patterns only within a section or part of the atmospheric column, say around the tropopause and nowhere else in the whole vertical profile of the atmosphere, one might conclude that the BrO would be located around that section or that part of the atmosphere. However, the patterns of winds at different atmospheric temperatures or pressures are similar or coherent from the lower to the upper troposphere or even the lower stratosphere as shown in Figure 6. Thus, from the correlation between winds and VC BrO patterns, one may not be able to determine unambiguously the elevated BrO altitude in different sections of the troposphere or in the stratosphere. On the other hand, the topographic control observed in this study clearly places the VC BrO enhancement (or explosion) within the lowest troposphere in this region of the Arctic.

To avoid biases injected by uncertainty in a model approach to correct for the BrO portion descending from the stratosphere [Salawitch et al., 2010], the omega field [Thompson, 1961; Clarke and Lawniczak, 1962], characterizing whether air masses are descending or ascending through different altitudes connecting different levels in the troposphere and stratosphere, should be applied first to determine whether the model of BrO descending from the stratosphere is applicable or not. In our case, the air mass was ascending from the surface through the 200-mb level (12.9 km) at the area of the BrO hot spot (Figure 6), and not descending from the stratosphere. Thus, using a model for BrO descending from the stratosphere [Salawitch et al., 2010] is not applicable for the elevated BrO events reported in this study.
7. Comparison between Spring 2008 and Spring 2009

Since perennial sea ice loss was drastic in 2007, leading to the record low of summer sea ice extent, a comparison is first made to provide a perspective for the significance of perennial sea ice change in 2008 and 2009, which are the two years relevant to the IPY/CFL/OASIS focus of this paper. A significant reduction in perennial ice extent of $1.2 \times 10^6$ km$^2$ was observed by QS during the 2007-2008 freezing season between 1 October 2007 and 1 May 2008. The perennial ice extent was $0.5 \times 10^6$ km$^2$ larger on 1 October 2008 compared to that at the same time in 2007 as a result of the survival of more sea ice after the 2008 melt season. Nevertheless, during the 2008-2009 freezing season between 1 October 2008 and 1 May 2009, the reduction of perennial sea ice extent was 50% more rapid than that during the same period in 2007-2008. The extent of Arctic perennial sea ice remained low in spring 2009. Perennial ice extent on 1 May 2009 was $2.1 \times 10^6$ km$^2$, which given the QS uncertainty of $\pm 0.2 \times 10^6$ km$^2$, essentially equalled $2.2 \times 10^6$ km$^2$ of perennial ice extent observed on 1 May 2008. Although the extent of perennial ice was similar, its distribution differed between the two years. As shown by the red areas in Figure 7, there was a significant perennial ice reduction in BSAG in March 2009. Also, over most of BSAG, the surface air temperature (SAT) was lower in March 2009 compared to that in March 2008. In March 2009, the temperature decrease shown by the continuous contour lines in Figure 7, was more pronounced in the Canadian Arctic archipelago sector, compared to that in the Beaufort Sea sector.

In spring 2009, given the larger extent of saltier seasonal ice, together with the colder conditions in BSAG, stronger bromine explosions could be expected and were observed in VC BrO retrieved from the GOME-2 satellite data. Figure 8 shows the difference in VC BrO ($\Delta$ VC BrO) between those values averaged from March-May 2009 and those averaged for the same
period in 2008. The uncertainty in \( \Delta \) VC BrO is estimated at 20\% for ensemble averages consisting of independent samples of VC BrO measurement over a period of three months from March to May in 2008 and in 2009. The largest difference occurred in the region around the CFL field site (south of Banks Island and west of Victoria Island). Significant increases also occurred in the Beaufort Sea region to the west of Banks Island. Again and similar to spring 2008, the VC BrO distributions were limited to the north of Brooks Range and to the east of the Richardson and Mackenzie Mountains while no significant BrO was detected in the Alaskan interior.

The result presented above suggests an important hypothesis regarding potential impacts of Arctic sea ice reduction: If perennial sea ice continues to diminish and extreme temperature fluctuations increase cold spell occurrences, the abundance of saltier seasonal ice, polynyas, leads, and frost flowers may lead to more prevalent episodic events of bromine explosion and likely more severe tropospheric ozone and mercury depletion. This contrasts with another hypothesis proposing that an increasing trend in Arctic temperature may counteract effects from more extensive saltier seasonal ice associated with further perennial ice reduction in a warming climate, and thereby impede the efficiency of the bromine explosion effect [Law and Stohl, 2007; Bottenheim et al., 2009]. These two hypotheses are not necessarily contradictory because any change, including climate change, can be described by two different terms: a mean part representing an average trend, and a fluctuating part characterizing extreme conditions. The latter term predicting increasing extent of the conditions yielding bromine explosions is based on the more frequent cold periods, whereas the former term of impeding bromine explosions is based on an overall warming trend without taking into account strong temperature fluctuations.
8. Summary and Future Perspectives

This paper presents measurements of the recent decrease in Arctic perennial ice together with CFL/OASIS field measurements of trace atmospheric constituents and the tropospheric vertical columns of BrO retrieved from nadir measurements of backscattered radiation during the polar sunrise period in 2008 and 2009. Several key conclusions follow:

1. A drastic reduction of Arctic springtime perennial sea ice extent occurred in 2008 across the Arctic Ocean and it was further reduced in BSAG in 2009. In March, the low perennial ice extent in 2008 and 2009 shattered the 2007 record low by about one million km² while the total ice extent was similar in each year. This ice is replaced by a large expanse of younger and saltier seasonal ice, which is also more mobile and susceptible to divergence, during the time of polar sunrise, when the mechanisms of bromine explosions are active.

2. The timing of bromine oxide enhancement, under cold conditions, with the associated O₃ and GEM depletions observed by CFL/OASIS-CANADA ground-based field measurements and SCIAMACHY/GOME-2 satellite observations are consistent and explicable.

3. In 2008, a pronounced and well-defined vortex spiral pattern of the VC BrO, centered near the northeast coast of Victoria Island, and its evolution were observed by the GOME-2 satellite.

4. A RAP model describing the full three-dimensional characteristics of the atmospheric dynamics and their temporal evolution has been developed as opposed to using back trajectories as in past approaches. The RAP model shows the spatial conformity between the VC BrO vortex and the atmospheric spiral pattern in 2008.

5. Topography is found to constrain the distributions of BrO to the north of the Alaskan Brooks Range, and over the Canadian Shield region to the east of the Richardson and Mackenzie
Mountains, while in agreement with RAP patterns, the Alaskan interior was isolated from the bromine intrusion. This is consistent with the VC BrO being contained within the low troposphere for the cases observed in the BSAG region.

6. Stronger bromine explosions occurred in 2009, when perennial sea ice was reduced with the associated expansion of the saltier seasonal ice under colder conditions compared to those in 2008. Bromine explosions may be increased, if perennial sea ice continues to diminish and extreme temperature fluctuations increase cold spell occurrences.

Future study is required to fully understand the links between bromine sources and transport processes and the drastic Arctic sea ice decrease observed in the decade of the 2000s. The details of the role of polynyas, leads, and frost flowers in bromine source initiation are as yet speculative. Buoyant convective processes affecting plume formation and dynamics have not yet been incorporated into atmospheric chemistry models. Blowing snow may uplift sea salt aerosols to enhance bromine across snow-covered sea ice in the Antarctic, but drifting snow could also shut down bromine release when fresh snow buries saltier ice types in Arctic conditions. An analysis using decadal satellite datasets is necessary to determine whether the topography control on bromine distribution consistently holds true or may break down in some cases.

To further the understanding of the impacts of the reduction of sea ice on atmospheric photochemical processes and the oxidizing capacity of the lower atmosphere, the NASA BRomine, Ozone, and Mercury EXperiment (BROMEX) is planned for spring 2012 as an interdisciplinary research project [Nghiem et al., 2010]. While the topographic control on BrO distribution is reported in this paper, still to be investigated are the mechanisms of such control (simply by blocking, or by turbulent mixing, or rapid dilution in air forcing up by mountains,
etc.) and whether there is a difference in the amount of mercury deposition or tropospheric ozone between the Alaskan interior and the North Slope or the Canadian Shield region.

Regarding satellite data, past, present and future satellite missions are important and needed to provide long-term consistent datasets to help resolve our present science issues associated with bromine generation and fate and improve geophysical and chemical models. These are required to provide accurate projections of both Arctic changes and their impacts in a changing global environment and climate.
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Figure 1. Chart of different interdisciplinary IPY research components contributing to the focus effort to understand Arctic photochemical source, process, transport, and distribution.

Figure 2. Arctic sea ice conditions during the study. Panel (a) presents the synoptic state of Arctic sea ice on 15 March 2008. The QS sea ice map consists of perennial sea ice (white), seasonal sea ice (aqua), mixed ice (cyan), ocean (blue), land (brown), and missing data at the North Pole (black). The QS map is translucently overlaid on a grey-tone Envisat SAR image so that perennial ice (P) appears grey, seasonal ice (S) appears dark aqua, and mixed ice (M) appears green. V and B respectively represent Victoria and Banks Islands, O is for ocean, and the large circle around the North Pole is the area of missing Envisat data. The inset is a MODIS image of ice surface temperature averaged over the period of 12-19 March 2008. In the MODIS image inset, B stands for Banks Island and the magenta areas represent cloud cover (mostly in the north east of B). Panel (b) is a high-resolution RADARSAT SAR image, acquired on 16 March 2008 around the CFL field experimental area in the Amundsen Gulf located at the white square on panel (a). The ellipse marks an example of a lead, appeared as a bright elongated feature (all other bright leads are not marked). In panel (b), the southern tip of Banks Island is seen at the lower right corner. Panel (c) is a photograph of frost flowers taken on 16 March 2008 at the Amundsen field location near the tip of the arrow in panel (b).

Figure 3. Variations of temperatures, BrO, O₃, and GEM in March 2008. The black upward arrows mark the timing of BrO increase and O₃ and GEM depletion episodes. The orange double-arrow lines bracket the time period (12-19 March 2008) when GOME-2 and SCIAMACHY detected the BrO enhancement. The magenta downward arrows indicate the
timing of blowing snow events observed in the Amundsen Gulf. There error bars are: ±0.5°C for buoy air temperature, ±1.3°C for MODIS ice surface temperature, ±30% for VC BrO, ±15% for OASIS BrO, ±1 ppb for OASIS O3, and ±10% for CFL GEM.

Figure 4. Total BrO in the vertical column (VC) measured by the GOME-2 scanning spectrometer on days 73-78 (13-18 March) in 2008.

Figure 5. Trajectory patterns of air parcels rising from seasonal and mixed sea ice estimated from NCEP three-dimensional wind vectors on days 73-78 (13-18 March) in 2008. The color scale (orange-red) represents the height of trajectories of rising air originating within the sector from the Arctic Circle to 78°N and longitudes between 80°W to 160°W, which includes the Beaufort Sea and the western Canadian Arctic Archipelago. Yellow denotes trajectories of air parcels rising from seasonal and mixed ice outside this sector. Vectors indicate speeds and directions of horizontal wind components.

Figure 6. Atmospheric patterns at different levels in the troposphere and the stratosphere on 13 May 2008. Vectors represent horizontal wind speed and direction, green contours for positive vertical wind in cm/s (i.e., rising air), grey contours for the iso-lines of 0 cm/s in vertical wind, and blue contours for surface level pressure (top left panel).

Figure 7. Difference in sea ice classes between 15 March in 2008 and 2009. Perennial sea ice (PI) is distinguished from other sea ice classes (OT) including seasonal ice and mixed ice, and from open water (OW). White represents areas where there was PI in both 2008 and 2009, blue

**Figure 8.** Difference in GOME-2 VC BrO averaged over the period of March-May as defined by $\Delta$ VC BrO (March-May) = VC BrO (March-May 2009) – VC BrO (March-May 2008). Uncertainty in $\Delta$ VC BrO is estimated at 20% for ensemble averages consisting of independent samples of VC BrO measurement over a period of three months from March to May in 2008 and in 2009.
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