Estimated accuracy of three common trajectory statistical methods
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Abstract

Three well-known trajectory statistical methods (TSMs), namely concentration field (CF), concentration weighted trajectory (CWT), and potential source contribution function (PSCF) methods were tested using known sources and artificially generated data sets to determine the ability of TSMs to reproduce spatial distribution of the sources. In the works by other authors, the accuracy of the trajectory statistical methods was estimated for particular species and at specified receptor locations. We have obtained a more general statistical estimation of the accuracy of source reconstruction and have found optimum conditions to reconstruct source distributions of atmospheric trace substances. Only virtual pollutants of the primary type were considered.

In real world experiments, TSMs are intended for application to a priori unknown sources. Therefore, the accuracy of TSMs has to be tested with all possible spatial distributions of sources. An ensemble of geographical distributions of virtual sources was generated. Spearman's rank order correlation coefficient between spatial distributions of the known virtual and the reconstructed sources was taken to be a quantitative measure of the accuracy. Statistical estimates of the mean correlation coefficient and a range of the most probable values of correlation coefficients were obtained. All the TSMs that were considered here showed similar close results.

The maximum of the ratio of the mean correlation to the width of the correlation interval containing the most probable correlation values determines the optimum conditions for reconstruction. An optimal geographical domain roughly coincides with the area supplying most of the substance to the receptor. The optimal domain's size is dependent on the substance decay time. Under optimum reconstruction conditions, the mean correlation coefficients can reach 0.70–0.75. The boundaries of the interval with the most probable correlation values are 0.6–0.9 for the decay time of 240 h and 0.5–0.95 for the decay time of 12 h. The best results of source reconstruction can be expected for the trace substances with a decay time on the order of several days.

Although the methods considered in this paper do not guarantee high accuracy they are computationally simple and fast. Using the TSMs in optimum conditions and taking into account the range of uncertainties, one can obtain a first hint on potential source areas.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Trajectory statistical methods (TSM) were first proposed by Ashbaugh (1983) and Ashbaugh et al. (1985) and have been widely used for identifying source areas of atmospheric trace substances (Poirot and Wishinski, 1986; Seibert et al., 1994; Stohl, 1996; Ria et al., 1998; Wotawa and Kroeger, 1999; Zeng and Hopke, 1989; Charron et al., 2000; Ferrarese et al., 2002; Apadula et al., 2003; Lee et al., 2004; Zhou et al., 2004; Zhao and Hopke, 2006; Wang et al., 2006; Du and Rodenburg, 2007; Heo et al., 2009).

In a number of works, attempts were made to validate TSM (Poirot and Wishinski, 1986; Hopke et al., 1993; Vasconcelos et al., 1996a, 1996b; Wotawa and Kroeger, 1999; Charron et al., 2000; Cheng and Lin, 2001; Ferrarese, 2002; Lupu and Maenhaut, 2002; Zhou et al., 2004; Begum et al., 2004; Lee and Ashbaugh, 2007a,b).

Most of the validations were performed through subjective qualitative comparison with known sources. Only a few papers were devoted to the quantitative comparison with the European Monitoring and Evaluation Programme (EMEP) inventory. Papers by Stohl (1996), Seibert (1999) and Scheifinger and Kaiser (2007) dealt...
with \( \text{SO}_2 \) sources. Watowa and Kroeger, (1999) compared \( \text{NO}_x \) sources. Charron et al. (2000) have performed comparison of \( \text{SO}_2 \), \( \text{NO}_x \) and \( \text{NH}_3 \) sources with the EMEP emission data. The most thorough quantitative investigation of TSMs has been undertaken by Scheifinger and Kaiser (2007). They validated TSMs with virtual and real sources under idealized conditions, where the effects of dispersion, deposition and chemical conversion of the trace substance were excluded. Comparison of the EMEP \( \text{SO}_2 \) emission inventory and trajectory statistical reconstruction was performed. The best spatial correlation of 78\% was achieved in an idealized situation. The use of real observed data resulted in correlation coefficients no more than 33\% Scheifinger and Kaiser (2007) have pointed out that the reason for such low accuracy is the simplified transport process described just by trajectory paths. The best results were achieved when TSMs were applied within the frame of the mean residence time of the concerned substance.

In the papers by Stohl (1996), Watowa and Kroeger, (1999), Seibert (1999), Charron et al. (2000) and Scheifinger and Kaiser (2007), the accuracy of TSMs was estimated for particular species and at specified locations for the receptors. The obtained estimates may not be appropriate for another species or valid at different receptor locations. We have found that the accuracy of source reconstruction can depend on the spatial structure of the source field to be reconstructed. Because of this, the results of the source reconstruction can vary depending on the kind of substance and the locations of the receptors. In this article we focus on this feature of TSMs and consider the problem on the scale that is on the order of one thousand kilometres.

The aim of this work is to estimate typical accuracy values and the range of their variations. In real world experiments, TSMs are intended for application to a priori unknown sources. Therefore, we have to test the accuracy of TSMs with all possible patterns of spatial distributions of the sources. For this purpose, we generated an ensemble of fields of known virtual sources. For each particular source field, a time series of the concentration at a receptor point was calculated. Subsequently, we reconstructed a source distribution using the TSMs. The Spearman's rank order correlation coefficient between spatial distributions of the known virtual and the reconstructed sources was taken to be a quantitative measure of the accuracy. The obtained correlation coefficients were then processed to find an ensemble-average correlation and a range of the most probable values of correlations. In fact, the statistical estimation of the source reconstruction accuracy was given.

To clarify the influence of source spatial distribution on the accuracy of the TSMs we examine the simplest single-receptor situation and set aside the problems associated with concentration measurement errors and air trajectory uncertainties. These problems, multi-receptor trajectory source apportionment methods and applications of the TSMs to real world experiments will be discussed later.

2. Method

2.1. Trajectory statistics

Three well-known methods for source localization were studied in this paper, namely the concentration field method (CF) developed by Seibert et al. (1994), the concentration weighted trajectory method (CWT; Hsu et al., 2003) and the method of potential source contribution function (PSCF; Ashbaugh et al., 1985; Zeng and Hopke, 1989). In methods of trajectory statistics, the geographical region surrounding a receptor is divided in cells by a grid. Let the indices \( i \) and \( j \) enumerate geographical coordinates (longitudes and latitudes) of the cells centers. The conditional mean of some function \( R(c) \) of the tracer concentration \( c \) on a receptor site under the condition of passing the trajectory over the cell \( ij \) is taken as an indicator of a source in the cell \( ij \) for all the above-mentioned methods.

\[
P_l = \sum_{i=1}^{L} \frac{F(c_i)T_{ij}(l)}{L} \sum_{j=1}^{C} T_{ij}(l),
\]

where \( l \) is the trajectory index, \( L \) the total number of trajectories, \( c_i \) the tracer concentration at the receptor point measured on arrival of trajectory \( l \) and \( T_{ij}(l) \) the time spent by trajectory \( l \) in grid cell \( ij \). Values \( P_l \) can be interpreted as the intensity of sources in the cell \( ij \).

If \( R(c) \) is the logarithm of the concentration we have the CF method (Selbert et al., 1994). If \( R(c) = c \), formula (1) represents the CWT method (Hsu et al., 2003). If \( R(c) \) is the step function that equals 0 when the concentration is below a certain threshold, and is equal to 1 when the concentration is above the threshold, formula (1) gives the PSCF method (Ashbaugh et al., 1985; Zeng and Hopke, 1989).

In the general case, concentration of a primary pollutant at the time \( t \) can be written as

\[
c_l = \sum_{mn} x_{mn}g_{mn}(l),
\]

where \( x_{mn} \) is stationary emission rate at the grid cell \( mn \), \( g_{mn}(l) \) is an influence function which takes into account actual conditions of the trace substance travel from the source \( mn \) to the receptor site with the arrival at a moment \( l \). Substitution of the expression (2) into Eq. (1) gives:

\[
P_l = \sum_{i=1}^{L} \left[ \sum_{mn} x_{mn}g_{mn}(l) \right] T_{ij}(l) / \sum_{i=1}^{L} T_{ij}(l),
\]

It is seen from (3) that the value \( P_l \) depends not only on emission in the cell \( ij \) but also on emissions in other cells. Variation of emissions in the cells other than the cell \( ij \) may change value \( P_l \) even if the emission in the cell \( ij \) remains fixed. Distribution of the emissions \( x_{mn} \) over the cells depends on the kind of substance under consideration. Variation of the receptor position changes functions \( g_{mn}(l) \) and value \( P_l \) as well, although emissions \( x_{mn} \) may remain the same. Because of this, the result of source reconstruction may be dependent not only on a kind of substance but also on a receptor's position. This dependence is caused by the form of the Eq. (1) and is an inherent property of the considered methods.

2.2. Trajectory calculation

The data from three-dimensional back trajectories (Pickering et al., 2001; http://croc.gsfc.nasa.gov/aeronetIMAGES) were used for the receptor site at the altitude of 273.5 m and 53\° N (Minsk, Belarus). The altitude of Minsk is 230 m asl. The trajectories started at the altitude of 950 hPa (approximately 430 m asl) at 0 and 12 UTC every day throughout the 7-year period from January, 2004 to December, 2010. The trajectory travel time was 168 h. The overall number of trajectories was 5082. Minimal number of trajectories crossing a grid cell was 10.

2.3. Concentration time series modelling

To calculate the \( i \)th element of primary pollutant time series at a receptor site we use the approximation by Seibert (1999) based on simplified Lagrangian model

\[
g_q = h^{-1} t_q(l) \exp(-t_q(l)/T),
\]

where \( h \) is the height of the mixing layer which is considered to be constant, \( t_q \) is the transport time from the grid cell \( ij \) to a receptor point and \( T \) the decay time. This roughly describes the removal
processes (deposition and transformation). It is apparent from formula (3) that the quantitative characteristics of the TSMs are dependent on the specific form of the influence function. Here, as in the papers by Scheifinger and Kaiser (2007) and Ching-Ho Lin et al. (2004), we use the simplest form (4) of the influence function to calculate the time series. In the future, it is desirable to use a full dispersion model for the receptor concentration instead of (4) for more exact estimation of quantitative characteristics of the TSMs.

2.4. Ensemble of the virtual source fields

All spatial distributions of the emission rate for a trace substance were generated on the geographical domain covering Europe from 43° to 63° N and from 6° to 46° E. The boundaries for the substance supplier domain are shown in Fig. 1. The receptor site Minsk is in the center of the domain.

To deal with distributions that are not too different from the real ones, we used the EMEP emission inventory as a starting point for the generation of the particular distributions. The EMEP inventory for SO₂, NOₓ, Pb, Cd and particulate matter was used. The initial distribution of virtual sources coincided with the EMEP inventory for one of the above-mentioned substances. To generate other distributions, we shifted the original EMEP distribution to the north successively in 0.5° steps and transferred the sources that extended past the northern domain boundary to the vacant southern latitudes until we reverted to the initial EMEP spatial distribution. Similarly, we then shifted the original EMEP distribution to the West successively in 1° steps until we reverted back to the initial distribution. After that, we shifted the original EMEP distribution to the northeast with the simultaneous 0.5° steps in the meridional direction and 1° in the zonal direction. Similarly, we then shifted the original EMEP distribution to the northwest. This resulted in 160 spatial distributions of emission rates for each of the substances. The total number of varied source distributions used for statistical calculations was equal to 800. Every source distribution obtained in this way was subsequently averaged on a grid with 1° meridional and 2° zonal resolution. This spatial resolution was used for the time series calculation and source reconstruction.

3. Results and discussion

A virtual pollutant time series at the receptor point was calculated from the formulas (2), (4) for each particular source distribution.

![Fig. 1. The outer rectangle depicted by heavy line shows the boundaries of the substance supplier domain. The position of the receptor site is marked by a full circle. The boundaries of two reconstruction domains 1 and 5 (defined in Table 1) are shown by the thin lines.](image-url)

| Table 1 | Boundaries (in degrees) of the geographical domains used for reconstruction of sources. Last column contains mean transport time (in hours) between the receptor site and the domain boundaries. |
| --- | --- | --- | --- | --- | --- |
| Number of domain | Latitude minimal | Latitude maximal | Longitude minimal | Longitude maximal | Transport time, hour |
| 1 | 51 | 55 | 22 | 30 | 16.7 |
| 2 | 50 | 56 | 20 | 32 | 24.6 |
| 3 | 49 | 57 | 18 | 34 | 33.1 |
| 4 | 48 | 58 | 16 | 36 | 41.0 |
| 5 | 47 | 59 | 14 | 38 | 48.3 |
| 6 | 46 | 60 | 12 | 40 | 55.2 |
| 7 | 45 | 61 | 10 | 42 | 61.8 |
| 8 | 44 | 62 | 8 | 44 | 67.7 |
| 9 | 43 | 63 | 6 | 46 | 73.0 |

Subsequently, every time series was used for the reconstruction of the source distribution with the formula (1). To reconstruct sources, we used the same set of back trajectories that were used for the time series calculation. In the following, values $P_j$ will be conventionally called the reconstructed sources. The sources that were used to calculate concentrations (2) will be called the initial sources. In real world situations, the domain that makes the most contribution to a receptor's concentration is poorly specified and may differ from the domain used for the reconstruction. To study the impact of this factor on the reconstruction quality, the reconstruction was carried out for nine different domains. The boundaries of the domains used for the reconstruction are shown in Table 1. Last column of the Table 1 contains mean transport time between the receptor site and the domain boundaries.

Note that the reconstruction domain number 9 coincides with the substance supplier domain. The Spearman's rank order correlation coefficient between spatial distributions of the initial sources and the reconstructed sources was calculated. For every specific reconstruction domain and decay time, we had 800 different source distributions which resulted in 800 different values of the correlation coefficients distributed over the interval (-1,1). This interval was divided into 50 equal segments and the number of correlation coefficients which fell within each individual segment was calculated. Subsequently, we divided the number of correlation coefficients in the segments by the common number of correlation coefficients (800) and by the segment width (0.04). Probability density function (PDF) of the correlation coefficient was obtained for every specific reconstruction domain and decay time. Two examples of the PDFs are shown in Fig. 2 for two reconstruction domains with decay time of 48 h. Non-monotonicity of the right-hand curve can be explained by the insufficient sample size. As shown in Fig. 2, the PDF maxima are at correlation coefficients 0.75–0.8. The results of other calculations for different reconstruction domains and different decay times are shown in Table 2.
The minimum corridor widths increase when the decay time. The boundaries were defined by the condition that the integral of the probability distribution function between equally probable points on each side of the PDF maximum must equal 0.9. The upper and lower boundaries of the 90% interval that contains the PDF maximum must equal 0.7-0.75. The maximum shifts to 0.8-0.85 as the decay time decreases. The boundaries of the minimal corridors are small domains. The reasons for these small domains with the decreasing of the spatial distributions of initial and reconstructed sources as a function of the accuracy of the source reconstruction we calculated an ensemble-average correlation and the boundaries of the correlation interval that contains 90% of the most probable correlation values. The boundaries were defined by the condition that the integral of PDF between equally probable points on each side of the PDF maximum must equal 0.9. The upper and lower boundaries of the 90% interval are shown in Fig. 2 by the letters U and L.

The accuracy of source reconstruction appeared to be only slightly dependent on the method used for the reconstruction. We begin with the CF method which turned out to be a little better than the others. Ensemble-average correlation coefficient between spatial distributions of initial and reconstructed sources as a function of a reconstruction domain number is depicted in Fig. 3 by heavy lines for four values of a trace substance decay time. The geographical position of a domain with a given number is defined by the Table 1. From the data presented in Fig. 3, one can see that the ensemble-average correlation coefficient between spatial distributions of the initial and reconstructed sources reaches about 0.7-0.75. The position of the maximum of the average correlation depends on the trace substance decay time. The maximum shifts to small domains with the decreasing of the decay time. This may be explained by the decreasing influence of the remote sources on the vicinity of a receptor site. Such trajectories do not cross each other and give only the direction of a source, but can not locate it (Ferrarese, 2002).

The larger the mean correlation and the less the dispersion of correlations, the more effective the reconstruction of the sources is. The ratio of the mean correlation to the width of the 90% corridor may serve as an effectiveness index for source reconstruction. This ratio is depicted on Fig. 4 as a function of a reconstruction domain number. The position of the effectiveness index maximum defines an optimal domain for source reconstruction. Fig. 2 shows PDF for the almost optimal reconstruction domain (left) and for the domain that is far (right) from the optimal one. We compare the optimal domains with the areas supplying most of a substance to a receptor site. For the decay time of 240 h, the whole source domain (number 9) is contributing to a receptor concentration because the transport time from the domain's boundaries to the receptor (see the Table 1) is less than the decay time. In the case when decay time is 48 h and less, the domain creating most of the substance at a receptor site may be determined approximately from the equality of transport time and decay time. From Table 1, these domains numbers are 5, 2, and 1 for the decay times of 48, 24 and 12 h, respectively. In accordance with Fig. 4, a maximum of the effectiveness index is in the vicinity of domain 8 for decay time of 240 h, of domain 6 for decay time of 48 h, of domains 3-4 for decay time of 24 h, of domain 2 for decay time of 12 h. These domains do not coincide with the areas supplying most of a substance at a receptor site, but are close to them. This is in line with results obtained by Scheifinger and Kaiser (2007).

The magnitude of the effectiveness index maximum decreases as the decay time decreases. As can be seen from Fig. 4, one can expect the best results of reconstruction for trace substance with large life time in atmosphere. Note that for a long life time the optimal size of a reconstruction domain also is large.

Accuracy of source reconstruction by the CWT and the PSCF methods is a little worse than by the CF method although both of these methods give results close to the CF method. A comparison of As Fig. 3 suggests, relatively low values of the average correlations and high dispersion of the correlations take place for the small reconstruction domains when the decay times are 240, 48 and 24 h. Two possible reasons may cause bad reconstruction results for the small domains. First reason occurs when a reconstruction domain is less than the area supplying most of a substance at a receptor site. In this case the monitoring data contain not only information about the sources on the reconstruction domain but the "noise" due to the sources outside of the reconstruction domain. This "noise" will deteriorate the quality of the source reconstruction. Another reason is that the trajectories on small spatial scale are almost straight lines and in the vicinity of the receptor they look like beams outgoing from the receptor. Such trajectories do not cross each other and give only the direction of a source, but can not locate it (Ferrarese, 2002).

Thin lines denote the upper and lower boundary of the corridor where the individual correlation finds itself with 90% probability. The distance between the boundaries shows the dispersion of correlations arising from the source distribution variations. The narrow corridor means that accuracy of reconstruction may be well predicted. But as shown in Fig. 3, the corridor may be rather wide. The minimum corridor widths increase when the decay time decreases. The boundaries of the minimal corridors are 0.6-0.9 for the decay time of 240 h and 0.5-0.95 for the decay time of 12 h.
the results obtained by the three methods is shown in Fig. 5 for two limited cases of large and small decay time. Maximum discrepancy takes place for the decay time of 12 h, minimal for the decay time of 240 h. For intermediate decay times, the discrepancies lie between these two limiting cases.

Spearman rank correlations 0.77–0.84 for the CF and the PSCF methods were obtained by Schellinger and Kaiser (2007) using sources of the EMEP SO2 emission inventory and formulas (2), (4) for a concentration time series. Wotawa and Kroeger (1999) did a similar test with EMEP NOx emissions using the Lagrangian box model to calculate concentration at receptor locations. They obtained rank correlations of 0.57 and 0.70 for CF method. In the papers by Stohl (1996), Seibert (1998) and Charlton et al. (2000), the reconstruction was performed on the base of real world monitoring data. Correlation values obtained by the CF method ranged from 0.22 to 0.81 (Stohl, 1996) and from 0.27 to 0.63 (Charlton et al., 2000). Seibert (1999) obtained the correlation coefficient 0.75 using the CWT method. All these results are within the range of data shown in Figs. 3 and 5.

As was shown in Section 2.1, the result of source reconstruction by TSMs may be dependent not only on the distribution of initial sources but also on where a receptor is located. In the paper by Lupu and Maenhaut (2002), the sources of several pollutants were reconstructed by the CF and PSCF methods with the use of concentration time series measured in Finland, Norway, and Israel. They found that the reconstructed source distributions for the same region in Europe were different for different monitoring sites. So the inference about the dependence of source reconstruction results on a receptor position is in line with data obtained by Lupu and Maenhaut (2002).

4. Conclusions

Three well-known TSMs for reconstruction of sources of atmospheric trace substances were considered in this work under conditions of negligible measurement and transport errors. It was found that source reconstruction accuracy is dependent upon the spatial structure of the source distribution to be reconstructed. This is a special feature of the TSMs that has never been discussed in the literature before.

Rank order correlation coefficient between initial and reconstructed sources was taken as a quantitative measure of the accuracy. The correlation coefficient may be considered as a random variable because the source distribution to be reconstructed is a priori unknown. Therefore, statistical estimation of the accuracy of source reconstruction was given. For this purpose, an ensemble of fields of virtual sources was generated. For each particular source field, a time series of the concentration at a receptor point was calculated. Subsequently, source distribution was reconstructed using the TSMs and the correlation coefficient between the initial and reconstructed field was calculated.

The obtained set of correlation coefficients was then used to find ensemble–average correlation and the interval of the most probable values of correlations for each decay time and reconstruction domain. The larger the mean correlation and the less the dispersion of correlations, the more effective the reconstruction of sources is. The ratio of mean correlation to the interval with the most probable correlation values may serve as an effectiveness index for source reconstruction. The position of the effectiveness index maximum indicates the optimal reconstruction domain. This domain is dependent on a substance decay time and is close to the area that supplies most of the substance to the receptor. This is in line with the results of Schellinger and Kaiser (2007). For the optimal reconstruction domains, average correlation coefficients between reconstructed sources and the initial ones can reach 0.70–0.75. The boundaries of the interval containing 90% of the most probable correlation values are 0.6–0.9 for decay time of 240 h and 0.5–0.95 for decay time of 12 h. The best results in the source reconstruction can be expected for the trace substances whose decay time amounts approximately to several days.

The quantitative characteristics of the TSMs can be defined more exactly, using a full dispersion model for the receptor concentration instead of (4) and taking into consideration concentration measurement errors and air trajectory uncertainties. But in the frame of the TSMs, the results of source reconstruction are uncertain even in optimal conditions because of the simplified consideration of the trace substance transport process. An exact source distribution can be found by solving inverse problem (2) if the influence functions $g_{mn}(t)$ are known.

Although the methods considered in this paper do not guarantee high accuracy they are computationally simple and fast. Using the TSMs under optimum conditions and taking into account the bounds of uncertainties, one can obtain a first hint on potential source areas.
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