
Simulation framework to estimate the performance of CO2 and O2 
sensing from space and airborne platforms for the 

ASCENDS mission requirements analysis 
 

Denis Pliutau, and Narasimha S. Prasad * 
 

NASA Langley Research Center, 5 N. Dryden St., MS 468, Hampton VA, 23681 
 
 

ABSTRACT 
 

The Active Sensing of CO2 Emissions over Nights Days and Seasons (ASCENDS) mission recommended by the 
NRC Decadal Survey has a desired accuracy of 0.3% in carbon dioxide mixing ratio (XCO2) retrievals requiring careful 
selection and optimization of the instrument parameters.  NASA Langley Research Center (LaRC) is investigating 1.57 
micron carbon dioxide as well as the 1.26-1.27 micron oxygen bands for our proposed ASCENDS mission requirements 
investigation.  Simulation studies are underway for these bands to select optimum instrument parameters.  The 
simulations are based on a multi-wavelength lidar modeling framework being developed at NASA LaRC to predict the 
performance of CO2 and O2 sensing from space and airborne platforms. The modeling framework consists of a lidar 
simulation module and a line-by-line calculation component with interchangeable lineshape routines to test the 
performance of alternative lineshape models in the simulations.  As an option the line-by-line radiative transfer model 
(LBLRTM) program may also be used for line-by-line calculations.  The modeling framework is being used to perform 
error analysis, establish optimum measurement wavelengths as well as to identify the best lineshape models to be used in 
CO2 and O2 retrievals.  Several additional programs for HITRAN database management and related simulations are 
planned to be included in the framework.  The description of the modeling framework with selected results of the 
simulation studies for CO2 and O2 sensing is presented in this paper.   
 
 

1.  INTRODUCTION 
 

The Active Sensing of CO2 Emissions over Nights Days and Seasons (ASCENDS) mission aimed at global 
measurement of the carbon dioxide mixing ratio (XCO2) using active sensing approach is being investigated by a number 
of  groups [1].  Several measurement approaches in alternative bands of CO2 and O2 are being evaluated for potential 
implementation by different NASA centers including LaRC, GSFC (Goddard), and JPL.  The retrieval of the XCO2 with 
the desired accuracy of ~ 0.3% places very strict constraints on the lidar system parameters and requires ingenious 
selection of the retrieval approaches to minimize errors. 

In order to evaluate the lidar system requirements and aid in selecting optimum excitation wavelengths and 
methodology, we have developed a multi-wavelength lidar modeling framework for space or airborne lidar simulations.   
The modeling framework is used for comparative analysis of alternative measurement approaches for the sensing of CO2 
and O2.  The analysis includes general lidar sensitivity, effects of laser stability as well as the perceived requirements on 
the weighting functions.   The framework also includes additional programs and extends the usability of the modeling 
package beyond the scopes of the ASCENDS mission to the analysis of other molecules in variable spectral regions 
which is useful for future applications and in adjacent scientific fields.   In this paper, a description of the lidar modeling 
framework and selected sample calculation results are presented.     



2.   MODELING FRAMEWORK OVERVIEW 
 

The modeling framework consists of several programs as shown in Fig. 1.   The main multi-wavelength lidar 
simulation program (1) which relies on the use of atmospheric transmission calculations using the LBLRTM (2), or the 
custom line-by-line routines (3), a program for the HITRAN database management (4), and a custom compilation of the 
3D atmospheric concentrations (5) for atmospheric molecules [2-4]. 

The framework relies on several satellite datasets, models and 3rd party libraries as shown in Fig. 2.   As can be seen, 
the atmospheric model profiles are based on several independent sources such as MERRA, Carbontracker, standard 
atmospheres, the radiosonde data, and the 3D concentration profiles for other molecules.   Other datasets used in the 
model include the ASTER-GDEM elevation model, MODIS BRDF-adjusted surface reflectance, and optional use of 
CALIPSO aerosols attenuation [5-9].  Several third party open-source libraries are used for datasets handling and 
visualization as shown in Fig. 2 [10-12]. 

 

 
 

Fig. 1   Overview of the programs comprising the lidar modeling framework 
 
While the framework involves both the standard lidar sensitivity as well as the spectroscopy related analysis, more 

emphasis is placed on the error factors and optimizations related to the selection of excitation wavelengths and weighting 
functions determined by the atmospheric transmission features variable with the atmospheric parameters.  
 
 

3.   LIDAR SIMULATION DESCRIPTION 
 

3.1   General overview of the lidar framework functionality 
 

The general overview of the framework functionality and components is presented in Fig. 3.   As can be seen, 
several satellite datasets are used in the framework to determine atmospheric and surface parameters specific to the 
selected location and date/time points.  The data extracted from these datasets is further processed for subsequent lidar, 
and transmission calculations using the AER LBLRTM and custom lidar and spectral calculation routines.  The output of 
the simulations is a combination of lidar and spectroscopy related error estimates such as the lidar system requirements, 
weighting functions analysis, laser wavelength constrain requirements, and the information on excitation wavelength 
optimization.   



Our modeling approach is based on the goal to merge the lidar simulation and transmission calculations together by 
using the location and date/time specific physical parameters of the atmosphere and the earth surface available from a 
variety of satellite observations and data assimilations.  This approach effectively brings together the standard lidar 
sensitivity calculations with the spectroscopy aspects of the Integrated Path Differential Absorption (IPDA) approach 
(such as the effects of the laser wavelength stability and the weighting functions analysis and error estimate). 

The previous studies only involved the lidar sensitivity analysis based on location and date/time specific databases  
without thorough spectroscopy related error estimates or weighting functions analysis, or only used the six available 
standard atmospheric models from 1976 for subsequent weighting function and laser jitter calculations [13-18].  Our 
simulation represents a merge of these two approaches, which in addition to the lidar sensitivity studies, brings in the 
capability of establishing the limitations imposed by the laser wavelength stability constraints and the chosen locations 
of the measurement wavelengths on the shape and errors in the resulting retrieved optical depths and the weighting 
functions. 

The 3D atmospheric model database we are compiling for molecules other than CO2 and O2 is meant to be used as 
an alternative to the usage of the US Standard atmospheric models with the atmospheric parameters extracted on the 
basis of the surface coordinates, and the date and time positions. 
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Fig. 2   Lidar modeling framework databases, components and 3rd party libraries used.   



 
 
 
 

 
 

Fig. 3   General overview of the lidar framework functionality 
  



3.2   Atmospheric models 
 

The global atmospheric models used as input into the line-by-line calculations in this framework are derived from 
several different datasets obtained from independent observations, assimilations and/or models.   Total pressure, 
temperature, and humidity are obtained from the MERRA data products [6].  Several alternative MERRA data products 
may be used such as the analyzed fields on model layers (inst6_3d_ana_Nv), the analyzed fields at pressure levels 
(inst6_3d_ana_Np), or the basic assimilated fields from IAU corrector (inst3_3d_asm_Cp).   These data products are also 
used to derive the O2 concentrations taking into account its proportionality to the total pressure.   The concentration of 
CO2 is obtained from the NOAA Carbontracker 3D mole fraction datasets [5].  These datasets are subjected to further 
extraction of location and date / time specific atmospheric profiles of total pressure, temperature, humidity, O2 and CO2 
concentrations to be used for subsequent line-by-line or cross-sectional calculations. 

MERRA data is used in combination with the hydrostatic equation and surface elevation values to convert pressure 
levels into corresponding altitude levels.  This conversion also takes into account higher order errors due to the altitude 
dependence of the acceleration of gravity, earth rotation, as well as the earth ellipsoid with geoid corrections as described 
in further sections. 

An important parameter affecting the precision of the line-by-line calculations is the selection of the maximum 
altitude cutoff value affecting the residual optical depth error.   The significance of this contribution depends on the 
locations of the laser wavelengths selected for the on/off line measurements.   For example, Fig 4 shows a comparison of 
the relative error due to different maximum altitude cut-off values selected for line-by-line calculations in the 1.57 
micron band of CO2 using the LBLRTM program.   Spectrum 4(a) is the total optical depth calculation for a vertical path 
length of 100km, while (b), (c), and (d) indicate the residual relative optical depth error due to the different choice of the 
vertical cutoff altitude.   Spectrum 4(b) corresponds to the altitude cutoff of 48km representing the maximum altitude of 
the Chemistry model previously used for the lidar simulations performed by Kawa et. al [13, 19].   As can be seen, such 
cutoff altitude results in the residual error reaching as high as 0.8% at selected wavelengths.   

This difference is further illustrated in Fig.5 where the 6359.9674 cm-1 line of CO2 investigated by the Goddard 
group is shown.  As can be seen, spectrum 5(a) is the total optical depth for this selected line and spectra 5(b) and (c) 
show the difference between two calculations with cutoff altitudes of 100 and 48km.  As can be seen, an error in excess 
of 0.1% in optical depth is observed within 2pm from the line center at the selected cutoff of 48km.   Since the optical 
depth values are in direct proportionality with the gas concentration, a higher cutoff altitude must be selected to eliminate 
this additional uncertainty.    As can be seen from Fig 4(d), an altitude of 80km proves to be sufficient to make this 
contribution negligible.  For our simulations we have selected the datasets which conform to these requirements: the 
NOAA Carbontracker 3D mole fractions data is provided up to an altitude of ~80 km, and the MERRA data products are 
defined up to the pressure levels of 0.1 or 0.01 hPa corresponding to an altitude of ~ 80km or higher.  

As an additional illustration of the cutoff altitude selection effect, Fig 6 shows a comparison of calculations for 
cutoff altitudes of 100km and 18km performed for a different CO2 line.   The altitude of 18km roughly corresponds to 
the GlobalHawk maximum flight altitude.   As can be seen, errors reaching as much as 30 % are observed.   Similar 
results were obtained for other CO2 and O2 lines being evaluated for ASCENDS. 
   



 
Fig 4   Effect of the vertical path elevation cutoff effect on the accuracy of transmission calculations 

for the 1.57 micron band of CO2 (a – Total optical depth spectrum for a 100km altitude calculation, b, c, d – relative 
differences between the calculations with cutoff altitudes of 48, 60, and 80 km and the 100km (a) spectrum respectively). 

 

 
Fig 5   Effect of the vertical path elevation cutoff effect on the accuracy of the transmission calculations for the 6359.9674 cm-1 line of 

CO2 being investigated by the Goddard group (a – Total optical depth spectrum for a path length of 100km; b, and c – absolute and 
relative differences between the spectrum in (a) and that calculated with the 48km cutoff altitude respectively).  
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Fig 6   Evaluation of the optical depth differences for transmission calculations with the cutoff altitudes of 100km (standard maximum 
altitude in the LBLRTM model) and that of 18km corresponding to the Global Hawk measurement altitude. (a – Total optical depth 
spectrum for an altitude of 100km; b – absolute difference between the optical depths obtained for the calculated altitudes of 100km 

and 18km; c, and d – relative optical depth differences for the calculations with 100 and 18km altitudes on the vertical scale of 40 and 
3 percent respectively). 
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3.3   Usage of the World Geodetic System (WGS84) standards 
 

To eliminate approximation errors related to the use of the hydrostatic equation for altitude conversions as well as to 
link the atmospheric models with the surface elevation and other satellite data correctly, all calculations in the framework 
are referenced to the World Geodetic System (WGS) 84 standard.  In particular the values of the acceleration of gravity 
at sea level and the related radius are calculated using formulas provided below [20].  
 
The WGS 84 acceleration of gravity at sea level ellipsoidal gravity formula: 
 

𝑔0(𝜑) = 9.7803267714 · 1+0.00193185138639∙𝑠𝑖𝑛2𝜑
(1−0.00669437999013∙𝑠𝑖𝑛2𝜑)1 2⁄                  (1) 

 
Geocentric radius to the surface of the ellipsoid: 

𝑅0(𝜑′) = 𝑎(1−𝑒2)1 2⁄

(1−𝑒2𝑐𝑜𝑠2𝜑′)1 2⁄                                                      (2) 

 
Radius of curvature in the meridian (RM): 

𝑅𝑀 = 𝑎(1−𝑒2)
(1−𝑒2𝑠𝑖𝑛2𝜑)3 2⁄                                                           (3) 

 
Radius of curvature in the prime vertical (RN): 

𝑅𝑁 = 𝑎
(1−𝑒2𝑠𝑖𝑛2𝜑)1 2⁄                                                            (4) 

 
Relation between the geocentric and geodetic latitudes: 
 

𝜑′ = arctan[(1 − 𝑒2) ∙ 𝑡𝑎𝑛(𝜑)]                                                   (5) 
 
where φ’ is the geocentric latitude, φ is the geodetic latitude, a – semimajor axis of the ellipsoid, and e is first 
eccentricity.   In addition to the above WGS 84 standard equations, the earth Geoid altitude corrections from the EGM96 
model are applied [21].   The WGS84 standard formulas are further used in the conversions from the pressure levels into 
altitudes. 
 
 

3.4   Hydrostatic equation application in atmospheric models 
 

Neglect of such factors as the elliptical shape of the earth, variation of the acceleration of gravity with altitude etc. 
significantly impact the values of altitude levels in the atmospheric models and consequently the accuracy of the line-by-
line calculations.  We have estimated the combined error due to these factors to contribute more than 1% (depending on 
location) into the modeled optical depth uncertainties if unaccounted for.  
 
The error contribution to the acceleration of gravity is estimated as follows [22]: 

- Changes of acceleration with altitude (~ 0.3% difference per 10 km) 
- Earth elliptical shape (up to ~ 0.7% in sea level g value) 
- Effects of centrifugal force on the value of g at varying latitudes (up to ~ 0.3 %) 

 



These errors are passed into the atmospheric transmission modeling through the conversions of pressure levels into 
altitude in the atmospheric models using the hydrostatic equation: 
 

𝜕 ln (𝑝) =  𝑔(𝜑,𝑧)
𝑅𝑑·𝑇𝑣

𝜕𝑧                                                   (6) 

 
where 𝜌 is the air density, g – acceleration of gravity, Rd – gas constant for dry air, Tv – virtual temperature, φ is the 
geodetic latitude.  The virtual temperature is calculated as follows: 
 

𝑇𝑣 = 𝑇 𝜖+𝑤
𝜖·(1+𝑤)

≈ (1 + 0.61 · 𝑤) · 𝑇                                    (7) 

 
where T is the temperature in Kelvin, w is the water vapor mixing ratio in kg of water vapor per kg of dry air, ϵ = Rd/Rv, 
Rv - gas constant for water vapor.   The acceleration of gravity change with altitude may be approximated as follows: 
 

𝑔0(𝜑, 𝑧) = 𝐺·𝑀
(𝑅0(𝜑)+𝑧)2

≈ 𝐺·𝑀
𝑅0(𝜑)2

�1 − 2 � 𝑧
𝑅0(𝜑)��                       (8) 

 

𝑔0(𝜑) = 𝐺·𝑀
𝑅0(𝜑)2

                                                       (9) 

 
where G - is the universal gravitational constant, M - mass of the Earth, z – elevation above the earth surface, Ro(φ) – 
radius of the earth as a function of latitude and longitude (Earth geoid radius), z – elevation above the sea level at a given  
geodetic latitude φ, and g0(φ) is the acceleration of gravity at the ground level Ro(φ) which is expressed as follows: 
 

𝑅0(𝜑) = 𝑅𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐𝑎𝑙 + ∆𝑅𝐺𝑒𝑜𝑖𝑑                                  (10) 
 

𝑅(𝜑) = 𝑅0(𝜑) + 𝑧                                               (11) 
 

𝑔(𝜑, 𝑧) = 𝑔0(𝜑, 𝑧) − 𝜔2 · 𝑅(𝜑)  · 𝑐𝑜𝑠2(𝜑′)                             (12) 
 
where g0(φ, z) is the acceleration of gravity value without the centrifugal force component at a given latitude and 
elevation, g(φ, z) – acceleration of gravity corrected for the centrifugal force for a given latitude and elevation, ω – 
angular velocity of the Earth, Relliptical - geocentric radius to the surface of the ellipsoid, ΔRGeoid – geoid correction value 
to the Relliptical,  φ and φ’ are the geodetic and geocentric latitude values respectively. 

Substituting the above equations for the acceleration of gravity as a function of latitude, and the Earth rotation 
gravity reduction term into the hydrostatic equation and solving for the altitude, the difference in altitude Δz 
corresponding to a given pressure difference is expressed as follows: 
 

𝑎𝑥2 + 𝑏𝑥 + 𝑐 = 0      ;     𝑧1,2 = −𝑏±√𝑏2−4𝑎𝑐
2𝑎

      ;      ∆𝑧 = 𝑧(𝑝1) − 𝑧(𝑝2)                   (13) 

 
 

𝑎 = 𝑔0
𝑅0(𝜑) + 𝜔2 ·𝑐𝑜𝑠2(𝜑′)

2
     ;     𝑏 = −𝑔0 + 𝜔2 · 𝑅0(𝜑)  · 𝑐𝑜𝑠2(𝜑′)      ;      𝑐 =  𝑅𝑑 · 𝑇𝑣 · ln (𝑝)         (14) 



where φ’ and φ are geocentric and geodetic latitude values respectively corresponding to the same point on the earth 
surface.   When the ASTER global digital elevation model is used, the R0(φ) corresponds to the earth Geoid radius as a 
function of latitude and longitude (WGS84 value with the EGM96 Geoid correction). 
 
 

3.5   Surface elevation, and surface reflection 
 

The surface elevation values in our simulation are retrieved from an independent dataset, currently the ASTER-
GDEM elevation model [7].   This approach provides higher flexibility in merging different satellite data sources 
compared to the approaches where the elevation data reported along with one of the surface or atmospheric parameters in 
satellite data files is used (i.e. CALIPSO data products etc.)   The surface elevation data is used in conversions of the 
MERRA pressure values into the altitude levels as well as to determine the satellite-to-ground path.   Since the accuracy 
of the ASTER dataset varies depending on the surface coordinates, alternative surface elevation datasets or their 
combinations may be implemented later for increased accuracy. 

For the surface reflection data a method previously implemented by Kawa et al. was adopted [13].   The difference 
in our approach is the use of the 500 meter grid data and the extension of the method to other bands of both CO2 (1.57 
and 2.05 µm band) and O2 (A-band and 1.26-1.27µm) by using the MODIS BRDF-adjusted reflectance values reported 
in different spectral channels. 

Our current approach does not involve spatial averaging of the ASTER-GDEM surface elevation values or the 
MODIS reflectance data; instead a point closest to the location coordinates is used in calculations.    
 
 

3.6   Laser wavelength jitter analysis 
 

The magnitude of the optical depth retrieval error due to the laser wavelength jitter is determined by the slope of the 
spectral absorption curves.  Preliminary estimates of the laser wavelength jitter error contributions for the 1.57 and 2.05 
micron bands of CO2 have been reported by the ESA A-SCOPE group [14, 15]. 

Our wavelength jitter sensitivity analysis currently uses the output optical depth spectra of the LBLRTM program 
and provides the capability to analyze both the total optical depth jitter error as well as that as a function of altitude 
which relies on the layer-by-layer optical depth output of the LBLRTM.  The analysis may be performed on either CO2 
or O2 as well as any other molecule for which transmission calculations may be performed.  The current version of 
LBLRTM supports calculations for 39 line-by-line molecules with additional capabilities of cross-sectional calculations. 
Such altitude dependent laser wavelength jitter error analysis provides information on the distribution of laser jitter error 
as a function of altitude which is a useful additional parameter indicating the maximum achievable Optical Depth 
retrieval accuracy at varying altitude levels for a given laser wavelength instability.   For example, Fig. 7 shows the 
output layer-by-layer optical depth spectrum (a) of the LBLRTM program for a total path of 74 km and 74 equidistant 
layers and the selected measurement laser line position at 6364.9 cm-1 as well as the corresponding distribution of the 
laser wavelength jitter related error in percent as a function of altitude (b) at the selected central wavelength.  Fig. 8 
shows the corresponding total laser jitter related optical depth error for a laser stable to within 15MHz as a function of 
wavenumber.  



 
 

Fig 7   Layer-by-layer line-by-line transmission calculation using LBLRTM and a US standard atmosphere for a vertical path of 74 
km and 74 layers (a), and the altitude distribution of the optical depth error induced by the laser wavelength jitter of 15MHz with the 

laser positioned at 6364.9 cm-1 (b) relative to the total optical depth at the selected laser position. 
 

 
 

Fig 8   Laser wavlength jitter induced error for a laser with 15MHz wavelength jitter as a function of varying laser position.  
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3.7   Weighting functions 
 

The weighting function analysis in the framework is currently based on the LBLRTM program to simulate the 
transmission spectra for various path geometries. Such spectra are analyzed for subsequent selection of the weighting 
functions by investigating various combinations of on/off line wavelengths.   

The weighting function is a measure of altitude dependent absorption for a given molecule expressed as the optical 
depth per unit of altitude or pressure change and per unit of concentration (such as per 1ppmv) as a function of altitude.  
The weighting function is typically normalized to unity.  For the IPDA approach the optical depth is a differential value 
between the measurements at the on and off wavelengths as observed at varying altitudes or pressure levels. As such the 
weighting function for the IPDA measurement approach may be expressed as follows [23]: 

 

𝑊(𝑧) = �𝑑𝜏(𝑧)
𝑑𝑧

�
𝐶𝑂2=1 𝑝𝑝𝑚𝑣

= 𝑁𝑎𝑖𝑟(𝑧) · 𝛥𝜎𝐶𝑂2(𝑧) 

 
where W(z) is the weighting function, dτ is the differential optical depth for a chosen pair of on/off wavelengths at a 
given altitude, Nair(z) is the number of all particles in the gas at a given altitude, and 𝛥𝜎𝐶𝑂2(𝑧) is the absorption cross- 
section of the CO2 molecule at a given altitude.   

Since our approach relies on the use of the external LBLRTM routine, the calculations of the weighting functions 
are performed by first applying the hydrostatic equation to the input atmospheric models, performing the layer-by-layer 
LBLRTM program calculations based on the atmospheric models obtained, and then analyzing the layer-by-layer optical 
depth output spectra for individual molecules (or combined spectra) and selected on/off wavelengths using the input 
atmospheric models data.  Since the weighting functions are expressed per unit concentration of the absorbing gas, the 
optical depth values obtained in our LBLRTM-based calculation approach for individual altitudes are also adjusted with 
the corresponding atmospheric model values of CO2 concentrations for corresponding altitudes.  Additional laser 
wavelength jitter analysis provides extra information on the uncertainties in the total optical depth retrievals and the 
weighting functions as a function of altitude.   This technique is currently being further applied in our studies. 
 
 

4.  THE DATABASE OF MOLECULAR CONCENTRATION PROFILES 
 

Our plans include the expansion of the atmospheric models to additional molecules by using 3-dimentional 
concentration data from different assimilation sources such as satellite mission measurements by NASA and other 
agencies.   As an example of the feasibility of this approach, the default calculation mode in the frequently used 
LBLRTM program includes only 7 most abundant molecules in the atmosphere which provides sufficient accuracy for 
many applications.   These molecules include H2O, CO2, O3, N2O, CO, CH4, and O2.   The historical 3D atmospheric 
profile information for some of these molecules (H2O, CO2, and O2) is already available for the last 10 years or longer 
and is being used in our simulations.   In addition, ongoing missions provide data for certain other molecules. An 
example is the CO molecule and the associated MOPITT mission.   Such data usually has the time resolution on the 
order of 3 to 12 hours with a global latitude and longitude coverage grid of several hundred kilometers.   As such it 
would be beneficial to create a database of 3D mixing ratio profiles for atmospheric gases which would rely on a uniform 
format such as netCDF or HDF for easy simultaneous usage by line-by-line codes.   Our efforts include creation of a 
database compilation of this kind in support of the modeling framework we developed. 

This approach would be a useful alternative to using the US Standard models from 1976 for realistic location and 
time specific performance predictions for various types of geometries and spectroscopic measurements in the 
atmosphere.  



5.  CONCLUSION 
 

A modeling framework for space or airborne lidar sensing applicable to the simulations for ASCENDS and other 
missions was developed.   Our initial calculations indicate a large number of errors resulting from the atmospheric 
models usage, laser stability and the selection of excitation wavelengths.  We are in the process of carrying out more 
thorough calculations using the framework we developed to better quantify these errors.   Comparative studies are under 
way for the alternative bands of CO2 (1.57 µm or 2.05 µm) and O2 (A-band or 1.26-1.27 µm). 

The framework does not at present account for the accuracy limitations of the Voigt profile.  While the additional 
error of ~ 0.5% introduced due to the use of the Voigt profile has to be accounted for, other factors such as those related 
to the correct usage of atmospheric models and the selection of cut-off altitudes introduce a more significant contribution 
to the overall simulation uncertainty and as such have to be addressed prior to making improvements to the lineshape 
functions used. 
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