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ABSTRACT

We present a description of the data reduction and mapmaking pipeline used for the 2008 observing season
of the Atacama Cosmology Telescope (ACT). The data presented here at 148 GHz represent 12% of the 90 TB
collected by ACT from 2007 to 2010. In 2008 we observed for 136 days, producing a total of 1423 h of data
{11 TB for the 148 GHz band only), with a daily average of 10.5h of observation. From these, 1085 h were
devoted to a 850 deg” stripe (11.2h by 971) centered on a declination of -52°7, while 175 h were devoted to a
280 deg? stripe (4.5 h by 4”8) centered at the celestial equator. We discuss sources of statistical and systematic
noise, calibrution, telescope pointing, and data selection, Out of 1260 survey hours and 1024 detectors per
array, 816 h and 593 effective detectors remain after data selection for this frequency band, yielding a 38%
survey efficiency, The total sensitivity in 2008, determined from the noise level between 5 Hz and 20Hz in the
time-ordered data stream (TOD), is 32 4K/ in CMB units. Atmospheric brightness fluctuations constitute the
main contaminant in the data and dominate the detector noise covariance &t low frequencies in the TOD. The
maps were made by solving the least-squares problem using the Preconditioned Conjugate Gradient method,
incorporating the details of the detector and noise correlations. Cross-correlation with WMAP sky maps,
as well as analysis from simulations, reveal that our maps arc unbiased at multipoles £ > 300. This paper
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the public release of the 148 GHz southern stripe maps from 2008. The techniques described here

scCOmpanies
will be applied to future maps and data releases.

Subject headings: Microwave Telescopes, CMB Observations
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I. INTRODUCTION

Over the past two decades, precision measurements of the
Cosmiz Microwave Background (CMB) have led to remark-
able advances in our understanding of cosmology. Combined
with other observations, they have produced constraints on
models of the Universe to percent level accuracy (e.g., Ko-
matsu =t al. (2011)), Primary CMB anisotropy has been mea-
sured 1o cosmic variance precision by WMAP up to mulli-
poles of approximately 500 (Larson etal, 2011), valions
at finer angular scales (Friedman et al. 2009; Reichardt et al.
2009b,n; Veneziani et al. 2009; Kessler et al. 2009; Sicvers
et al, 2009; Sharp et al. 2010; Shirokoff et al, 2011; Das et al.
201 1b; Reichardt et al. 2011), correspanding to the damping
scale of the anisotropics, have led to even tighter parame-
ter construints, which are improving with each new data set.
Additionally, CMB measurements at smaller angular scales
are scrsitive o the contribution of point sources, which help
1o reveal the mature of early galaxies or active galactic nu-
clei (Vieira et al. 2010; Mamiage et al. 2011a), to the ther-
mal Sunyaev-Zel'dovich (SZ) effect, which can provide inde-
pendent constraints on cosmological parameters (Sunyaey &
Zel'dovich 1970; Marriage et al. 2011b; Sehgal et al. 2011;
Planck Coliaboration VIII 2011; Reichardt et al. 2012), and
to gravitational lensing effects on the CMB (Seljuk 1996; Zal-
durriaga & Seljek 1999; Das et al. 201 la; Sherwin etal. 2011).

The Atacama Cosmology Telescope (ACT) is located at
22°57'35"8, 67°47'13"W on Cerro Toco at an altitnde of
5200 m in the Atacama Desert of northem Chile, Its main pur-
poses gre to map the millimeter wave sky at areminule scales,
sampling multipoles up to I =~ 10* and detecting and charae-
terizing foregrounds, including galaxy clusters through their
SZ sigrature, and millimeter galaxies,

Between 2007 and 2011, ACT was equipped with the
Millimzter Bolometric Array Camera (MBAC), which ob-
served simultaneously in three bands: 148 GHz, 218 GHz and
277 GHz. The bands were chosen to avoid major atmospheric
emission lines and to sample the SZ decrement, null and in-
crement. Each band had a dedicated set of optics and a detec-
tor armay composed of 1024 pop-up TES bolometers (Benford
el &l. 2003) coupled to the optical signal, called “live detec-
tors,” plus 32 “dark detectors,” which were not 1o the
sky, Fer details about the instrument see Swetz et al. (2011),

Since first light on October 23, 2007, the telescope has
had four observing seasons producing more than 90TB of
data. Here we describe the 11 TB of data taken al 148 GHz in
2008, including the techniques used for data chareterization,
a8 well as the data reduction process used 1o obtain the final
maps. The 218 GHz and 277 GHz data will be described in a
later paper. However, o similar data reduction pipeline is nsed
to analyze the full dataser,

The maps obtained from these data have an angular resolu-
tion of 1.37' (Hincks et al, 2010} and a noise level that ranges
between 25 and 50 pK-aremin. The calibration of the data
to WMAP is discussed in Hajian et 2l (2011). The power
spectrum of the maps is presented in Fowler et al. (2010) and
Das et al. (2011h), with corresponding constraints on cos-
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TABLE |
SCAN PARAMETERS
Season 07 2008 2009-2010
Elevation 50°5 S0Ps 5005
Scan Width 96 720 7°0
Period 1944 1n2s 10.2s
Speed 1.0deg/s 1.5deg/s 1.5 deg/s
Max. Accel. 8.1 deg /5! 3.3 dog/s* 3.3deg/s"
[aia file length 15 min 15 min 18min

mological parameters in Dunkley et al. (2011). Cluster de-
tections through their SZ signature are by Hincks
et al. (2010) and Marriage et al. (201 1b), while extragalactic
source detections are given in Marriage et al. (201 1a). Muoli-
wavelengih follow up for these clusters is presenied in Menan-
teau et al. (2010) as well as the discovery & massive cluster at
z =087, (Menanteau et al. 2012, El Gordo). Their cosmo-
logical interpretation is discussed in Schgal et al. (2011). The
first direct detection of gravitational lensing of the microwave
background was made using these maps in Das et al. (201 1a).
This in mm demonstrates for the first time that microwave
background data on their own favor cosmologies with an ac-
celerating expansion (Sherwin et al. 201 1).

This paper is organized as follows. A summary of ob-
servations is given in Section 2. In Section 3 we provide
hackground for understanding the sky signul as recorded in
the time-ordered data stream (TOD). In Sections 4, 5 and 6
respectively, we charactorize the atmospheric, detector and
gystematic noise found in the TOD. Data calibration into
units of sky temperature fluctuations. 4T g, is described in
Section 7. Sectiom 8 describes the pointing solution, while
Section 9 explains the detector time-constant determination
method. Data sclection is described in Section 10, provid-
ing final statistics on the amount of data used for making the
maps. The ing method is discussed in Section 11. We
conclude in Section 12 and present a step-by-step summary of
the data pipeline from raw dala 1o maps. Appendix A provides
further details about finding and removing correlated modes
from the data.

This paper accompanies the public release of the data
through the NASA's LAMBDA site. ¥

2. OBSERVATIONS

ACT observes the sky by scanning the telescope in azimuth
al o constant elevation of 5075 as the sky moves across the
fiekd of view in time, resulting in a stripe-shaped observa-
tion area. With this scan strategy, the instrument observes
through a constant air mass, the cryogenics remain stable, the
telescope’s shape remains constant, and the local environment
and instrumental offsets are sampled in a consistent way. The
time constants of the detectors, together with mechanical fac-
tors, limit the scan speed and turnaround acceleration. Table 1
gives & summary of the scan parameters used in all seasons.
The lower acceleration introduced in 2008 was needed 10 re-
duce vibrations in the optics (see more details in §6).

The observations are repeated at complementary central az-
imuth angles to capure both rising and setting skies. This
cross-linking technique helps minimize systematic effects doe
to the scan in the mapmaking process and improves the deter-
mination of CMB modes parzllel to the scan direction.

" horpaflamibda. gsfe.nasa poviproductiect.
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. 1. Example TOD from one detector st 148 GHz from October
21, 2008, This was & good observing night with & PWV of 0.22 mm.
The slow drift Is dominated by changes in the brightness,
The high-frequency noise is dominated by detector nolse. Units are
mK in CMB equivalent units ot 148 GHz. The plot displays 3.6 x
10" samples at an interval of 2.5 » 107" seconds. The telescope was
scanning while these data were taken.

Each detector is led at o rate of 398,72 Ha and the
dota are stored in 15-minute long data files. They are then
merged with the rest of the housekeeping dats, which in-
clude the azimuth and elevation encoder readings and time
of day. The data are compressed to one-third of their origi-
nal size for storage, using & lossless compression algorithm
(SLIM).™ A sample TOD is shown in Figure | for a night
with good weather conditions, meaning that precipitahle wa-
ter vapor (PWV) remained below | mm. The PWYV is a good
indicator of 148 GHz opacity and overall data quality.

Despite some variation over the season due 10 changes in
sunrisc and sunset times, a typical day of observations at the
site was as follows. The cryogenic sysicm
ery day before providing roughly 14 hours of observing time.
The cryogenic cycle began around 11:00 in the morming lo-
cal time and lasted for 9.5 hours, so that MBAC was cold by

20:30, At warm-up movements for the motors
were run, and at 20:50 the detectors were biased

first detecior calibration data were obtained (see §7.1).

other night for calibration and beam measurements. This was

1 por further dotall see http:/ ‘alizdata. courcalargs.net ',
M ot pointing socuracy restons, we ended up using only data obuined
less than one howr sfier sunrise.

TABLE 2
(BSERVATION SUMMARY FOR SEASONS 2008 (a7 |48 GHZ).

Season Dec{Min Max)  RA (Min, Max)  Area [deg’]  Houn®
Southern Stripe

2008 (-57°15,-48%1)

(20% 3, Thay=) 250 1085

W08 (-2°12,2°34)  (10M21", 14N4E™) 280 173

* Ttal hoass before data selection,
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Fi, 2.— Histogram showing the PWY during the ml =

son, measured at the 2enith of the Atacama Pathfinder Experiment
(APEX) facility. The median value is 0.49 mm.

not done every single night to avoid producing 2 gap in the
CMB map. All of the operations listed above were automated
remotely,

The 2008 season began on August 11 and ended on Decem-
ber 24, with a total of 136 svailable nights and 124 nights with
successful observations, resulting in 1423 hours and 25.7 TH
of total daa for all three From the total observed
nights, four had bad weather conditions, leaving 120 nights
with usable science observations. The overall calendar time
efficiency, including day time, was 44%. The median PWV
during observations across the season, measured at zenith of
the Atacama Pathfinder Experiment (APEX) facility (Gasten
et al. 2006), was 0.49 mm. Given that the ACT site is sbout
140m higher than the APEX site, we use a comection facior
PWV ot = 0.88PWY yppx 10 cstimate the PWY at the ACT
site. Figure 2 shows a histogram of the PWV during the sea-
son.

Observations were made in two areas of the sky: The equa-
torial stripe, centerad at a declination of 0° (60° and 300°
azimuth at 50”5 elevation), and the southem stripe, centered
at a declination of -53° (150°and 210°zzimuth ar 5075 el
evation), covering a wide range in right ascension. Table 2
lists the boundaries of the observation arcas and the number
of hours available in cach area before data selection.

3, SIGNAL PROPERTIES
In this section we characierize the expected TOD signmal
from point sources and extended sources, for comparison to
the random and systematic noise described later in Sections 5
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and 6.

3.1. Poini Sources

For our purposes, we will define a point source as any ob-
ject with an angular size comparsble to or smaller than the
beam size of the The beam full-width at half max-
imum (FWHM), #, 4, is 1.37 for 148 GHz. Planets are the
most im pmnlmmasihnrhghnnfauhng]m
makes them useful for both calibration and beam measure-
menis. Distant galaxies can also be epproximated as point
sources and are helpfu! for the pointing solution.

As the iclescope scans and the sky rotates, a single detector
traces a zigzag on the sky, sampling the point source every
lime it intersects with the beam. The number of times a point
source appears depends on the scan period, the beam size and
the central scan azimuth. A point source appears &s & SUCCES-
sion of "blips” in the time stream. The shape of these "blips"
is a slice through the telescope point spread function and de-
pends upon the angular scparation between the center of the
beam and the location of the source. The angular speed of
the scan on the sky is given by # = v, c0s(50°5). The 2008
scan speed of vy = 175/ implies an angular sky speed of
57'2/s. Assuming a Gaussian-like beam of equivalent width
and neglecting the transit speed of the source, the 3 dB cutoff
frequency is )
2in(2)d

Iﬂuz

fam= (1)
This means that the contribution from point sources to the
TOD is limited to frequencies below 18Hz, as can be seen
in Figure 3,

Ciiven our scan speed, nominal elevation, sky rotation and
sempling rate, we expect nearly 10 samples per beam on the
sky ut 148 GHz.

3.2, Extended Sources

Using CMB simulations we can estimate the expected TOD
response Lo extended sky features. Averaging the power spec-
tra from many such synthetic TODs, we can estimate the
CMB power spectrum in TOD space, Figure 3 shows the av-
erage power spectrum of a simulated 148 GHz observation of
the CMB sky and the average data power spectrum from one
15-minute file. Because of Silk damping, the CMB has a rel-
atively sharp cutoff in its characteristic size: unlike the point
source observations shown in the figure, the CMB has linle
signal ut frequencies higher than 10 Haz,

Given ACT"s angular scan speed, the TOD frequency asso-
ciated with u sky feature of angular size 87 is

i

fron= %, (2

where the factor of 2 in the denominator comes from consid-
ering that the angular scale is the size of a positive or nega-
tive temperature bump, which is half of & wavelength on the
sky, Given that multipole moment £ relates 1o angular scale
s £ = w /fi; for scales small compared to the full sky, an ap-
proximate conversion between multipole and TOD frequency

’ po 2fro0 __ 2mfron
T Vyemn €08 (50°5)

Note that this relation is only a rule of thumb; the actual
mapping of TOD frequency into multipole space depends on

(3)

the specific scan strategy. This relation shows that the CMB
power speciram in the TOD can be shified in frequency by
changing the scan rale. As a reference, the TOD frequency
comesponding to £ = 3000 was 7.9 Hz in the 2008 season.
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Fia. 3.— Power spectra of signals in the 2008 sesson compared to
the data. The solid curve is he average power spectrum from 737
live detector TODs from one 15-minute 148 GHz daea file, during
which the PWV was 0.5 mm, The rise at low frequencies is the noise
contribution from the atmosphere, The dashed curve shows the sim-
ulated CMB signal. The oscillations in the simulated CMB signal
are due w enhanced power at hermonics of the scan freguency. The
dot-dashed corve estimates the point source contribution {consider-
ing only one hit at the beam center) assuming a Gaussian beam. For
comparison, the thin and thick dotted curves show the expected re-
sponse for 218 GHz and 277 GHe, with beam sizes of 1700 2nd 0/91

respectively. The amplitude of the point source power spectra come-
sponds w approximately the signal of Saturn.

4, ATMOSPHERIC EMISSION

The atmosphere is a strong emitter and absorber at the
bands of interest, chiefly due to the excitation of the vibra-
tional and rotational modes of water vapor. For this reason,
the PWYV is strongly correlated to the level of optical load-
ing on the detectors, The Atmospheric Transmission at Mi-
crowaves (ATM) model (Pardo et al. 2001) provides an esti-
mute of the loading as & function of the PWV level. At the
median value of 0.49 mm during the 2008 observations, the
loading is approximately 0.5 pW, which corresponds to an
equivalent Rayleigh-Jeans temperature of 6.4 K at the nom-
inal elevation.

During the season, the median atmospheric temperature
drift over 15-minute observations was (.22 K (Rayleigh Jeans
equivalent units as measured by MBAC), with lower and up-
per quartiles at 0.10 K and 0,43 K respectively.

Turbulence induces a spatial structore in the atmospheric
signal. According to the Kolmogorov model of torbulence
(Tatarskii 1961), the power spectrum of the fluctuations in a
large 3-dimensional volume is proportional 1w g%, where
q is the wavenumber. The projected signal observed on the
sky can have either a g '/ dependence, if the wavelength
is small enough thzt the wrbulence can be treated as three

dimensional, or a g™ dependence, if the wavelength is large



Daiz and Map Making 5

compared to the thickness of the atmospheric layer supporting
the wrbulent motions (Church 1995; Lay & Halverson 2000).

Figure 4 shows examples of the atmospheric signatoze in
TOD power spectra.  Figure 4a displays the average TOD
power spectra from four groups of observations with the tele-
scope nol scanning (“stare™ observations). When scanning,
the knee —where the power law meets the white noise level-
increas=s in frequency by around 1 Hz snd harmonics of the
scan fraquency leak into the spectrum. Before averaging the
power spectra from different observations (data files), the av-
erage power spectrum from the dark detectors was subtracted
to isolzte the atmospheric signal from instrumental 1/ f noise.
TODs were binned as a function of the PWV level measured
by APEX during the period of data acquisition. It is clear
how the stmosphere signal grows with PWYV, shifting the knee
towards higher frequencies. On the other hand, the power
law incex stays rether constant near the 2-dimensional regime
value. The average power spectrum from the dark detectors is
shown for comparison. [t is dominated by the thermal fuc-
watior:s of the cryostat. The fact that the “dark-detector”
power spectrum appears higher than the others in the fre-
quency range between the knee and 10 Hzis the resalt of the
power sublraction mentioned above. This indicates thar the
1/f plus resdout noise dominates over the atmospheric plus
detector noise in that frequency range. The knee frequency
ranges from 1 to 5 Hz for stare observations depending on the
weather conditions.

The departure from a pure power law shown in Fig. 42 im-
plies that the power law index varies with frequency. By fit-
ting power laws in small frequency ranges, shown as dashed
lines in Fig. 4a, we were able 1o measure this dependency and
group the observations as a function of their power spectrum
slopes at frequencies near the knee. We found that, for similar
PWV conditions, the slopes can vary significantly, with in-
dices ranging berween the 2-dimensional and 3-dimensional
regimes, as shown in Figure 4b. Low frequencies, which are
related 1o large scales in the sky, are dominated by the 2-
dimensional regime, with a power law index of approximately
a=-24. Al lrequencies around | He the power spectrum
from some observations (blue dots in Fig. 4b) follow a steeper
power law, suggesting thal, under certain weather conditions,
the 3-dimensional regime dominates at these smaller scales.
The slopes tend to increase with wind speed. Higher wind
speeds are cxpecied (o shift larger fearures of the mrbulent
pattern towards hig]w TOD frequencies. As large scales are
dominzted by the 2-dimensional regime, this would cause the
opposie effect of reducing the slopes at higher frequencies, in
contradiction with what is observed. This result suggests that
higher winds might be associated with intrinsic properties of
the turbulent layer, such as its width or height, producing a
stecper power law (Church 1995; Lay & Halverson 2000).

Atmospheric structures larger than 24' —the field of view
of a detector array- appear o5 8 common mode among de-
tectors, while smaller features can produce sub-array “corre-
lated modes," as described in Appendix A. Given that the dis-
tance to the turbulent layer is commonly less than a kilometer
(Robson et al. 2002), it becomes out of locus, smearing out
to scales of nearly 10Y, in agreement with our optical sima-
lations, This corresponds o roughly a third of the array size.
Then, given the scan speed, such signals appear at frequencies
between 2 or 3Hz in the TOD. In general, the common mode
of the detectors is a good estimator of the atmospheric sig-
nal, but the estimate can in principle be improved by dividing
the array o account for sub-arry atmosphere structure, Our

1 o
et — v BB gk 29

i g e D39 gk 29
peer: QIS pb 28

peec 150 pb 27

ok cfn_ pit 0.9

li'- # IIJ: i 10® s U
Frequency [Hz]
(&)

Fio, 4.— Ammospheric signature in TOD power spectum. (&) Av-
erage power spectra for four groups of non-scanning TODs selecied
by PWV level. The average power spectrum from the dark detectors
wias subtracted from each group power spectrum and is shown for
comparison. The dashed lines show a power law fit to cach spec-
trum. The legend indicates the mean PWY and the power-law index
from the fit for each group. Logarithmic binning was used to reduce
the noise in the plot. (b) Power law index as & function of frequency
for the average power spectra from three groups (hlue (o), green ()
and red (A)) of observations selected by their power law index at
frequencies close to the knee, all belonging to the third PWV se-
lecied group in (a). Each value was obiained by fitting a power law

.t the commesponding power spectrum in a small frequency range (in

logarithmic space); the listed frequencies are the mean values of the
associaied frequency range. The error bars show the dispersion of
the indexes from the members of each group. The sume is shown in
brewn (m) for the dark detector avergge power spectrum for compar-
Lsom,
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TABLE 3
MEMAN YALUE OF THE TYPICAL SENSITIVITY PER DETHCTOR AND
THE TOTAL SENEITIVITY FOR THE ARRAY AT TWO FREQUENCY
RANOES AFTER REMOVING THE MAIN 28 MODES OF CORRELATED
NOISE, THE UNITS ARE EQUIVALENT TEMPERATURE FOR CMB
FLUCTUATIONS,

Rorge NETyyp [K /5] NETor | k/5]
5=20Hz 78628 JN7£27
100=120Hz 1052 421 42.74£3.2

* The signal band is < 30 Hz w0 these entrles hest estimate the [nstroment
sensitivity.

attemnpts to detect coherent motions of atmospheric features
across the array, as would appear in a moving frozen-sheet
model of the turbulent lnyer, were not successful. Insiead, we
suppress the atmospheric noise by solving for the strongest
atmospheric modes in the time stream during the mapmaking
process, as discussed in §11.

5. SYSTEM SENSITIVITY: UNCORRELATED NOISE

Above the atmosphere knee frequency, the TOD is domi-
nated by broadband random noise. This noise is generated at
the detectors and readout circuitry and it is essentially uncor-
related among detectors.  Affter de-projecting the correlated
modes from the aimosphere and sysiematics (see Section 6
and Appendix A), this noise cun be measured by averaging
the TOD power spectral density (PSD) over the desired range
of frequencies.

The total sensitivity of the army, expressed as the noise
equivalzni temperaiure (NET), is given by

N 1
B

where NET; is the NET of cach working detector. Thus, the
typical sensitivity per detector can be defined as NETy, =
NET . v/Naa. where Ny is the number of the “effective” de-
tectors, as defined in §10.

Table 3 lists the typical values of the total and average NET
for a mid-frequency range (5-20Hz) and a high-frequency
range (100-120 Hz). in equivalent temperature units for CMB
fluctuations. Uncertainties show the dispersion smong 15-
minute TODs. The noise increase at higher frequencies is
driven by intrinsic properties of the bolometers, as described
in Marrage (2006), Zhao et al. (2008) and Niemack et al,
(2008). However, our signal band is limited to below 30 Hz by
the telescope scan speed and the beam size (see Figure 3).
Thus, the mid-frequency range is the best estimate of the in-
strumeril sensitivity.

As given in Table 4, the typical noise variance per detector
is 0.62 £ 0.04mK?s, The total noise can primarily be sepa-
rated into in-band detector noise, alinsed detector and readout
noise, and photon noise, all of which add in quadrature,

To reduce the effects of noise aliasing, the detectors are first
sampled at 15.15kHz, then a digital four-pole Buotterworth
low-pass filter with & cutofT frequency of 122 Hz is applied,
and finzlly the data are resampled at 398 72 Hz. The detector
noise bandwidth is limited to 8 kHz by a 700 nH inductor in
series with each TES.

To determine the effects of optical loading and aliasing, we
performed 2 dark test in which we opened the cryostat, put a

TABLE 4
MOISE CONTRIBUTION SUMMARY.
Moise source NET? [mK?s]
In-bund deteedor noise 0304010
Aliased noise 0174008
Optical loading .15
Tostal {ivpical) nodse 062 £ 0.

4 K (reflective) cover over the detectors, and collected data at
a variety of sampling rates, The typical noise level in the dark
wiis 0.46 +0.14mK?s, where the uncertainty shows the dis-
persion among detectors, The units are equivalent to the ones
in Table 3, After fitting the noise as a function of sampling fre-
quency, the in-band detector noise yielded 0.30 £0.10mK?s
and the total aliased noise contribution was 0.17+0.08 mK?s.
The latter includes aliasing from both detector and readount
noLse.
The readout noise is dominated by SQUID noise and
preamplifier noise. Fully sampled, the readout noise is esti-
maled to be around 1.2 x 107 mK2s (based on 50 MHz mea-
surements), which is expected to increase by roughly a factor
400 when sampled at 15kHz, reaching =~0.05mK?s. The
SQUID noise alissing was significantly reduced in season
2010 by reducing the readout bandwidth. Taking all this
into consideration, we estimate that slightly more than half of
the wotal aliased noise contribution is aliased detector noiss,
which is consistent with the detector noise sliasing analysis
presented in Niemack (2008). The other half is SQUID noise.
The dark tests also revealed that the optical loading con-
tributes 0.15mK?s of photon noise. By measuring the satu-
ration power of the detectors at different atmospheric condi-
tions throughout the season, and comparing them to the satu-
ration power in the dark, we found that the optical loading is
2,24 pW when the PWV is Omm. This loading is dominated
by spillover contributions, emission from optics and dry atmo-
sphere emission. The spillover contribution was reduced by
0.36 pW in season 2010 by adding & baffling structure around
the secondary mimor. In the same way, we determined that
water in the atmosphere contributes another 0.7 pW/mm of
loading, 5o in nominal conditions (PWV = 0.49 mm) the total
optical loading is 2.59 pW. This contributes to the noise as
photon noise: for a fully incoherent detector coupling to both
polarizations, the noise in units of power squared per unit fre-
quency is given by

P

2

NEP* &= 2hu P+ Ap' (5)
where h is Planck's constant, v = 149.2 + 3.5 GHz is the
central frequency™, Av = 18.4 GHz is the bandwidth, and
P =259 pW is the power absorbed by the detector (Zmuidzi-
nis 2003). The first term in the equation corresponds to pho-
ton shot noise while the second term corresponds o noise
from photons ariving in bunches, as is expected for thermal
rudiation when the occupation number is high. This leads to
a photon NEP of 3.0 x 107'7W/+/Hz, or roughly 0.17mK?s
in CMB temperature units, in agreement with our measure-
ments.

3 The central frequency for a Rayleigh-Teans source.
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Fic, 5.— Total array NET during the 2008 season in the mid-
frequency sange (5-20Hz) for 148 GHz, The values are grouped
in days and the error bars arg the standard deviations within each
day. The PWYV is also plotted for reference (dashed ling). Values
are calibrated to CMB equivalent onits, Before computing the sensi-
tivity, eight multi-common modes, four row-correlated modes, four
column-comrelated modes, and the residual twelve modes with high-
est singular values were removed (see Appendin A for details). The
noise improvemeant afier September 24 came from tuming off some
oscillating detectors, which were contaminating neighbors.

Table 4 shows a summary of the different uncorrelated
noise contributions that determine the systemn sensitivity.

Figure 5 shows the mean noise between 5 and 20Hz for all
data files in the 2008 season. This is the total noise which
goes into the maps and can be reduced only by increasing the
observation time. Noise estimates from the maps can be found
in Marriage etal. (2011a) and Das et al. (201 1h).

6. SYSTEMATIC NOISE

In addition to the atmospheric and random noises, the ce-
lestial signal is contaminated by several systematic noise
sources. The important ones are thermal drift of the cryo-
stat, mechanical accelerations which couple both optically
and thermally {(by causing detector temperature oscillations),
electromagnetic pickup and magnefic pickup. All of these
effects cause zero-lag correlations among different detector
TODs, or can be directly measured using the dark detec-
tors. Detectors are distributed in 32 “columns™ and 33 “rows,”
where the last row contains the dark detectors. Each column
shares the same tme-multipexed SQUID readout circuit (de
Korte et al. 2003) within which each row is read simultane-
ously, Thus, there is one dark detector per readout circuit,
serving to assess systematic noise from it. Moreover, the high
redundancy of live detectors across the array can also be used
to assess systematic effects (see Appendix A).

6.1, Thermal Drift

The current signals from the bolometers are amplified in
100-SQUID series arrays (SA) operated at 3 K (Swetz et al.
2011}, Slow temperature changes in the SAs produce slow
drifts in the TODs. During the first 10 hours of the right,
the 5A temperature drifis down by 250mkK, and rises up by
150mK in the last 2 hours. [n terms of equivalent sky temper-

ature at 148 GHz, this cormresponds to a drift of nearly 4 Kin
signal. In frequency space, the drift imprints a 1/ f signature
on the data, which meets the detector noise level at a knee
of nearly 1 Hz. Despite small differences in the responses of
different SA amplifiers, most of this signzl appears as a com-
mon mode 1o all the detectors. As the coupling occurs at the
readout circuit, this signal is also present in the dark detectors,
simplifying its identification and eventual removal.

In most cases this signal is subdominant to the atmosphere
signal, but when the PWV is low enough the thermal drift
becomes comparably significant. This is not evident in Figure
4a since the examples of low-atmospheric power get averaged
down when grouping many TODs.

In contrast, drifts in detector temparature cause no measur-
able effect because it is servo-controlled to within less than
| mK etror

6.2, Mechanical Accelerations

Mechanical accelerations, occurring mainly at the scan
tumaround, can conple optically and thermally to the detector
and result in an undesired instrumental response. The opti-
cal coupling can be produced by a mechanical motion of the
detector coupling layer. which is a 40um thick silicon layer
placed 100 gm away from the detectors for optical impedance
matching. The coupling efficiency is sensitive to the distance
between the coupling layer and the detectors, so small vibra-
tions can cause significant effects, especially at higher fre-
quency bands where the coupling layer is thinner and the cou-
pling efficiency is more sensitive to changes in the distance.
The effect is also larger near the center of the detector array,
presumably because the conpling layer vibrates in its funda-
mental mode. In the TOD, vibratiéns manifest themselves
as a series of spikes visible in the common mode at the scan
turnarounds, with opposiie signs for opposite directions, lead-
ing to lines in the power spectra at several harmeonics of the
scan frequency. In the 148 GHz “waterfall plot” of Figure
6, the vibrations contribute to the scan harmonics and some
resonant lines at higher frequencies. The latter are also seen
for stare observations, and their central frequencies are shared
among all three arrays, suggesting that they correspond to nat-
ural frequencies of the whole system. To mitigate the mechan-
ical effect, the tumaround acceleration was reduced from its
value in the 2007 season to the value shown in Table | af-
ter October 8, 2008. The coupling leyers for 218 GHz and
277 GHz were removed after the 2008 season,

Thermal perturbations of the cryostat, revealed in spectral
analysis of the bath temperature, also add to the low frequency
scan harmonics seen in Figure 6. This effect is column-
dependent and differs from the coupling layer effect in that
the signal is not stronger at the center of the array.

In general, high frequency spectral lines in the TOD from
different detectors destructively interfere when projected into
map space, mostly canceling out when many observations are
combined. On the other hand, low frequency harmonics of the
scan may produce non-negligible bar-like features in the maps
perpendicular to the scan direction, if not treated properly.

6.3. Electromagnetic Pickup
Eleciromagnetic pickup couples to the readout circuit, pro-
ducing various signatures in the data. These signals ap-
pear correlated among subgroups of detector TODs, par-
ticularly among delectors from the same column or row.
We call these “column™ or “row™ correlations respectively,
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(&) Before removing comelated modes.
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Fic. 6.— Frequency-space walerfall plol containing the power spectrum from all live detectors from the 148 GHz band, before and after
removicg 20 comelated modes. This TOD was obtained under nominal scanning conditions { fie = (11 Hz), on November 20, 2008. The data
are calibrated to CMB temperature equivalent units, Each horizontal line in the 2D plot represents the power spectrum of o single detector. The
black horizontal lines separate detectors from different columns. Mosl of the low frequency lines are scen harmonics. They are explained by a
combination of effects including spatial variations in the atmosphere brightness through the nearly triangular scan pattern, thermal oscillations
of the cryostat end coupling layer oscillations. The (hick lines around 5 Hz (see columns 2-5) are also present in stare observations, They are
thought to be resonant frequencies of the system. Note that the science band is between about | and 20 Hz, After removing 20 correlated modes
from every detector TOD, barmonic features are significantly reduced, a8 is the low frequency power from the atmosphere and from thermal
drifts. When making maps, the correlated modes are identified and properly de-weighted 1o produce an unbiased map solution.

each corresponding to a different source of electromagnetic
pickup, Narrow-band signals appear correlated among detec-
tors within the same column. They couple in somewhere af-
ter the first SQUID stage of the readout circuit, as the sub-
sequent circuitry is shared by the detectors in a column. On
the other hand, broad-band signals appear correlated among
detlectors within the same row, or even a few rows apart.
We believe these are caused by rapidly varying signals, such
as spikes from strong coment trensients: given our time-
multiplexed readout scheme, in which the same row s read
from all columns simultaneously, these signals become corre-
lated among detectors in the same row.

Figure 7 shows the detector correlation matrix for a given
I5-minute TOD file, where every element in the matrix corre-
sponds to the correlation between the TODs of detectors § and
J, which index the elements of each axis. For instance, the
diagonal elements correspond to i = j, so they are all equal
o one. In Figure 7a, adjacent detectors on each axis belong
to the same column in the ammay, with & black line separat-
ing detectors from different columns, while Figure b is or-
ganized by rows. We can clearly see the kinds of correlaiions
described above affecting either columns or rows of detectors.
Az would be expected from a stochastic distribution of tran-
sicnts, the patterns seen in the row-comelated matrix change

in time. To quantify the correlations, a quality factor is de-
fined as the mean of the squared off-diagonal elements of the
correlation matrix:

7 M
2= m{i}ﬁ_j. (6)

where ¢ ; is the correlation between the TODs of detectors i
and f, and N is the number of detector TODs. Lower  factors
indicate less correlated noise.

The column-correlated signals were significantly reduced
by carefully shielding the system from electromagnetic noise
in the environment, The row-correlated signals, instead, were
found to be related to the switching power supplies feeding
the readout electronics. They were replaced by lincar power
supplies at the end of the 2008 season,

If not treated properly, broadband row-correlated signals
can produce features in the maps, mostly seen as features per-
pendicular to the scan direction for that panticular observation.

6.4. Magnetic Pickup
The readoul circuit of the detectors uses SQUIDs, which
arc very sensilive 1o magnetic fields. Despite significant mag-
netic shielding, some residual pickup remains as the telescope



{a) Column dominant. Magnetic pickup and stmosphere removed.
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{c) Colurm dominant. Magnetic pickup, stmosphere and dark modes removed, () Row dominant Magnetic pickup, stmosphere snd dark modes removed,
F16. 7— Correlation matrices for & 15-minute data stream obzined December 7, 2007. The 551 active detectors are each numbered, starting

from the opper lefi of the correlation matrix, in order of columns (left
performance (see Sec. 10.3). The solid linex divide the 32
rows (right pancls); the different widths besween the solid lines reflect the

from this particular dats siream due 0 inadequate

panels) or rows (right panels). The

473 detoctors were cut
columns (left panels) or

varying number of active detectors in each columm or row {(cf. Fig. 8).

The magnetic pickup and the atmospheric signal have been removed from the time stream by sublracting a best-fit sinusoid for the former and
by removing eight muli:-commeon modes for the laner (see Appendix A), The top panels show these filiers only, with a quality factor @ = 0.081
(Eq. 6). The bottom panels sdditionslly have dark correlated modes removed, with an obvious large suppression of detector correlation and a

quality factor of @ =0.015,

sweeps through the Earth's magnetic field. Although the scan
is almost triangular, the observed signal is chiefly sinusoidal,
which can be explained by eddy current losses and hystere-
sis in the magnetic shielding. magnetic signal ampliude
and phase are fairly stable across detectors in the same col-
umn, but differ significantly between columns, We believe
these phase shifts are related to the complexity of SQUIDs
and electrical loops in the A typical amplitude of this
signal is equivalent to nearly 7 = 7mK in CMB units,

As this is a readout-related signal, it can be measured using

the dark detectors and removed by fitting and subtracting a

sinusoid. Moreover, the scan frequency is significantly below
the science band and the magnetic pickup is heavily down-
weighted in the mapping,

7. CALIBRATION

Our calibrution takes into account the detector
and electronics; camera and elescope optics; and atmospheric
conditions. It consists of three steps, The first adjusts for vari-
ations in detector responsivity due to changing atmospheric
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loading and stmospheric opacity. Next, a detector-detector
gain term is applied to account for relative variations in opti-
cal coupling across the camera. Finally, a single normslizs-
tion is 3pplied to all the data 10 account for the overall system
cfficiency for celestial sources. This procedure is similar 1o
the one presented in Switzer (2008).

7.1, Calibration Variations with Time

The nightly variations in atmospheric loading and daily
cryogenic cycling necessitate a rebiasing of the detectors at
the beginning of each night's observations, which affects the
detector response. Additionally, the opacity of the atmosphere
varics from night o night. Changes in loading and opacity
throughout the night produce smaller variations in the system
FESPONSE.

In order to account for the variations in sysiem response
between nights, & responsivity calibration is derived from the
analysis of -V curves taken during the nightly rebissing. An
I=V curve is the relation between the output current response
(1) of the detector’s SQUID readowt circuitry o & slowly
ramping detector bias voltage (V). For the 148 GHz band, the
median deviation in responsivity between nights as measured
by the !~V curves is 3.0%.

A second test, known as a bias step (Niemack 2008), is per-
formed three times per night to detect changes in detector re-
sponsivity through the night, This is achieved by recording
the detsctor response (o a series of small, square-wave pulses
applied to the detector bias voltage. The responsivities can
be obtained by analyzing the detector responses to this signal,
and are found to be in agreement with responsivities obtained
from the | =V curve analysis. For the 148 GHz band, the me-
dian deviation in responsivity over a night, as measured by the
bias step, is 1.0%. For more information about the ACT detec-
tors, the biasing routine and responsivity, see Fisher (2009),
Battistelli et al, (2008), Swetz et al, (2011) and Zhao et al.
(2008). The time dependence on the atmospheric conditions
will be discussed below together with the overall system cali-
bration.

1.2, Time Independent Relative Detecror Caltbration

To determine the detectors’ relative gain coefficients, we
use the large common-mode signal provided by the variations
in atmespheric brightness. This is analogous to a flat-field cal-
ibration done with an optical CCD. For each |5-minute datn
file, we compute the gain factor that best fits the detector drifi
to the common mode drift. The dispersion of this factor per
detecter over the season, uveraged over all detectors, is better
than 2% rms for the 148 GHz array, This includes the variabil-
ity of the time-dependent calibration step, We correct for this
by mul:iplying each detector rime stream by its corresponding
gain factor.

7.3. Overall System Calibration

An cverall system calibration is established by measure-
ments of Uranus. By comparing the peak response of the
instrument to the known brightness temperature of Uranus
(taking into account the ratio of Uranus' solid angle, 0y =
0.235 = 0.010nsr, to the telescope’s solid angle at 148 GHz,
(lpyer = 215.8 £ 1.5nsr), an overall calibration of the system
response is obtained. The statistical error derived from 30
measurements in the |48 GHz band is 1%, while solid angle
uncertzinties are below 1%. The equivalent Rayleigh-Jeans
temperature of Uranus is obtained by reprocessing the data

from Griffin & Omnon (1993), in combination with WMAP-7
measurements of the brighiness of Mars and Uranus (Weiland
et zl. 2011). Tt yiekds 103.5+ 6K at 148 GHz, producing a 6%
uncertainty in the overall calibration.

The conversion to sky temperature also depends on the at-
mospheric transmission. This is estimated with the ATM
model (Pardo et al. 2001}, which uses PWV measuremenis
from APEX corrected for the ACT site and other Atacama-
specific parameters. When PWV measurements are not avail-
able, the scason-average transmission (7 = 0.976) is used,
For the 148 GHz band, the rms of the transmission during the
2008 season was 2.3%. Given that large atmosphere loading
can excite non-lincaritics in the detector responsivities, an ex-
tra degree of freedom is given to the planet fit as a function of
PWV, producing a final correction to the calibration factor.

The overall map calibration is compared 1o the WMAP-7
year map, by correlating multipoles in the range 400 < £ <
1000, providing an uncertainty of 2% in temperature (Hajian
et al. 2011). This analysis shows that the Uranus calibration
is a factor of 6% lower than the WMAP calibration, which is
within the expected uncertainty.

Putting all pieces together, the overall system calibration
for 148 GHz in the 2008 season is

Fiw)=Cexp [(ra+mew+m (w—w)) /sinfla],  (7)

where C = 19.41 K/pW is the overall calibration factor, 8y,
it the observation altitude, 7, = 0.0093 is the “dry opacity,”
Tw="0.0190mm™" is the “wet opacity,” 7, = 0.0138mm™ is
the the extra degree of freedom, w is the PWY measurement
from APEX, corrected for the ACT site in millimeters and
w =044 mm is & pivot PWV used in the fit. Here 74y and 7,
are fixed parameters obtained from the ATM model, while C
and 7 are free parameters. If 7, is allowed o vary, we recover
the same value that is predicted by the ATM model (Hincks
2009},

8. POINTING
The pointing solution is decomposed into relative pointing
between detectors and shsolute boresight pointing, both of
which we discuss here.

B.1. Relative Detector Pointing

The relative pointing between detectors was determined by
modeling the beam in the time streams of planet observations.
This analysis made use of approximately 30 observations of
Saturn at the normal CMB observing altitude of 5075, in two
a:;lmuthmng{sscmapmdingmthe rising and setting of the
planet.

The telescope scans are rapid enough that each detector
samples the vicinity of the peak response to a planet several
times in a single observation. [t is thus possible to model the
beam position and shape in two spatial dimensions, project
this to a detector signal using the telescope encoder informa-
tion, and fit the data in the time domain. For simplicity, we
use a 2-dimensional Ganssian as the beam model. The fit pro-
duces aximuth and altimde offsets for each detector relative
to the telescope pointing encoders, as well as measures of the
peak response, beam FWHM, and optical time constants.

When combining different planet observations, we first
aligned them by applying an offset correction to each one.
The position of each detector is taken as the mean of the posi-
tions from all observations, after rejecting outliers. This pro-
duces relative detector positions for each array thal are in good
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agreement with design expectations (Fowler et al. 7). A
comparison between the offsets for rising and setting observa-
tons (which differ in azimuth by approximately 957) shows
no sigrificant rotation or shear of the array relative to the lo-
cal altitude and azimoth axes. This constrains the tilt in the
telescope azimuth axis 1o be smaller than 1’ and indicates that
rotatien of the array with respect 1o azimuth is negligible.

The uncertainty in the relative pointing is no greater than
1!'5 for all three arrays. Given the large number of detestors
in each array, this small uncertainty in the relative detscior
positions amounts (o a negligible contribution to the pointing
error ir: the final maps.

8.2. Absolute Boresight Fointing

The azimuth and altitude of the telescope encoder readings
must ke corrected to account for their offset from the true
boresight for each frequency band. The comection is differ-
ent for each of the four central CMB observation azimuths,
namelv the equatorial and southern stripes at rising and set-
ting orientations,

The correction is obtained by projecting the data from & par-
ticular band and orientation into a map (after having applied
the relative pointing solution described above), and compar-
ing the positicns of the bright point sources to catalogue posi-
tions. The resulting offsets in equatorial coordinates are con-
verted to offsets in the boresight position, and this procedure
is ilerated 10 ensure convergence. The boresight offset varies
by about 1'over the season, primarily in elevation.

The dominant source of error in the offset correction comes
from estimating the centroid positions of the point sources in
the maps, before matching them to the catalog positions. This
error scales inversely with the square root of the number of
point sources available, which was 20 for the 148 GHz band,
and with their signal to noise ratio. The uncertainty was found
to be 26 for the southern stripe and 5”3 for the equatorial
stripe at 148 GHz. These values were obtained by adding in
quadrature the error in the fit from the rising and setting maps.

The telescope pointing is expected to vary slightly due to
thermel deformation of the mimor structure.  This variation
is estimated from observations of Saturn taken at nearly the
same azimuth and altirnde on different nights. The rms point-
ing variation of such observations is 43, Since any pixel in
the final sezson maps contains contributions from many dif-
ferent nights, this random variation does not contribute signif-
icantly to the pointing uncertainty.

Pointing deviations are significantly higher at dawn when
the felescope temperature begins to change more rapidly,
showing a trend that repeats every moming. The drift begins
nearly 1 hour after sunrise, reaching nearly 50" an hour later.
Data teken more than 1 hour after sunrise are not included in
the maps.

On top of this, the altitude was observed to drift by about
20" over the course of the 120 day season, producing pointing
errors that were correlated with right ascension. To remove
this trend, linear corrections of 0/ 2/day and 0! 15/day were
applied to the rising and setting fields respectively. These cor-
rections have little effect on the maps other than to remove the
small, RA-dependent pointing offset.

The net pointing uncertainty is thus dominated by the sys-
temalic uncertainty in the alignment of the rising and setting
maps, along with some residual variation doe to temperarure-
dependent mirror deformation. Comparing the positions of
bright point sources in the maps to their catalog positions,
we estimate the pointing error in the final maps to be 478,

with no preferred orientation (Marrizge et al. 2011a). Note
that this uncertainty is much smaller than the beam size, and
would canse errors of less than 1% in the measured flux for
point sources.

9. DETECTOR TIME CONSTANTS

A detector’s time response is limited by its electro-thermal
properties. We model their optical step response as an expo-
nential decay with a time constant . A finite response time
results in a small shift in the spatial position of a point source.
The shift depends on the scan direction. In the fits for the rel-
ative pointing solution described above, time constants were
included in the beam model as a single-pole low-pass filter
in the time domain. The time constants are measured with
a precision of &7 = 0.5ms, which is an upper bound to their
dispersion from the analysis of 30 Satrn observations. The
median time constant of the 148 GHz array is 1.9+ 0.2 ms
{ fagp = 83.8 & 8,8 Hz), with only a handful of detectors show-
ing responses slower than v = 10ms { f348 = 15Hz). For com-
parison, Equation 3 implies that £ = 10 corresponds to 27 Hz.

10, DATA SELECTION

Diata selection can be divided into two types: data file selec-
tion (all detectors) and single-detector TOD cuts. The former
determines the number of observing hours, while the latter de-
termines the nomber of “effective detectors™ within each data
file, defined as the sum of the fraction of the time that each
detector passed the data selection:

S
New= %T.w (8)

where T} w15 the available time for detector i after data se-
lection, and Tig is the total time before data selection. The
number of array-wide effective detectors can then be defined
as the average of N.y over all the available data files in the
S50,

The remainder of this seclion presents the data selection
methods and statistics for these two types of data cuts.

101, Detector Classification
The detectors are classified in three proups:

# Live Detector Candidates: Those that have the potential
to be used for map making;

# Dark Detector Candidates: Those that do not couple to
the sky (for example a broken pixel) but can be nsed to
diagnose systematics. This includes the subset of the
32 dark detectors which work properly and the subset
of defective detectors with working readout circuit;

» Broken Detectors: Those defective detectors that can-
not be used to probe systematic effects. They include
those former live and dark detectors with defective
readout circuits, and slow detectors (7 < 10 ms). Many
of them must be turned off while ohserving to prevent
them from interfering with other detectors.

Several methods were nsed to classify detectors into these
categories. These include assessing comrelation with the atmo-
spheric signal (by far the largest signal), searching for consis-
tently oscillating detectors,™ and finding biasing problems.

8 We have implemented automotic methods o identify oscillating detec-
tors on the Ry and discornect them.
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TABLE S
SUNMMARY OF NUMBER OF DETECTORS [N EACH OF THE THREE
GROLPS, NUMRER OF DETECTORS CUT BY EACH CRITERION AKD
LFECTIVE NUMBER OF DETECTORS FOR 148 GHz In 2008,
Enbons axi THL STANDARD DEVIATION OF THE NUMBEN OF

DETECTORY.
) o Mumbet
Dietes rer clagsification
Live Candidates ]
[k Candidates 128
Tiroker Detecton 133
Total 1056
Ciarx oy criterion applied wo v desectons
Cal iowrmtion idd
Dirify 46
Cormelation LR
Cain 148
Mid-F Noise 4433
HF Rma 15&12
HF Skraness 344
HF Kuroesis T4+9
Sean 249
Cilineh »+D
Eflective detectorn
593493

Tuble £ gives o summary of the number of detectors in each
of the three groups for each array.

Onee the live and dark detector candidates have been iden-
tified, & number of possible pathological behaviors may still
Jusily removing part of the dats from the reduction pipeline.

10.2. Data File Selection

Out of the total number of data files acquired, we rejected
files for the following reasons and in the following order:

» Files that comrespond 1o planct observations and other
calibration or engineering tests;

¢ Data taken more than one hour after sunrise, 10 avoid
pointing and beam errors caused by telescope deforma-
tions as it was thermally settling;

» Files with fewer than 400 effective detectors, us they
were considered likely to be pathological;

o Bad weather: PWV greater than 3.0mm (trunsmission
below 90%);

= Poor cryogenic performance: Detector base tempera-
ture more than 7mK above the nominal lemperature, or
when it changed more than | mK within the |5-minute
fle;

» Foor calibration: If the relative gain dispersion of the
detectors was more than 10%:

» Data for which the analysis software fuiled.

The final emount of data availeble for analysis is summa-
rized in Table 6.

TABLE &

DaTa BLE SELECTION [ 2008 AT 148 GHZ
— _—

Tape Obs. Hours L
Calendar 1264 b 100Fe
Total observation 142 h 416%
Total survey 1260 h IB6T
Later than | b after sumrise 198 h (6.0%)
Low effective detectons -156h (4.8%)
bbb 28 {02%)
Cryogenic - =)
High gain dispersion 10k (0.3%)
Onher A3k {lL4%0)
Uncut South 772k nie
Uncut Eguator 4h 3%
Uncat Total Servey Bloh Bre

10.3. Detector Cuty

Detectors are affecied by sporadic pathologies. Depending
on the kind of pathology, it may be necessary io reject a sec-
E‘mwhm&md:ﬁwmm:ﬁmm

ke.

The main causes for these pathologies are quantum jumps
of the magnetic flux of a SQUID in the readout circuit (V-¢
jumps); excessive detector noise; conducted noise from oscil-
lating detectors; excessive electromagnetic pickup; and me-
chanical contamination, which can be optically or thermally
coupled into the signal,

The following tests were performed over 15-minute data
files 1o detect these pathologies:

& Dirift tesi: This probes low-frequency deviations of a
detector TOD from the atmospheric signal. The data are
first low-pass filtered above 50mHz and calibrated into
units of power, as described in §7. Then the thermal
drift is removed by de-projecting both the dark detec-
tor common mode and the housckeeping temperature
of the detectors. Finally, the astmosphere signal is re-
maved by de-projecting eight multi-common modes, as
cxplained in Appendix A. The drift crror is defined as
the standard deviation of the residual data. Detectors in
148 GHz are cut as outliers if their drift emor is higher
than 0.35W.

» Correlation rest: The Drift test is complemented by
finding the correlation between the detector drift and
armay common mode drift for TOD frequencies below
50mHz. Detectors that correlare less than 98% are ex-
cluded.

o Gain test: The Drift test assesses the shapes of the
TODs, but not their amplitudes. The relative detector
gain can be quantified by the factor that best fits the a1-
mospheric drift to every single TOD at frequencies be-
low 50mHz. For this the atmospheric drift is estimated
as the arrzy common mode after removing the thermal
contamination. Detectors are cut whenever their gains
differ from the mean by more than |5%.

prominent at frequencies between 0.3 and 1. 0Hz, be-
low the “science band.” To isolate detec-
tors, we band-pass filter the duta below and above those
frequencies, de-project the wray common mode (also
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filicred), and obtain the standand deviation of the resid-
uals, which we call mid-frequency emror. Detectors are
cul whenever their mid-frequency error is more than 2.5
times the medien value for the data file,

o High-frequency noise tests: At frequencies above
5 Hz the data start being dominated by detector noise,
which is chiefly Gaussian. Non-Gaussianities above
this frequency are mostly caused by electromagnetic
pickup, conducted electrical noise ar opto-mechanical
perturbations. To isolate them, we high-pass filter the
ditn below 5 Hz and then test for non-Gaussinnities by
computing the standard deviation, skewness und kurto-
sis. This is done within sections of the TOD of one
scan period, with a characteristic length of 10.25. Us-
ing the transformation proposed by D’ Agostino & Be-
langer (1990), the last two statistics a normal dis-
tribution in the case of Gaussian noise, which is veri-
fied for most of our data. Outliers are identificd by how
much they deviate from the mean. Only sections of the
TOD with noise rms lower than 0.9fW are kept.

® Scan fest: Motion defects and encoder ermors are also
cetected and cut, affecting sub-sections of the TOD.
This is done by examining the szimuth time stream and
searching for ptions in the scan pattern.

» Glitch test: The data arc also sffected by spike-like
glitches, for example from cosmic rays. Spikes larger
than 10 times the noise rms are cut, including & 0.5
buffer on cither side. Also, whencver two such cuts are
separated by less than 55 they are stitched together into
& single cul. If more that 5 glitches are found in a single
detector TOD, then the whole detector TOD is cut.

» Calibration Bolometer test: During 2008 obscrvations
& calibration bolometer was used 1o load the detectors
with radiation of roughly 400mK every 24 minutes,
each event lasting for 1.3 scconds. For these, a window
of nearly 35 is cxcised around the event.”” We included
this within the "Glitch™ cuts in Table 5.

As a general rule, if more than 20% of the detector TOD
would be cut, then the full detector TOD is cut instead.

Dark detectors were selected in an analogous but simplificd
way. [n this case, only full detector TOD cuts were performed.
The cut criteria were the drift error of the dark detectors, the
gain with respect to the dark common mode™ and the noise
rms, al} given in raw data units.

10.4. Data Selection Resulis

Afier applying all the selection criteria given above, and

only the data files available for analysis, the av-

erage of effective detectors was 593 £ 95 in the 2008

season at 148 GHz. The emor here is the standard deviation
over different data files.

Tuble 5 shows a summary with the number of detectons in
each of the three detector groups for the 148 GHz armay, as
well as the cut contribution from the eight main selection eri-
teria: drifl, gain, mid-frequency noise, noise rms, noise skew-
ness, naise kurtosis, and partial cuts with more than 20% of

7 “The calibration bolometer was not used afer 2008,

M Nodee that the common mode of the dirk detectons (s driven by ihe
Mmdgﬂhnflhmmwhhhium:mmdhqmdpﬂlﬂﬂulln
detector dam,

“E¥Y¥Ecs683838§
Percentage of Time Cut

w e * e o P
Fia. 9.— Effective number of detectors in the 148 GHz array in the
2008 scason. Circles denote daily and the error bars are the
standard deviation within that day. The PWYV level is shown with
the dashed line. The incrense in the number of effective deteciors
starting in September 24 occurred efier some oscillating detectors,
which had been contaminating other detectors, were turned off.

the TOD cut. The bottom line is the average number of ef-
fective detectors in the season. Figure 8 is a dingram of the
148 GHz armay showing the fraction of the time that esch de-
tector is uncut. Figure 9 shows the daily number of the effec-
conditions indicated by the PWV,

On top of these cuts, a small fraction of the remaining data
is cut during the mapmaking process, as described in the fol-
lowing section.
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11. MAP MAKING
11.1. Mapping Essentials

To muke maps from ACT data, we solve for the best-fit sky
given Lae noise in the data. In particular, we find the sky map
that minimizes x* given a model for the noise, and a model
for whit the data should look like:

d=Mx+n. (9)

Here x is the model for which we wish to solve, M describes
how the data depend on the model, and n is the particular re-
alizaticn of the noise in the ACT data, Traditionally, x is a
vector whose components are the sky map pixels and M is the
pointing matrix. In its simplest conceivable form, each data
point s2es a single pixel in the map, o each row of M (corre-
sponding to a single data point) has a single 1 in the column
corresponding to the map pixel ut which it was pointed, How-
ever, our model for the data, x, can contain many coniributions
in addition to the sky map: components include atmospheric
noise, correlated signals in the data, point source fluxes, and
missing (cut) data samples as discussed below. The mapping
Formalism easily generalizes to cover multiple components as
long as the data depend on them linearly:

=[M1M1"'|“!¢-]. “u.}

X
X
A= : (1

X
With aa estimate of the noise covariance N = (nn” ), which

i5 & Mg DY Muampte MALTX (Mgepie = 10° ), we wish to find
the model that maximizes the likelihood function

L=exp [—%(ﬂ—h‘[ﬂrﬂ"{d—m}] ! (12)

where d is a vector containing all the data samples. The stan-
dard linear least-squares solution is

M'N"'Mx=M"N"d. (13)

The matrix MTN"'M is 100 hig to be practicably inverted di-
rectly (we typically have 107 map pixels), so we instead itera-
tively solve the leas nqmiuufor:uin;u?m:nndh
tioned Conjugate Gradient (PCG) scheme (Wright et al. 1996;
Hinshaw et al. 2003; Press et al. 2007). Preconditioning in-
volves introducing P, an approximate inverse of M'N"'M, in
order to speed up convergence of classic Conjugate Gradient,
and solving the better-conditioned system:

PM'N 'Mc=PM'N'd (14)

To map ACT data, we use the code Ninkasi
and rur: on the Scinet General Purposc Cluster (GPC) (Loken
et al. 2010). The mapmaking algorithm for the maps in this
release is improved from that used in previous papers (Fowler
et al. 2010; Marriage et al. 201 1a,b; Dunkley et al. 201 1; Das
et al. 2011b; Hajian et al. 2011; Sehgal et al, 2011} in four
ways: 1) rather than solving for detector-correlated noise (in-
cluding atmospheric noise) explicitly, we put the correlations
in the noise matrix; 2) we explicitly solve for cut data (time-
stream peps); 3) we subtract models for the point sources in
the ACT maps directly from detector time streams; and 4) we

re-gstimate the noise afier creating an initial map 1o remove
signal-induced hias in the noise estimation.

The mapping is done in & cylindrical equal-area projection
with a standard latiude of § =—53°.5 and pixels of 30" = 30",
roughly one-third of the beam FWHM.

11.2. Pre-processing

In addition to data selection, calibration and pointing, there
are a few other pre-processing steps that sre done to the data
before solving for the maps.

We remove the median of each detector time stream for
sach 15-minute period, and subtract a single array-wide slope
across the period so that the ends of the time streams roughly
line up. We do this to reduce ringing in Fourier transforms
and to facilitate searching for correlations among the detec-
tors. We linearly interpolate across gaps in the data, such as
those arising from cosmic ray hits (again, to redoce Fourier
artifacts: the data in the cuts are otherwise not used). We de-
convolve the time streams by the anti-alias flter (described in
§5) and the detector time constants (discussed in §9).

Next, the non-optical contamination signals are reduced us-
ing the dark detectors, This is done as follows: we take the
time streams from each dark detector and subtract a mean and
a slope. We then high-pass filter the dark time streams, fil-
tering out any signal below 5Hz, Most of the remaining sig-
nal is in only a few independent modes. 'We take those cor-
responding to the seven larpest eigenvalues of the resulting
covariance mairix and do a linear least-squares fit to the live
detector data, which had been similarly-processed (having re-
moved the mean and slope, and high-pass filtered). Finally,
we subtract the reconstructed fit from the data. We can do this
I:tecl:lsuthcnndnmhtracmdmmtmmhmdmmeslﬂr
signal.

In Fowler et al. (2010}, we downsampled the timestreams
from 400 Hz to 200 Hz, using a time-domain triangular ker-
nel of the form [0.25 0.50 0.25], The ACT signal band (ncarly
30Hz according to Sec. 3) is well away from the downsam-
pled frequency limit. We find that downsampling does af-
fect the mw power spectrum at up to several percent for
£ >~ 5000. This should be mostly comrected for when us-
ing a beam measured using maps derived from downsampled
datz. However, we also find that the SNR on point sources is
2% higher for non-downsampled maps. Consequently, we do
not downsample the timestreams in the results presented here,

Also in contrast to Fowler et al. (2010), we carry out ons
further siep in the time domain: With the 30" pixels some-
what undersampling the ACT 1/37 beam, we find that, to get
percent-level accuracy in source fluxes, we must deal with
the bulk of the source flux directly in the time streams. To
do this, we make first-pass maps in which sources are foond
and their fluxes estimated. Simulations show that these fluxes
arc typically accurale 1o & few percent, with source flux sys-
tematically underestimated by approximately 4%. We then
take these source fluxes and model them directly in the time
streams using the full ACT beam, and subtract the model from
the time streams. We do a simple source-only projection into
amnp.lndlddlhutudu{mmiﬂmﬁmnmmmhke—
lihood map. Wi find that, in simulations, this recovers mean
source fluxes 10 1% accuracy, at which point it is subdominznt
to the calibration uncertainty. We do no additional filtering in
the time domain,
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11.3. Noise Modeling

The noise structure is modeled in both frequency and time
domains. We include, as a term in the noise, a lime domain
windowing of the first and lzst 20 seconds of each time stream
of the form (1 ~cosx) /2, again to reduce Fourier ringing. We
then search for correlations across the data by examining their
covariance matrices, split at 4 Hz (£ = 1500), We find all
eigenvectors in the low-Trequency covariunce matrix with cor-
responding eigenvalues greater than 3.5% times thu median
(the eigenvalucs of the data covariance matrix AT A are the
squares of the ing data singular values, so this cor
responds (o an am of 3.5 times the median inumirm
streams). We then project those eigenvectors out of the high-
frequency covariance matrix, and again find all cigenvecions
with eigenvalucs larger than 3.5% times the median in the re-
maining high-frequency matrix. We find that the maps are
not particularly sensitive to the exact threshold valoes chosen.
This proceduare typically finds 15 to 20 low-frequency eigen-
vectors and one or two high-frequency ones. The eigenvec-
tors are response patterns of correlations scross the armay, and
usually correspond to things like 2 common mode, grudicnts
across the array, and the row—correlated noise. They provide
lh!“mﬁﬂﬁﬂmmm:mﬂdmm
duce a comrelaled mode, represented by the vector ¥ in
tion Al. This projection corresponds to removing m
modes out of the approximately 600 available,

With the shapes of the array correlations in hand, we can
use them to complete the description of the noise, We solve
for the correluted modes corresponding to the eigenvecion
and subtract them from the time streams. We then Fourier
trunsform the (de-correlated) detector time streams and the
correlated modes, and model them using frequency bins. In
each frequency bin, we find the average power in each detec-
tor time stream and in each comrelated mode. If the detector
noiscs arc denoted by the diagonal matria Ny, the detector
covariance cigenvectors by the fuaese DY Mamede matrix ¥V and
their comesponding bin-wise noise powers by Ny, then the
bin-wise M—wmnnﬂyhf=ﬂn+\'ﬂv\"
Here Nj hun_hynummmtm

bin. This matrix can be
the Sherman- formala (Duncan (1944); scc Hager
(1989) for a review). 17 we denote the time-domain edge -
ng operator by W and the Fourier transform operatar by

, then our enlire noise inverse becomes

N'=W'F' N;FW, (15)

where the operator N7' is conformed by all the N;' such that
it acts on every frequency bin in the Fourier transform. In
thcpm'inm equalion, every aperamrumber:pmmumdhy
by n matrix, mwluchdul.ecmt
N;mﬂ u:hmudlmphsmdﬁnluulude-
tector are trested in the same way. To minimize our sensi-
tivity o any low-frequency non-Gaussian of the
noise, we taper the Foarier weights at frequen-
cies below 0.5 He, with the weight explicitly set to zero below
0.25Hz. We nole that the noise in the mapmaking equation
(Fq. 14) can be interpreted as 2 set of weights. The map is op-
timal if the weights are perfect, but the map remains unblased
as long as weights are nsed for the left and right sides
of the equation, and the weights are uncomelated with the sky
signal. This is the essential part of the method. Time-stream
filters are by design biased and must be accounted for with
simulations. On the other hand, in our treatment, modes in the

map that might cause problems are de-weighted &s opposed o
being filtered, producing an unbiased solution through carefil
consideration of the noise structure of the data.

One further difference remains between these maps and
those used in Fowler et al. (2010). Here, for every single time-
stream sample cut, we fit for its (unknown) amplitude as part
of the map solution, a4 suggested by, for example, Patanchon
et al. (2008). In addition to cuts from cosmic rays and the
like, we explicitly cut the first and last second of each TOD
{0 give the mapping algorithm the freedom to match the TOD
beginning and end as smoothly as Eauihlu Since these data
are already highly downweighted by the time-domain taper,
thnuﬁiiﬁmalmntn(dmmunqhmhh

Mﬁ&ﬂmwm“mmm&

for the map. We use the classic Preconditioned Conjugate
Gradient zlgorithm, using the hit-count map as & Jacobi (di-
agonal) preconditioner for the sky map pant of the solution.
Tumthmhi.unﬂ!zmlﬂhdw we need a

2.53GHz Nehalem cores on the
1000 iterations tzking about a day of wall clock time, or 5
years of CPU time.

We note that care must be taken when estimating the noise
to make sure it does not bins the map. Consider the follow-
ing thought experiment: Two detectors are seanned across
i source, and their weights are estimated from the intemal
scutters of their time streams. In general, noise in the de-
tectors will lead to one of them observing a lower flux from
the source. [If the detector weights are then measured and
the source is not removed from the time streams, the
tor which happened to measure the lower flux will usually
have 2 lower variance in ita data, and will therefore on aver-

J

measorement will lzad 1o the source flux being
bizsed low. T'hcu-mtdlhhu:wﬂb,lhﬂﬂ'k
in the individoal time streams. not the final SNR. The bias
can be mitigated if an estimate of the signal is removed from
the time streams before noise estimation. Since the CMB is
highly subdominant to the noise in ACT time streams, this
effect is small, but simulations show that it is not negligible.
So, first we make an initial map using the full dataset and the
noise measured directly from the time streams, then we sub-
truct that map from the time streams o reduce the sky signal
in them before estimating the noise for a second time, and fi-
nally we use this improved estimate of the noise to make the
final maps.

ACT must take a bit more carc than all-sky experiments be-

Fmﬁﬂmfmmlh:mdlumpwﬂltwmmlu
larger than £ = 300 where atmospheric noise is very large, and
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scales smaller than # = 3000 where the map is highly noise-
dominated and simulations show that the hias effect is truly
ncgligible. Finally, we generate the starter map by mﬂhply—
ing the the fillered data map with the apodization window

test this mymmh:m—steppmmdurcm
both the real data, and the real data with a simulated map in-
jected imto it. We compare the difference of these two seis of
maps to the criginal simulation, and show the resulting trans-
fer function in Figure 10. At the low-pass scale of £=7300, the
maps zre unbiased to 0.5%, and rapidly become unbiaszd to
better than 2 part in 10° on smaller scales.

[1.5. Map Analysis and Results

The resulting maps cover and area of 843.6 deg” on the sky,
ranging between 20743™ and 7553 in right ascension and
~48°1 and -5772 in declination. A total of five maps were
made: one using the full dataset, plus foor partial versions os-
ing independent subsets of the data for noise estimation pur-
poses. Each map is accompanied with 2 hit map with the
number of data samples that fell on every pixel of the cor-
m;puudmgmp i

These maps are an overall improvement over those used in
Fowler et al. (2010); Mamiage et al. (2011a,b); Dunkley ot al.
(2011); Das et al. (2011b); Hajian et al. (2011); Sehgal et al.
(2011}, marked particularly by lower noise on angular scales
between 500 < £ < 2000, reducing the variance by up to s fac-
tor of 2 or 3. However, the original maps were already nearly
sample-limited on these scales, 5o ermors on the power spectra
are only modestly reduced. These changes are due to shightly
different daia selection cuts, improvement in the noise treat-
ment during the mapping process and improved per-detecior
calibration.

Loar
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Fia. 10, — Transfer fanction of the map making process, A simulsted map
(in) was ardded 1o the time streams and mapped together with the real data
(sim-inject map). Then the real data map (previowsly computad) was sab-
tractad from the sim-inject map to produce the outpet map (out), The transfer
function was computed as the power of the output map divided by
the cross-gpectrem of the output map and the stmulated magp, The resull is es-
sentinlly unity for all scales ahove our poise-estimation ingut map filier scals
of 300 (see texi), with a slight boosting of lurge scales thal resches 2% al
multipoles of 200.

Figure 11 shows the final 2008 southern map, overlaid by
contours of iso-sensitivity (35, 50 and 65 pK-arcminute), as
different regions of the map have different integration times,

These sensitivities were computed using the number of sam-
ples per unit area and the noise equivalent temperature given
in Table 3. We run for 2000 PCG iterations on this map to
ensure that it is truly converged, though as mentioned we find
that &1l science scales are converged in far fewer PCG itera-
tions.

Figure 12 shows the power spectrum computed for this

map, to previous versions already published in
Fowler et al. (2010) and Das et al. (201 1b). The uncenainty
in the spectrum reveals en improvement in the quality of the
map.

The parameters obtained using a fit to the spectrum released
with this paper are slightly shifted with respect to the valoes
presenied in Dunkley et al. (2011). The largest shifis in the
primary parameters were for n, and {2, & at Ao =0.3 and B,
with Ar = (.7, although the change in the inferred dark en-
ergy density changed by a negligible 0.03 o. The other param-
eters changed by less than (.07 o. The secondary parameters
were affected by the new mapping decreasing the
Poisson point source level from 13.7 uK? 10 12.5uK2. The
upper 95% confidence limits of the correlated point source
amplitude and S5Z amplitude are instead unchanged.

Also, a cross-correlation znalysis to the BLAST maps
{http://blastexperiment.info/) show comela-
tions detected at a 257 level, implying a detection of emission
by radic and dusty star-forming galaxies (DSFGs) at high £,
as described in Hajian et al. (2012).

Finally, the flux of sources as estimated in the data release
is approximately 5% higher than those reported in Mamiage
et al. (2011a), due to the new source treatment in the map
making and a change in the beam solid angle. The best repre-
sentation of the beam shape, as well as the window function
for power spectrum analysis, are released together with the
maps.

12. CONCLUSIONS

We have fully characterized the data from the 2008 season
of observations from ACT, including data selection, calibrz-
tion, pointing, random and systematic noise zand atmosphers
contamination.

Observations done in 2008 yielded a total of nearly
1260h of CMB survey data at 148 GHz, distributed between
two chservation stripes centered at declinations near 0° and
-53°, with approximately 850 and 280 square degrees respec-
tively. Afier data selection, the observing time was redoced to
nearly 816 h, Out of a potential 1024 live detectors, the num-
ber of effective detectors was on aversge 593. Combining
observing time and detector performance, it yields a system
efficiency of 38%. Including the ratio of observing time over
calendar time, the overall system efficiency was 15%.

The uncorrelated noise in the data, which excluodes the ar-
mospheric fluctuations, is dominated by detector noise. Be-
tween 5Hz and 20Hz, we found a total NET of 32 uK./s at
148 GHz. In other words, given 1 h of observation per squars
degree, or 15 of integration per square arcminute, the noiss
should be about 32 uK arcminutes.

The comelated noise is dominated at low frequencies by
the atmosphere and thermal drift, while at higher frequen-
cies electromagnetic pickup and mechanical vibrations are the
largest sources of correlated noise. The former are character-
ized in frequency by negative power laws, equaling the detec-
tor white noise spectra at approximately 2 Hz. The latter show
up mostly as narrow-band signals emerging from the detector
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Fia, 11.— Final ol the southern region obaerved ut 148 GHz in 2008 obmined after 2000 PCG iterations. The contours in white join regions with fhe
snime sensitivity, n yH,!ﬂuMHRquuﬂmnﬂhiMMﬂﬁumrﬂhmufﬂnm The total anea enclosed by the contours is
220 deg?, 420 cheg? and 530 deg? respoctively. The region between 18"54™ and 21715 in dght ascension is not shown because it was sparsely abserved and has
o seamitivity. Most of the analysls hay been done in the deeper region between roughly 07 and 7% in R.A.. The map hus been high-pass fltered for clariy,
depressing modes lurger than £ = 300. The CMB ansotropies can be seen by eye, There is some evidence of lerge scale systematic noise, especially near the
edpes, ohsesved ux long horfzontal fenteres, which are mostly reluted o scan-synchronous systematics (such os ground spillover). Despits the size of the plot, it
i sl possible o see some bright point sources and 57 clusters.
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Fici. 13— Side by side comparison betwesn the ACT map (scason 2008) and the SPT map for the same region of the sky. The lefi panel shows the ACT map

high-piss Mltered with & cos® 2-like Gler that goes from 0 10 | for 100 < £ < 300, and the centar and

in the two maps is clear by aye,

I show the ACT and SPT maps respectively under
the same high-pass fllier used in the SPT data release (Schaffer et al 2011). Agreement between nhm
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noise. They can all be modeled as correlated modes added to
each datector TOD. Once identified, they can be de-weighted
in the map solution, minimizing the ermors in the map, while
keepirg the solution unbiased.

The data processing steps for making can be summa-
rized &5 follows: The median level of each detector is
removad together with a single armay-wide slope across the

15-minute file, and the inverse anti-alias filter and time con-
stant d=convolution are epplied (see §5 and §9). Then a pre-
applied (see §10, §7 and §8). After this, 7 pre-computed dark
modes are de-projected from each detector TOD (see §11 and
Appendix A). Before map making, the expected signal from
the bright point sources is subtracied from the time streams.
Then the maps are made by minimizing x* over a noise model
which includes comrelated modes, cuts (missing time streams)
and frequency dependence, as described in §11. This is done
iwice, with an estimate of the map removed from the dats be-
fore the noise cstimations are repeated in the second mapping
pass. Finally, the flux from point sources previously removed
is re-added to the maps. The resulting maps cover 845.6 deg’
on the sky and are consistent with WMAP a1 angular scales
measured in common.

The same area of the sky covered by these maps was ob-
served by the South Pole Telescope (SPT) team, who have
recently made their data (Schaffer et al. 2011). Fig-
ure 13 provides a side by side comparison between the ACT
map and the SPT map for the same of the sky and us-
ing the same filtering used in the SPT relesse. The correla-
tion between CMB fealures in the two maps is clear to the
eye, supporting the excellent quality of both measurements,
It is also clear that the ACT map is noisier than the SFT map,
which will improve in future map releases when data from the
following observing scasons (from years 2009 and 2010) are
includsd.

Sky maps for the 148 GHz ACT southern observations from
2008, described in this paper, are available through NASA's
Legacy Archive for Microwave Background Data Anszlysis

(LAMBDA), where a variety of ACT analysis software, data
products, and model templates are also available. Future data
releases will include ACT observations at higher frequencics
and subsequent observing seasons, as well as sky coverage in
ACT's equatorial stripe which overlaps numerous other ob-
SErving Programs.
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APPENDIX
MODE SELECTION AND REMOVAL

Conmminant signals, like the atmosphere and systemalic signals, produce comelations between detector TODs. llumﬂr:ﬂﬂnh
“comelated” noise is important for both map making and data characterization, so we devote this appendix to explain how this is

done in more detail.

A contaminant signal can be modeled as a time stream superimposed on the TODs from a set of individual detectors (common

mode). We call this time stream o “correlated mode” One way to estimale it is using an

iate lincar combination of

detecier TODs. For instance, the common mode, defined 25 a linear combination with equal weight of all detector TODs, is a
good estimator of the atmosphere signal. Organizing all the detector TODs into columns of an Rupup: DY Agmese matrix A, the

correleted mode d can be expressed as

d=AWt, (Al)
mm.mdmmﬂwmmmﬂmmmm;mmm
orth

50 it also has unit magnitade. We

define the correlated modes such that they are always normalized.

Omnce a comelated mode has been identified, it can be fitted and subtracted from the data:

A= (1-mi’ ) A=A (I-%"AAs ). (A2)

We can also construct correlated modes M in other ways besides the linear combinations in Eq. Al (for example, from u
thermometry time stream), and in this case the first equality in Eg. A2 must be used directly, rather than the second equality,
One =an identily important correlated modes using the singular value decompaosition (SVD) of the matrix A:

A=USVT, (A3)
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where the columns of U can be identified as normalized correlated modes i, 8 is a disgonal matrix containing the singular valucs
of A (identified as the normalization factor, s, in Equation Al), and the columns of V are the eigenvectors of the covariance
matrix ATA (identified as vector ¥ in Equation Al). The SVD mode selection can be tailored to specific signals by first finding
the common mode from subsets of detector TODs, and then applying the previous method to find the strongest correlated modes
out of this reduced set of modes. For example, to find modes that are more likely to correlate in rows, we first find the common
mode from all detector TODs in each row (32 row common modes in total), and stack them together as columns of a matrix A...
The strongest modes are then readily found using SVD, This method is useful to identify row- and column-correlated modes, and
sub-array-scale modes from the atmosphere. For the latter, we divide the array into 16 square blocks, finding the common mode
in each one before applying the SVD. We call the set of modes found this way a “multi-common mode,”

An imporant consideration when using modes obtained from linear combinations of live detectors is that they are also corme-
lated to the sky n'FlnL For example, naively removing the common mode effectively filters the sky, depressing scales larger than
the array size (24" or # < 450). Natwrally, the effect is stronger for the molti-common mode, which filters scales larger than a
fourth of the array (6’ or £ < 1800). For this reason, the multi-common mode is used to calculate the drift error, bul it cannot be
naively removed for making maps, nor can any other mode obtained from live deteclors.

In Section 11 the appropriaie way of projecting modes out of the data is discussed in the context of map making.

Dark Mode Removal

The dark detectors share the same readout as the live detectors, so they can capture systematics like thermal drifi, electromag-
netic pickup and magnetic pickup. Moreover, as they are not coupled 1o the optical signal, correlaled modes obtained from dark
detectors (dark modes) can be safely removed as o preprocessing step before making maps. For example, the thermal drift is well
represented by the low-pass-filtered common mode of the dark detectors,

For row- and column-correlated electromagnetic signals, the ability to identify correlated modes depends on whether the
desired row or column of the array contains a working dark detector. The array design uses one dark detector per column,
always in the same row, This is ideal for identifying column-correlated modes, but not for row-comrelated modes. For the latier
we must rely on the broken live detectors with a properly working readout circuit, as described in §10, Nevertheless, the row-
and column-comelated modes can still be identified by using SVD analysis over all dark detectors. Note that it is useful to first
remove the slow thermal drift from the dark detectors before trying to find these other higher frequency signals, Figure 7 shows
an example of comrelation matrices before and afier having removed the dark modes. Note that both column and row comelations
are significantly suppressed after the removal.
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