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ABSTRACT
Simulations serve as important tools throughout the design and operation of engineering systems. In the context of systems health management, simulations serve many uses. For one, the underlying physical models can be used by model-based health management tools to develop diagnostic and prognostic models. These simulations should incorporate both nominal and faulty behavior with the ability to inject various faults into the system. Such simulations can therefore be used for operator training, for both nominal and faulty situations, as well as for developing and prototyping health management algorithms. In this paper, we describe a methodology for building such simulations. We discuss the design decisions and tools used to build a simulation of a cryogenic fluid test bed, and how it serves as a core technology for systems health management development and maturation.

1. INTRODUCTION
In modern systems engineering practices, modeling and simulation serve as foundational elements throughout the design process. Systems health management (SHM) technologies, which focus on monitoring system behavior, detecting faults and other anomalies, isolating and identifying faults, and predicting component failures and other significant events, all rely on some type of system model. System simulations capable of modeling both nominal and faulty behavior can help in developing these models and in testing and validating SHM algorithms, and have an additional application for operator training with failure scenarios.

Simulations can effectively serve as virtual testbeds. For development and validation of SHM algorithms, such simulation testbeds are extremely useful since validation requires injecting faults, which is often difficult, costly, or unsafe to perform on real systems. In (Poll et al., 2007) an electrical power distribution system testbed and its corresponding simulation testbed are described. In (Balaban et al., 2013) a simulation testbed for a planetary rover is described. In (Goodrich et al., 2009) a simulation testbed for a cryogenic fluid system is discussed. Each of these simulation testbeds have the ability to inject faults and are used for development and prototyping of health management algorithms. Other examples of simulation-based SHM include (Agusmian, 2013) and (Biswas, 2007).

We describe in this paper the development of another simulation package for a cryogenic fluid system, extending in many respects the preliminary work presented in (Goodrich et al., 2009). The simulation is being developed for a cryogenic testbed (CTB) that, through a network of pipes, valves, pumps, and filters, transfers liquid nitrogen from a storage tank to an external tank representing that of a space vehicle. The purpose of the CTB is to mature SHM technologies for ground systems operations. Developing a simulation for this system presents many challenges, due to the large number of components, the large number of possible system modes, and complex two-phase physics.

This paper focuses on the development of the CTB simulation software, named CryoSim. We discuss the tools used to build the simulation model, and how the challenges of building such a simulation are addressed. The system architecture used for CryoSim is both model and domain agnostic. It can be easily adapted for use with other system models and simulation domains, thus serving as a general architecture for designing virtual testbeds for SHM purposes.
In Section 2, we present a brief overview of the SHM system and other factors that motivated the development of CryoSim. In Section 3, we discuss the internal architecture of CryoSim and present the design methodology used to develop the model. Section 4 details the external interfaces we have developed for CryoSim to facilitate its use as a virtual testbed. We present a number of results in Section 5 to illustrate the key features of CryoSim and its use in an SHM context. Section 6 concludes the paper.

2. BACKGROUND

CryoSim is one element of an integrated SHM system being developed for the CTB. The SHM system architecture consists of a set of health management tools connected via a message bus based on a publish/subscribe protocol. During operation, the target system periodically publishes a set of messages containing system measurement data (pressures, temperatures, flow rates, etc.). The health management tools receive this data, perform analysis, and then publish messages indicating the health status of the monitored system.

CryoSim was developed as a drop-in replacement data source for the CTB. CryoSim uses a simulation to produce data which accurately represents a range of system behaviors, including fault scenarios. This data is then published to the message bus using the same protocols as the CTB. In this manner, CryoSim acts as a virtual testbed, enabling the development and testing of a suite of health management tools without large numbers of costly test runs on the CTB.

The architecture and implementation of CryoSim described in this paper were primarily motivated by its intended use as a testbed for SHM systems. This application drove the development of features such as component-level fault simulation and the message bus interface, which we discuss in later sections. The possibility of using a simulator package like CryoSim as a data source for other systems dictated the modular, model-agnostic design approach that we followed. Additional considerations during development included its potential application as an operator training environment, and the ability to support varying levels of simulation fidelity with the same model. The remainder of this paper describes the methods we used to ensure that CryoSim could meet this set of objectives.

3. CRYOsim ARCHITECTURE

This section describes the architecture of CryoSim, starting with an overview of its modular architecture. We then discuss key elements of the approach we used to develop the system model. Finally, we describe the operation of the initialization and control modules, and how they interact with the model and the external interfaces present in CryoSim.

3.1. Overview

The CryoSim software was developed to meet the following objectives:

- Provide a medium-fidelity, multi-domain system model incorporating cryogenic fluid flow elements, a pneumatic actuation system, and an I/O and control system
- Model both nominal system behavior and the effects of any of a discrete set of failure modes injected at any location in the system
- Publish model input and output signal values to a message bus interface using the same protocols as the CTB system
- Allow user specification of input signals, model parameters and fault injection commands
- Record all simulation data, including inputs, parameter values, outputs and status/warning messages to a file for offline analysis
- Provide an interactive graphical interface allowing full control over the simulation environment, including system inputs and fault injection

In order to support the various use cases and configurations of CryoSim, the package was developed using a modular architecture. The core consists of two required modules: the CTB system model which is implemented as a hierarchical Simulink® model, and an initialization and control module consisting of a set of MATLAB® functions. If desired, the message bus and GUI modules can also be enabled for a simulation run or set of runs, but are not required to access any of the core functionality of CryoSim. Figure 1 shows a block diagram of the CryoSim architecture.
3.2. System Model

The CryoSim system model is a variable-fidelity, multi-domain physics-based model of the CTB. The model was developed using Simulink, without dependencies on additional toolboxes. We developed a set of component libraries to represent the various physical domains included in the system. Interaction between elements in different domains is incorporated in the component designs. The current implementation has libraries for cryogenic fluid flow, pneumatics, and electrical systems (including transducers and system I/O). Library components are instantiated in the model and connected to match the topology of the physical system. Related sets of interconnected components are organized into subsystems, which are connected together to form the complete model.

3.2.1. Component-based Design

The CryoSim system model is composed of a set of component models which are connected to match the CTB system topology. The component models are parameterized representations of a component’s behavior in both nominal and faulty operating regimes. This methodology allows a single component model residing in a library to be used in the system model to represent a number of similar physical components, each having unique physical characteristics and behavior. For example, the library component used to represent a pneumatically actuated control valve, shown in Figure 2, has parameters describing the orifice diameters and flow coefficients of both the fluid flow path and the pneumatic actuator. Instances of this component are used in the model to represent valves with different geometries, simply by changing the parameters used for each component.

3.2.2. Variable Model Fidelity

A core feature of CryoSim is support for different levels of simulation fidelity without requiring a user to make changes to the system model. We accomplish this by implementing multiple component or subcomponent-level models, each
providing a different level of fidelity and corresponding computational burden. The models can range from a non-computing element such as a constant output or signal pass-through, to a low-order model based on empirical behavior, to a high-fidelity model based on the underlying physics of the component being modeled. Our approach uses the variant subsystem functionality in Simulink to implement this behavior. When using variant subsystems, each component or subcomponent may have one or more variant instances, each representing a different model of the component’s behavior. Before a simulation is run, one of the set of possible variants for each component is selected and made active for the simulation, while the remaining variant instances are disabled. This implementation allows the end user to select the desired simulation fidelity at run time using a single parameter, without the possibility of errors introduced by editing the model.

The null component variants for the cryogenic fluid library consist of signal terminations on the input ports, and output ports set to constant values. The null variants are effectively empty blocks that require no computation during a simulation. The use of null variants allows unneeded portions of the system model to be disabled for a given simulation run, resulting in significant increases in simulation speed. In general, care must be taken when implementing the null variants in order to provide appropriate boundary conditions for the non-null portion of the system. For example, the null variant for a fluid tank connected to a pipe network should provide output signals representing a static state (pressure, flow, temperature, etc.), rather than null or grounded signals.

It should be noted that the effective use of variant subsystems requires that each variant instance for a given component have the same connectivity. We implement this by using vector-based signals to connect component instances. For example, two scalar signals are needed for the variables representing cryogenic flow in the standard flow model, while four signals are needed for the two-phase model. Similarly, the variables needed to describe a fluid element require either two or seven scalar signals. We combine the groups of scalar signals into vector signals, and use mux/demux blocks at the input and output ports of the variant instances to route the signals internally, as shown in Figure 4.
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Figure 3. Internal block diagram of a variant subsystem

Figure 3 shows the internal configuration of the variant subsystem used in our model to compute fluid flow, which is representative of the cryogenic fluid domain in our model. The variant subsystem contains three variant instances: a standard fluid flow model, a two-phase fluid flow model, and a null model. The standard fluid model is based on the Bernoulli equation for laminar, incompressible, inviscid flow (Granger, 1995). This option provides a computationally-efficient model which yields usable accuracy for our SHM system when used to simulate the post-chilldown phase of the CTB system’s operation, where the flowing fluid exists primarily in the liquid phase. However, it is not accurate for operating regimes such as system chilldown, where the cryogenic fluid is in a mix of liquid and vapor phases.

The two-phase fluid flow model is based on a stratified flow approximation that assumes the gas and liquid are split into two layers with gas on top and liquid on the bottom. The model considers heat transfer with the walls and between the layers, including evaporation/condensation and boiling. The two-phase model provides a much higher level of fidelity, especially in the chilldown phase where there are large temperature variations in the system resulting in significant quantities of liquid being converted to vapor. The tradeoff associated with the two-phase model is increased computation time for higher model fidelity compared to the standard flow model.

The null component variants for the cryogenic fluid library consist of signal terminations on the input ports, and output ports set to constant values. The null variants are effectively empty blocks that require no computation during a simulation. The use of null variants allows unneeded portions of the system model to be disabled for a given simulation run, resulting in significant increases in simulation speed. In general, care must be taken when implementing the null variants in order to provide appropriate boundary conditions for the non-null portion of the system. For example, the null variant for a fluid tank connected to a pipe network should provide output signals representing a static state (pressure, flow, temperature, etc.), rather than null or grounded signals.

It should be noted that the effective use of variant subsystems requires that each variant instance for a given component have the same connectivity. We implement this by using vector-based signals to connect component instances. For example, two scalar signals are needed for the variables representing cryogenic flow in the standard flow model, while four signals are needed for the two-phase model. Similarly, the variables needed to describe a fluid element require either two or seven scalar signals. We combine the groups of scalar signals into vector signals, and use mux/demux blocks at the input and output ports of the variant instances to route the signals internally, as shown in Figure 4.

Signals that are not needed by a particular set of variants are grounded or terminated inside of the variant instances. To avoid problems associated with Simulink’s ability to propagate signal data types and dimensionality, it is good practice to explicitly specify signal properties at the input and output ports of each component variant. When implemented in this way, changing from one set of variants to another does not require any changes to the model’s topology. This allows an end-user to safely change the model’s variants and simulation fidelity without the risk of altering connections within the model, and without requiring the model designer to maintain separate system models for each set of variants.
The use of variant subsystems easily extends to mixed-domain components. The component model of a pneumatically-actuated control valve shown in Figure 2 includes elements from both the cryogenic fluid flow and pneumatics domains. Because the variant subsystems are implemented as domain-specific sets of variant instances, the control valve model contains two variant subsystems, which can be changed independently.

Our implementation allows the user to specify desired variants via a set of control parameters. For each simulation domain, a global variant parameter determines the particular variant implementation for that domain. Thus, a user desiring a high-fidelity simulation of the cryogenic domain that does not require high fidelity in the pneumatics domain can simply specify the appropriate variant control parameters before running a simulation.

A second group of variant controls in CryoSim allows particular segments of the system to be toggled between the usual domain-specific variant components and null components. If a particular segment is not required for a simulation, the components in that segment can be set to use the null variant instances instead of the normal component models, reducing the computational load required to model the entire system. Implementing this functionality in CryoSim approximately doubles the simulation speed in cases where all unneeded segments are disabled.

3.2.3. Fault Modeling

In order for the simulation data to accurately represent system faults, the desired failure mechanisms must be incorporated into the component designs. During a simulation, when a given fault is injected onto a particular component, the effects of the fault will automatically propagate through to the entire system in accordance with the underlying model behavior. The fault mode, magnitude and injection time are implemented as parameters for each component, enabling fine-grained control over fault behavior in the model.

Faults can be injected or cleared either before a simulation is run, or during the run.

In keeping with our system model’s design, the implementation of a specific fault mode will depend on the desired level of fidelity. For many of our component models, a multiport switch is introduced in the path of a signal of interest, allowing different transformations to be applied to the signal depending on the selected fault mode. An advantage of this approach is that new fault modes can be added to a component without requiring any rework of the model or other library components. Similarly, a higher fidelity representation of a particular fault can be incorporated into a component if there is a specific need.

The control valve component model, shown in Figure 2, illustrates this approach to fault modeling. The blocks used to implement the fault modes are shown with a hatched background. This component model has four available fault modes:

1. Nominal behavior: when this mode is active, the actuator position calculated by the “Pneumatic Valve Actuator :: Variants” block is passed without modification to the “Flow :: Variants” block.

2. Stuck pneumatic actuator: in this fault mode, the position of the pneumatic valve actuator is set to a fixed value, regardless of the value of the controlling “Signal Pressure” input. When this mode is active, the calculated actuator position is ignored. A user-determined fault magnitude parameter is used instead, originating from the “Fault Magnitude1” block shown in the diagram.

3. Blockage: this fault mode models an obstruction in the fluid flow path of the valve. The pneumatic actuator position is not affected by this fault mode, so it is passed through to the “Flow :: Variants” block. To model the effects of the blockage, the nominal valve orifice area is scaled down by multiplication with the user-determined fault magnitude parameter.

4. Frozen: this fault mode represents a condition where the pneumatic actuator does not respond to its controlling input signal, similar to the “Stuck” fault described above. However, in the “Frozen” mode, the actuator position is held to its value immediately prior to the fault mode becoming active. This can be seen in Figure 2 as the “Memory” block at the bottom of the diagram.

As noted earlier, the approach we have used for fault modeling allows the addition or modification of fault modes for a given component with no impact to the normal behavior of the component or overall system. The complexity of any particular fault mode’s implementation is determined by the model designer. A simple low-order approximation can be used for faults that do not require high-fidelity modeling, such as the “Stuck” and “Frozen” fault modes for the CV.
component. For these faults, we do not model the mechanics of a failure within any particular type of pneumatic actuator. Instead, we approximate the behavior of the actuator in a manner that minimizes the computational resources needed for the fault models. For fault modes where increased fidelity is desired, the fault can be incorporated into the physics of the affected subsystem, such as the “Blockage” fault for the CV component and the statistical wear model used for the filter component described in Section 5.4.

3.2.4. Extensibility

It is anticipated that CryoSim will be required to provide simulation data representing different configurations of the CTB system. For example, a valve replacement or re-routing of pipes in some segment of the system would constitute a modified configuration that would require corresponding changes to the model. The component-based design is well-suited to this requirement, as changes to a particular subsystem can be made by adding or removing that subsystem’s components and connecting them to match the new system topology.

Additionally, the component libraries allow the rapid creation of models of other systems that utilize the same component types. The modular nature of the CryoSim system architecture, which separates the model from the initialization, control and external interfaces, allows virtually all of the supporting code to be reused for a new system model without modification.

3.3. Initialization Module

The initialization module is responsible for setting up the simulation environment and external interfaces before a simulation is run. To support the multiple interfaces and use cases for CryoSim, the initialization module must provide a number of entry points while enforcing consistent behavior throughout the simulation process. That is, a simulation controlled through the GUI must accept the same inputs and provide the same outputs as a standalone simulation run or one controlled via the message bus. Additionally, the initialization module must validate user-supplied input signals and parameters, and ensure that the set of parameters and signals presented to the simulation module is complete and well-defined. CryoSim uses the base MATLAB workspace to store and process initialization and simulation data, allowing both the initialization and control modules to interact with the system model (via internal MATLAB/Simulink system calls), and the external interfaces (via MATLAB/Java interaction, described later).

3.3.1. Input Data

To ensure that all signals and parameters are defined prior to a simulation run, the initialization module loads a default configuration file, which contains all of the required values. If desired, a user-defined input file can be loaded after the default data file. The initialization module first validates the user-specified data for type, range and dimensionality. The validated data is then merged into the default configuration, with user-specified values always taking precedence over the default values. To avoid unexpected simulation results, the user is notified if the data in their input file is either incomplete or contains invalid entries.

3.3.2. Batch Mode

One important use-case of the CryoSim package is running sets of simulations to generate data for parametric and Monte Carlo analysis. To spare a user from the effort needed to generate unique input files for each set of desired parameter values, the initialization module includes an interface to allow a user-supplied calling function to execute the full initialization procedure once and then run a set of simulations. For each simulation run within the set, the calling function passes an arbitrary set of parameter and signal values which are used to override the default values for that run. This enables a simple user-supplied script to run a batch of simulations with a unique combination of parameter and signal values for each run.

3.4. Control Module

The control module is implemented as an “Interpreted MATLAB function” block inside of the Simulink system model. This function is executed at a predetermined rate as part of the simulation process, and has access to the model’s input and output signal values during the simulation. Additionally, because it executes as a MATLAB function, the control function has access to both the base MATLAB workspace and the external GUI and message bus Java interfaces.

During each iteration of the control function, new values for the model’s control signals and fault status are read from tables in the base MATLAB workspace. The module then queries the GUI and message bus interfaces (if present) for any user-generated control signals or fault commands, which are merged into the default tables. Values received from these interfaces always take precedence over the default values generated by the initialization module using the input file. The updated control signals and faults are then sent to the model, and the model’s current input and output values are published to the GUI and message bus interfaces.

Another important function of the control module is the ability to control the real-world execution speed of the simulation by comparing the simulation clock to a system clock, and introducing appropriate delays if necessary. This functionality allows the CryoSim module to act as a substitute data source for the actual CTB system, which publishes measurements and system input values at one second intervals. Correct behavior in this mode requires that the host computer can execute the simulation at a rate of at least one
simulation time step per real-world time step. For simulation runs used for offline data generation and model development, the execution speed control can be disabled, allowing the simulation to run as fast as possible in a given computing environment.

Upon termination of the model’s execution, a cleanup function is executed. This function creates an output file which can be used for offline analysis and to meet data retention requirements. The output file contains all of the data needed to reproduce the simulation run (model parameters, input signals and injected faults), as well as the simulation outputs and message log generated by the CryoSim module. With the exception of the simulation outputs and message log, the data structure of the output file is identical to the input file. Thus, a particular simulation can be re-run simply by stripping these tables from an output file, then using it as the input file for a new simulation.

4. EXTERNAL INTERFACES

4.1. Overview

We have developed two external interfaces to integrate CryoSim into our SHM system architecture. First, we created an interactive GUI that enables full control of the simulation, from starting and stopping a simulation, to injecting faults and changing model parameters and signals. The second interface consists of an adapter used to connect to the message bus interface used by the SHM system. This adapter allows CryoSim to publish simulation data onto the bus in a manner identical to the physical system it models, functioning as a virtual test bed for the SHM system.

Both interfaces were implemented in Java®, making use of MATLAB’s ability to directly access Java objects and methods. The use of Java provides two key advantages. First, by developing Java classes to handle the computations needed for the GUI and message bus, we reduce the computational burden on MATLAB, enabling faster simulation speeds. This improvement in performance is primarily due to the greater control over threading available in Java. The second advantage is the availability of commercial GUI toolkits for industrial controls and systems. We used the GLG Toolkit (www.genlogic.com) for CryoSim, which minimized the effort needed to produce the GUI.

4.2. Graphical User Interface

The CryoSim GUI was designed to meet the following objectives:

- The GUI allows the user to specify input values (control signals), inject faults and modify other simulation parameters, both before a simulation run and during its execution.
- The GUI has two operational modes: an interactive mode which runs a simulation and generates new output data, and a playback mode which replays data recorded from a prior simulation run, and thus does not require the use of the MATLAB/Simulink software.

4.2.1. Java-MATLAB Interface

As shown in Figure 1, the interface between CryoSim and the GUI includes a change from the MATLAB environment used in CryoSim to a Java-based GUI. To enable full interactivity, user inputs to the GUI must be passed to the CryoSim initialization and control modules, and model outputs must be sent from the control module to the GUI, all without stalling or otherwise interrupting the simulation. As noted above, the use of Java for the GUI’s internal computations provides significantly more control over the threading and scheduling of these computations, compared to the single-threaded Simulink environment of the simulation. This is important because the CryoSim control module is part of the Simulink model, and any blocking or delay due to interaction with the GUI has the potential to significantly reduce simulation speed.

Communication between MATLAB and Java can be implemented in MATLAB via the built-in javaMethod() functionality, and in Java using the third-party matlabcontrol API (http://code.google.com/p/matlabcontrol). MATLAB access to Java objects and methods is well-documented and supported by Mathworks, Inc., and serves as the basis of most of our interface. On the other hand, Java access to the MATLAB environment via matlabcontrol makes use of an undocumented interface, although some information is available through third parties (Altman, 2013 and Altman, 2011). Additionally, the matlabcontrol API provides only a limited feature set compared to the use of javaMethod(), providing further weight to our decision to use javaMethod() calls whenever possible.

As shown in Figure 5, the data flow between the GUI and CryoSim can be classified into initialization procedures, which take place before a simulation run, and interactive control during the simulation run. The data exchanged between the GUI and CryoSim during initialization includes model parameters and input signals as well as a table containing faults to be injected during the simulation. During the initialization stage, CryoSim loads a user-specified input file which provides the parameters and signals used for a simulation run. CryoSim then pushes this data to the GUI, where it is used to initialize the information presented to the user. The user can then modify signals, parameter values, and the fault injection table. When the user has created the
desired simulation scenario, the simulation can be started
via the simulation controls available in the GUI.

As discussed earlier, CryoSim makes use of an input file to
provide parameters, input signals and faults for a particular
simulation run. The GUI menu bar (#1) allows the user to
select an input file, which is shown in the configuration
panel (#2). This panel also allows the user to specify the
simulation length (#3), inject faults (#4) and modify input
signals (#5). The Simulation Status panel (#6) displays sta-
tus messages, simulation progress and the simulation clock.
The Simulation Controls panel allows the user to start, stop
or pause the simulation (#7) and control the simulation
speed (#8).

The System Schematic Panel (#9) contains a graphical rep-
resentation of the system model’s components and topology.
Sensor components are included in the model in locations
responding to CTB sensor locations. Their outputs are
shown using text boxes in the GUI (#10) and are updated
during each iteration of the control module. Additional ‘vir-
tual sensor’ outputs in the model provide simulation data for
locations in which there is no corresponding sensor in the
actual system. The GUI makes use of these additional sig-
als to provide more data to the user for exploratory data
analysis, allowing for more detailed understanding of the
system’s behavior.

As mentioned earlier, the GUI graphics were developed
using the GLG Toolkit, which provides an interface where-
by the visual appearance of an element can dynamically
change based on a state variable’s value. We use this func-
tionality to display valve positions (indicated by the color of
the valve’s body, #11), pipe flow rates and system tempera-
tures.

In addition to serving as a visual representation of the mod-
el’s state, the GUI allows interactive control of the model’s
inputs and fault injection status. The user can click on the
text label for any component and bring up a component de-
tail window. The contents of this window vary depending
on the nature of the component, but can include a time-
series plot of the component’s input and output signals, con-
trols to allow the user to override the default input signals
with a user-determined value, and the ability to inject a fault
into the component, either immediately or at some future
time during the simulation. Additionally, clicking on a
valve body in the main GUI window will toggle the valve’s
position between fully open and fully closed. All user-
supplied input signals are implemented as overrides to the
signal values contained in the input file. Thus, if a user sets
a valve position using either the toggle functionality or the
component detail window, the valve will remain under user
control for the remainder of the simulation run, rather than
respond to any pre-scheduled changes in the input file.
The primary objective of the CryoSim package is to act as a data source substitute for the CTB system. This architecture makes use of a publish/subscribe message bus based on the Internet Communications Engine (Ice), a suite of communications middleware developed by ZeroC (www.zeroc.com). Using Ice, a message bus based on the publish/subscribe paradigm was developed as the core of the integrated health system. In this configuration, a system being monitored will publish sensor readings indicating its current state to the message bus. Health management modules then subscribe to this published data, perform analysis, and publish messages based on this analysis. The same framework was used in (Poll et al., 2007) and (Balaban et al., 2013). During a simulation run, CryoSim publishes the values of the model’s output signals, which represent all of the available sensors and test points of the CTB system. By controlling the simulation’s execution speed to match real-world time, the data published by CryoSim matches the real-world CTB data in timing and format. This enables developers of health management modules to use CryoSim as a virtual testbed without modification. Additionally, the publish/subscribe message bus architecture allows remote control over the CryoSim system through the same interface.

Within CryoSim, the message bus interface is implemented as a hybrid MATLAB/Java construct. The Ice software generates a Java class interface containing the user-defined message formats. The message classes are then combined with Java code that implements the necessary publish and subscribe functionality. The CryoSim initialization module then instantiates the Java classes, establishing communications with the message bus via calls to their methods.

5. RESULTS
In this section we present the results of several simulation runs to demonstrate key aspects of CryoSim. We first provide some information on simulation accuracy and speed, followed by an example of component-level fault injection, followed by demonstration of the use of variant subsystems to trade simulation fidelity for speed. Finally, we show an example of a prognostic health management algorithm interacting with the simulation to produce an analysis.

5.1. Simulation Accuracy and Speed
CryoSim uses the Simulink environment for determining the time-varying solution to the set of ordinary differential equations (ODE) that constitute the system model. The choice of solver algorithm and error tolerances affects both simulation speed and accuracy. For our model, the variable step size ode45 solver works well with the “Standard” fluid
variants, while the increased stiffness of the two-phase model requires the use of the ode23s solver, also a variable-step algorithm. For the standard model, a typical simulation runs at approximately 3x speed on a 3.3 GHz workstation, although the time required for a given simulation can vary significantly depending on the dynamics of the model inputs. We have obtained acceptable results using the default relative error tolerance of 1e-3, although some integration noise can be seen in the fluid flow rates. This noise can be reduced by lowering the error tolerance at the cost of decreased simulation speed. The two-phase model is still under development, but is expected to run more slowly than the standard model due to the increased complexity of the underlying physics.

We have validated the model against data recorded from the CTB in the post-chilldown state. In this scenario, the simulated pressures matched the measured data with a maximum error of 0.23%, while the fluid flow rate matched the measured rate to better than 0.1%, considerably less than the measurement noise. Actuation times of the pneumatically-controlled valves had lower fidelity, with a mean 10-90% rise-time error of 0.58 seconds in absolute terms, and 17.7% error relative to the observed actuation times. However, the accuracy of the pneumatics domain components is adequate for most of the intended uses of CryoSim, which focus on system behavior in the cryogenic fluid domain.

5.2. Fault Injection

To demonstrate the fault injection capability of CryoSim, we ran a basic simulation with a single fault injected during the run. This example used the standard flow variant rather than the two-phase flow. The model was initialized in a post-chilldown state, where virtually all of the cryogenic fluid is in the liquid phase. Figure 7(a) shows a schematic representation of a part of the system, including the control valve CV201. This valve starts in the fully open position, and at t=30 seconds, a “Stuck” fault is injected with a magnitude of 50%.

Figure 7(b) shows the outputs of four pressure sensors in the model. In the schematic PT134 is shown immediately upstream of the faulty valve, and PT147 is located at the end of the section shown in the schematic. PT112 is not shown, but is located further upstream from the valve, while PT193 is further downstream. When the fault is injected at t=30, the upstream pressures increase slightly, while the downstream pressures experience a more significant decrease due to the increased drop at the valve.

5.3. Variable Simulation Fidelity

To show the use of variant subsystems to selectively control model fidelity in a specified domain, we simulated the actuation speed of a pneumatically-actuated control valve component, using the “Standard” pneumatics variant which computes gas pressures and flows and uses these values to determine the actuator’s position, and compared this run with the “Basic” pneumatics variant, which replaces the pneumatics-domain components with simple behavioral models. For the pneumatically-actuated control valve, the “Basic” variant replaces two nonlinear pressure-computing elements with simple first-order lowpass filters. The behavior of these two variants compared to experimental data is shown in Figure 8. Note that the “Standard” variant more accurately represents the observed data than the “Basic” variant.
The use of domain-specific variants to select appropriate levels of fidelity can significantly reduce simulation time. In this example, the use of the reduced-fidelity “Basic” variant for the pneumatics domain resulted in small differences in valve actuation speed that did not significantly affect the signals of interest in the cryogenic fluid domain. The difference in simulation speed for a run with 1000 seconds of simulation time was dramatic, with the “Standard” variant requiring 676 seconds (1.48x) and the “Basic” variant requiring 354 seconds (2.82x).

5.4. Prognosis Example

To demonstrate how the simulation interacts with a health management algorithm over the message bus, we select a prognosis example demonstrating prognostics of a cryogenic filter. Filters are often periodically replaced on a time-based maintenance schedule. Moving to a condition-based maintenance paradigm can prevent a healthy filter from being replaced and a damaged filter from being used.

The purpose of the filter is to prevent particles contaminating the fluid from moving through to other parts of the system. As fluid passes through a filter, particle matter will collect at the filter and decrease its effective area, thus increasing the pressure drop across the filter for the same flow rate. This behavior is captured in the following equations.

\[
Q(t) = \rho c A(t) \sqrt{\frac{2|\Delta p(t)|}{\rho}} \text{sign}(\Delta p(t)) \quad (1)
\]

\[
\dot{A}(t) = -wQ \quad (2)
\]

Here, \( Q \) is the volumetric flow, \( \rho \) is the fluid density, \( c \) is the flow coefficient, \( A \) is the effective filter area, \( \Delta p \) is the pressure drop across the filter, and \( w \) is a wear parameter representing the percentage contamination per unit length of fluid (which is, in general, stochastic). The effective filter area decreases as a function of the contamination and the flow rate through the filter.

In this model, the pressure difference is an input and the flow is an output. A model-based prognosis algorithm is used in which the health state of the filter (\( A \) and \( w \)) is estimated, and this estimate is then used as the initial state in predicting end of life (EOL) and remaining useful life (RUL) of the component (Daigle & Goebel, 2013). For the filter, EOL is defined as the time point at which the effective filter area drops below some specified limit, in this case, 50% of its nominal area.

The prognostics module receives over the message bus the measured values of the differential pressure and the flow, and these serve as inputs to the estimation algorithm (an unscented Kalman filter, see (Julier & Uhlmann, 2004) and (Daigle et al., 2012) for details). The module makes periodic predictions for filter EOL and RUL, and publishes these back to the message bus.

As a demonstration we consider a wear parameter value of \( 3 \times 10^{-8} \). Figure 9 shows the estimated filter area, wear parameter, predicted EOL, and predicted RUL. By 200 s the estimates and predictions begin to converge.
6. CONCLUSION

In this paper, we have discussed the design and application of CryoSim, a simulation-based virtual testbed for SHM applications. The core of CryoSim is a component-based multi-domain system model created in Simulink. Our design includes component-level fault modeling and per-simulation adjustment of model fidelity through the use of variant subsystems. To facilitate the use of CryoSim, we created a Java-based GUI which allows full interactive control of the simulation. Additionally, we have integrated an interface to an external publish/subscribe message bus, enabling CryoSim to function as a drop-in replacement for the CTB system.

We are currently in the process of converting the Simulink model to a standalone version written in C/C++, making use of the Simulink Coder™ software package. This will enable users of CryoSim to run simulations without the need for a license for MATLAB and Simulink. The two-phase cryogenic fluid flow model is under development. When complete, it will be incorporated into CryoSim, taking advantage of the capability to update library components and domain-specific variant subcomponents without impact to previously-available functionality. Because of the model-agnostic design of the CryoSim framework, we anticipate that this architecture will be used for future SHM applications with other multi-domain system models.
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