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Executive Summary

This report documents message latencies observed over various Live, Virtual, Constructive, (LVC)'
simulation environment configurations designed to emulate possible system architectures for the
Unmanned Aircraft Systems (UAS) Integration in the National Airspace System (NAS) Project integrated
tests. For each configuration, four scenarios with progressively increasing air traffic loads were used to
determine system throughput and bandwidth impacts on message latency.

This report serves as the UAS in the NAS Fiscal Year 2013 Annual Performance Goal submission. The
FY13APG (APG 4.2.1.1: AR-13-7) is defined as: “Complete flight evaluations to assess the capabilities of
the Live, Virtual, Constructive (LVC) distributed simulation environment.” The analyses in this report
cover the observed latencies for messages sent from a live aircraft during flight, augmented with analyses
of observed latencies among virtual and constructive aircraft data sources to air traffic control (ATC)
displays across the LVC system. Together this provides a comprehensive data set that will inform the LVC
developers and researchers as a distributed environment is designed to meet the integrated event
requirements.

The Integrated Test and Evaluation (IT&E) subproject conducted the LVC characterization testing working
closely with members of the Communications subproject. IT&E members from NASA Ames took the lead
role in the testing, hosting the core LVC infrastructure. IT&E members from NASA Dryden supported one
test configuration utilizing the Ikhana Simulator and Communication members supported two test
configurations, the primary flight test as well as a infrastructure test between NASA Ames and NASA
Glenn.

The LVC is being developed in support of the UAS Integration in the NAS Project, which is investigating
and integrating technologies that are intended to reduce technical barriers related to the safety and
operational challenges associated with enabling routine UAS access to the NAS. To support this goal, the
Integrated Test and Evaluation (IT&E) subproject is developing a distributed LVC test environment to
enable human-in-the-loop (HITL) simulation and flight test activities. The LVC test environment for the
UAS Integration in the NAS Project is comprised of ATC, constructive and virtual aircraft simulators, and
UAS ground control stations (GCS) that together provide researchers with a relevant unmanned
environment. For each specific flight test or simulation a subset of available live assets and software
components are integrated to form an instance of the LVC. To maximize the use of available resources, the
LVC test environment is designed to be distributed such that technologies and concepts developed by the
Project as well as its external partners can be easily integrated with the simulation or flight environment.

The data captured in this report is critical to support building the appropriate LVC configuration in support
of the Project integrated events. Due to the distributed nature of the LVC test environment, the latencies of
messages passed between the LVC components observed in standalone simulations must be characterized
and clearly understood to assess the effect of latency on the overall simulation. In addition, to properly
synchronize live, virtual, and constructive data, it is critical to understand the latency inherent between the
various possible distributed components of the LVC test environment. Understanding the LVC capabilities
and performance characteristics will allow developers to account for and mitigate known system delays in
order to define LVC requirements with the researchers that work within the LVC capabilities, or levy new
requirements on LVC development creating a realistic test environment.

' The term LVC is a broadly used name for classifying modeling and simulation (M&S). It is recognized that
categorizing a simulation as a live, virtual, or constructive is problematic since there is no clear division between
these categories. Also, the degree of human participation in a simulation is infinitely variable, as is the degree of
equipment realism. Generally live M&S involve real actors operating real systems. Virtual M&S involve real actors
operating simulated systems. Constructive M&S involve simulated people operating simulated systems.
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Since an LVC instantiation can be constructed in many different configurations depending on the specific
requirements of a simulation event, the tests focused on determining the latencies between key components
of the distributed simulation environment as characterized by four primary categories:

1.) Latencies to publish live aircraft state data for distribution to the rest of the LVC

2.) Latencies to publish virtual aircraft state data for distribution to the rest of the LVC

3.) Latencies to publish constructive aircraft state data for distribution to the rest of the LVC
4)) Latencies between distributed facilities.

In order to capture the data required to inform the latencies measurements of our four focus categories, the
LVC Characterization test had two primary objectives:

1.) Determine the time differential for each aircraft state data message produced by the aircraft
data sources; measured as the time between when the message originated and when it was
received at specific points within the LVC network.

2.) Measure the throughput of the aircraft state data messages at specific points on the LVC
system.

To meet those primary objectives eight LVC configurations were tested, namely:

1.) Simulated traffic to ATC on internal network

2.) Simulated traffic to ATC via middleware on internal network

3.) Simulated traffic to ATC via HLA between co-located NASA Ames facilities

4.) B747 flight simulator data to co-located NASA Ames facility

5.) Simulated traffic to ATC via LVC Gateway between co-located NASA Ames facilities

6.) Simulated traffic to GCS and Ikhana simulator data between NASA Ames and NASA
Dryden

7.) Simulated traffic to GCS between NASA Ames and NASA Glenn via Internet

8.) Live aircraft data between S-3B Viking and LVC Gateway at NASA Glenn.

Since the Tkhana aircraft was taken out of service for a planned upgrade, the timing of the characterization
tests was set to coincide with existing prototype radio testing conducted by the UAS Communication
subproject. The NASA S-3B Viking aircraft, which is a candidate participating aircraft for Flight Test 4,
provided live telemetry through a 3G cellular connection during a test flight in the Cleveland Center
airspace. The B747 FAA Level D flight simulator located at NASA Ames and the Ikhana Predator-B
simulator located at NASA Dryden provided virtual traffic data, while constructive traffic was supplied by
the Multi-Aircraft Control System (MACS) Simulation Manager capability housed at NASA Ames. NASA
Ames provided the facilities that ran the LVC messaging communication hub utilizing a High Level
Architecture format model. Due to the location of the assets and facilities in the LVC, messaging latency
was measured between facilities at NASA Ames, and between NASA Ames and facilities at NASA Dryden
and NASA Glenn. The Cockpit Situational Display developed at NASA Ames was used to emulate a UAS
ground control station.

The results from the data captured during the flight of the NASA S-3B proved to be significant. The time to
publish the S-3B data under the best case scenario was at or near the latency requirement for data in the
Terminal airspace and approached the threshold for en-route airspace even after accounting for the fact that
live aircraft state data time stamp was truncated to the nearest second. While the transmission mechanism
for ingesting the data into the LVC network via 3G cellular technologies may have too great of an inherent
latency to be truly effective for our purposes, it is not the only transmission option. Once the Ikhana aircraft
is available for testing, data will be collected using its existing Ethernet connection between the GCS and
the LVC.
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The B747 and Ikhana virtual simulators performed with minimal latencies observed (in the tens of
milliseconds range) when publishing data to the LVC messaging components. In addition, data gathered to
calculate the time it takes to transmit the state message between NASA Ames and NASA facilities at Glenn
and Dryden indicate no issues with running those assets remotely.

While the MACS Simulation Manager was able to publish constructive state updates well under the
required operational threshold, its latency was significantly greater than the virtual simulators. In addition,
under the higher traffic loads, MACS dropped and duplicated state messages, and missed over 50% of the
messages during the highest aircraft traffic loads. Because the high traffic loads tested are well beyond the
designed limits for MACS (50-60 aircraft maximum), this issue is not a concern for the simulations.
However, understanding this inherent behavior is critical.

Questions raised by these analyses will continue to be investigated as the project moves forward and
exercises the LVC environment. In particular, tests should be conducted utilizing the Ikhana’s or other
aircrafts’ transmission mechanisms for sending live state data to the LVC. As stated above, the nature of
the MACS Simulation Manager state data latency should be investigated and mitigated if possible. The
candidate air traffic control display should be instrumented to record the time state data as actually
displayed; this would provide the missing latency data not covered in this report. Finally, since any changes
to the LVC could impact overall latency, each instance of the LVC developed to support a simulation or
flight test should be tested to determine whether the latencies are still within acceptable levels.
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1 Introduction

The Unmanned Aircraft Systems (UAS) Integration in the National Airspace System (NAS) Project is
investigating and integrating technologies that are intended to reduce technical barriers related to the safety
and operational challenges associated with enabling routine UAS access to the NAS. To support this goal,
the Integrated Test and Evaluation (IT&E) subproject is developing a distributed Live, Virtual,
Constructive (LVC) test environment to enable human-in-the-loop (HITL) simulation and flight test
activities. LVC test environments are not a new concept; they are widely used by the Department of
Defense to provide a safe and relevant test environment.'* A constructive simulation generally has no
interactive human involvement in simulated conditions. Instead, scenarios unfold using rule-based
decisions that control the interactions between simulated actors. Virtual simulations involve real actors
operating simulated systems (i.e., human/operator interaction in the use of the model or simulation). A live
test environment involves real actors operating real systems. Categorizing a simulation as live, virtual, or
constructive is problematic since there is no clear division between these categories. Also, the degree of
human participation in a simulation is infinitely variable, as is the degree of equipment realism.

The LVC test environment for the UAS Integration in the NAS Project is comprised of air traffic control
(ATC), constructive and virtual aircraft simulators, and UAS ground control stations (GCS) that together
provide researchers with a relevant unmanned environment. In order to maximize the use of available
resources, the LVC test environment is designed to be distributed in such a way that technologies
developed by our research and external partners can be more easily integrated into the simulation or flight
environment. Due to the distributed nature of the LVC test environment, the latencies of messages passed
between the LVC components observed in standalone simulations must be characterized and clearly
understood to assess the overall simulation. In addition, to properly synchronize live, virtual, and
constructive data, it is critical to understand the latency inherent between distributed components of the
LVC test environment, henceforth referred to as the LVC.

Utilizing an existing government off the shelf aircraft traffic generator and air traffic control display, a
distributed LVC system was developed to test the message latencies between distributed LVC components.
The system contains the core infrastructure components specifically developed to distribute and record the
messages. This test version of the LVC system allows the LVC components to be distributed across
different facilities providing for the testing of message latency across various network topologies with the
understanding that message latency may be affected by the throughput of the message traffic and
bandwidth of the network.

This report documents message latencies observed over eight LVC instantiations or configurations
designed to address different possible system architectures. For each configuration, four scenarios with
progressively increasing air traffic loads were used to determine system throughput and bandwidth impacts
on message latency. The analyses cover the observed latencies for messages sent from the aircraft data
sources (constructive state data generators, virtual aircraft simulators, and live aircraft telemetry data) to
ATC displays across the LVC system. Understanding the LVC capabilities and performance characteristics
will allow developers to account for and mitigate known system delays to create a more realistic test
environment.

1.1 Test Item Description

The characterization tests were designed to evaluate the throughput and data latencies for specific
communication paths between the core LVC system components, specifically the LVC Gateway and the
High Level Architecture (HLA) middleware. Figure 1 depicts the high level LVC system architecture. In
this diagram, the components representing live, virtual, and constructive systems (shown as ovals) send



position updates of the aircraft they support and receive position updates for all other aircraft in the system.
The LVC Gateways and HLA Toolboxes (shown as rectangles) distribute these data to the components that
subscribe to the data including the Cockpit Display of Traffic Information (CDTT) displays residing at the
traffic sources and air traffic control (ATC) displays (also oval). Many factors can affect the flow of data
from the aircraft data sources through the LVC system components, including the type and architecture of
the network, speed of the processors running the systems, and the way the components have been
implemented. The LVC is not a static simulation environment, but a dynamic system that provides the
infrastructure for connecting different air traffic components in order to emulate the relevant environment
required for a simulation. These tests were designed to provide data to measure the performance of the
existing core LVC prototype software and hardware by measuring the latencies between specific LVC
components across different network architectures. Since an LVC instantiation can be constructed in many
different configurations, the tests focus on determining the latencies between several component connection
options and fall into four categories:

1. Latencies to publish live aircraft state data for distribution to the rest of the LVC

2. Latencies to publish virtual aircraft state data for distribution to the rest of the LVC

3. Latencies to publish constructive aircraft state data for distribution to the rest of the LVC
4. Latencies between distributed facilities.

The outcomes of these tests inform the development of future LVC instantiations for upcoming tests (flight
and human in the loop simulations) and help determine whether changes to the existing LVC will be
necessary to meet required performance characteristics. Eight distinct test configurations have been
designed featuring combinations of simulated and live data across various distributed facilities; each is
described in detail in later sections.
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Figure 1. High-level view of the system under test

1.2 Overall Test Objectives

The goal of the LVC is to provide a simulation infrastructure that emulates an operational air traffic control
environment able to mix live and simulated air traffic data. This goal provides the LVC development team
with timing data that can be used to bound the latency results. Operationally, the maximum allowable
latency is based on a combination of the surveillance source timing and the required time for processing
and display at the facility. ATC Terminal facilities have 1.0 second processing requirement, while En-route
facilities have a 1.6 second processing requirement.” When combined with the radar sensor and
communication timing this allows 2.2 seconds and 3.0 seconds for detection to display time to the Terminal
and En route facilities, respectively.** The maximum allowed generation and transmission time for ADS-B
data is 2.5 seconds allowing for a total of 5.0 seconds for display in the cockpit.’®

In order to capture the data required to inform the latencies measurements of our four focus categories, the
LVC Characterization test had two primary objectives:

1. Determine the time differential for each aircraft state data message produced by the aircraft data
sources between when the message originated and when it was received at specific points within
the LVC network.

2. Measure the throughput of the aircraft state data messages at specific points on the LVC system.

These objectives are not mutually exclusive. The second (or throughput) objective supports the first by
providing the opportunity to measure latencies while increasing the number of aircraft in the system. The
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anticipation is that increased aircraft messages will also increase the observed latencies, however, can a
threshold where the differences in latencies are significant be determined? In addition, the LVC is built
upon components that have traditionally supported scenarios of 80 or less aircraft. By increasing the traffic
load during each test configuration, the intention is to investigate whether a throughput capacity can be
determined.

The first not only provides the data to understand how long it takes to send an aircraft message to remote
systems, but more importantly can be used to understand the time it takes to send messages between two
specific components (in Figure 1, refer the LVC Gateway at each aircraft data source and the LVC
Gateway Toolbox at the ATC Hub). In this way partial latency contributions between intermediate
components can be used to build a unique LVC instantiation for a given set of requirements.

These objectives, when applied together along different points and among different LVC configurations,
provide a general understanding of the system in terms of its ability to transmit the appropriate data in a
timely manner. Due to the anticipated need to synchronize data from live, virtual, and constructive aircraft
during testing, precise measurement of the latencies for these different air traffic inputs is critical.

2 Method and Materials

2.1 Test Resources

2.1.1 Software Components

This section provides background information on the LVC components that were used during the
characterization tests.

2.1.1.1 Multi-Aircraft Control System and the Aeronautical Data Link and Radar
Simulator

The Multi-Aircraft Control System (MACS) is a software program that can be configured to emulate either
a pseudo pilot control station or an air traffic control display. The MACS Simulation Manager (SimMgr)
reads in a simulation file that specifies the flight path, flight intent, and starting position for a set of aircraft.
It then generates flight trajectories for these aircraft and provides the LVC with position updates. For this
series of tests, the SimMgr was run as a constructive aircraft data source, providing simulated aircraft data
without pilot input. On the ATC side, MACS was configured to run a Display System Replacement (DSR)
or Host emulation for test monitoring and display time logging for some of the test configurations. The
Aeronautical Data Link and Radar Simulator (ADRS) is a companion program to MACS. It translates,
filters, and transmits messages to and from instances of both the MACS SimMgr and MACS DSR.” MACS
and ADRS were developed at NASA Ames Research Center (ARC) for the purpose of Air Traffic Control
simulation and are treated as Government off the Shelf (GOTS) software.

2.1.1.2 Cockpit Situation Display

The Cockpit Situation Display (CSD) is a software platform developed by NASA Ames to research
concepts related to the display of information to a pilot.®* Many of the Human System Integration Ground
Control Station research technologies have been tested via the CSD. For this test, the CSD was used for test
monitoring and to provide a destination for messages to be sent. The CSD is considered GOTS software.

" The MACS pseudo pilot station allows for a single person to control and interact with many constructive
aircraft to perform typical flight maneuvers. During a simulation this “pseudo pilot” would be
communicating with the air traffic controllers for each aircraft under his/her control and maneuvering the
aircraft based on the ATC direction. Reference 7 has a good description of this functionality.



2.1.1.3 High Level Architecture Middleware

The LVC used a version of the IEEE 1516 standard Pitch portable Real Time Infrastructure (RTI) High
Level Architecture (HLA) and Federation Object Model (FOM) middleware, modified at NASA Ames, to
exchange information about the air traffic environment (aircraft state, flight plans, digital messaging)
among the participants operating from distributed facilities.”'® The use of an HLA FOM provides an
interface to well-defined air traffic data structures and promotes interoperability with simulation
architectures using other middleware solutions such as AviationSimNet, Distributed Interactive Simulation
(DIS), or Test and Training Enabling Architecture (TENA) FOMs.""'>'* The HLA RTI ran at NASA Ames
and served as the backbone for the LVC control capability, determining which components were connected
and routed traffic information as appropriate. Simulation components are connected to the HLA via a
Toolbox, which formats the messages as defined by the HLA interface.

2.1.1.4 LVC Gateway

The LVC Gateway was developed to allow connectivity to an external software component where
connection directly to the HLA environment is not desired. For example, an external facility may have
multiple components, each requiring communication to the HLA or directly to each other. Instead of each
connecting remotely to the HLA, an LVC Gateway was used to route local message traffic and provide a
single connection from the remote facility to the HLA at Ames. Components connecting to the LVC
Gateway conform to a published interface control document (ICD) that automatically maps messages to the
format expected by the HLA FOM. Any number of sites can be added to the LVC system by connecting
additional LVC Gateways to the architecture.

2.1.1.5 HLA Toolboxes

While the HLA has a well-defined message interface, each software component connecting to the LVC for
a simulation may have its own, which may not be consistent. Toolboxes are used to translate the messages
from a software component to comply with the defined HLA interface. There are two primary reasons for
the use of Toolboxes instead of developing the interface directly in the component software: the software
component may be GOTS or COTS (i.e. the development team does not control the software in order to
implement the interface); and the software component may be used to connect to multiple different versions
of middleware. The LVC system utilized Toolboxes to connect to ADRS, the LVC Gateway, and the B747
flight simulator. The Toolboxes were designed to record and output the times messages are received; thus
providing another physical location within the LVC network where data are time tagged.

2.1.1.6 Gateway Data Logger

The Gateway Data Logger process was developed to collect message timing and throughput data. The
Gateway Data Logger connected directly to the LVC Gateway and stored the time an aircraft position
update message was created by the sending process and the time the message was received by the LVC
Gateway. The purpose for creating a separate process was to minimize the work required by the LVC
Gateway during real-time data processing and its software complexity. During post-simulation processing,
the Gateway Data Logger files were converted into time-series data sets for specialized analyses by
researchers.

2.1.1.7 NASA Glenn Aircraft Ground Station and Map Display

Two specialized programs were developed to support and utilize live flight data specifically for Glenn
flight-testing. The Aircraft Ground Station is a bridge between data from a live aircraft and the LVC
system. It receives formatted telemetry data from a live aircraft via the prototype UAS datalink radio and
relays the data to the LVC Gateway. The Map Display is a web-based application that provides an
interface to a world map. It receives aircraft position updates from the LVC Gateway and overlays them on
the map. It supported ground personnel by providing the location of the live asset during Communication
flight-testing.



2.1.2 Live Resources

NASA Glenn’s S-3B Viking aircraft, used for the Communication subproject’s prototype radio testing as
well as earlier channel sounding experimentation, served as the live asset for the characterization test. Data
were collected during a planned Communication test flight in Northern Ohio, with the ground station
located at the NASA Glenn UAS Communications Lab. Two programs acquire and transmit telemetry data
from the aircraft. The Flight Data Aggregator program composes flight state messages from data
monitored on the aircraft’s MIL-STD 1553 and ARINC 429 data busses. The LVC Interface program
sends the messages to the Data Link radio for transmission to the Ground Station.

2.1.3 Virtual Resources

The Ikhana UAS Simulator at DFRC and the B747 flight simulator at ARC provided virtual aircraft state
data during specific test configurations.

2.1.4 Constructive Resources

The MACS SimMgr provided constructive aircraft state data for all the characterization tests. Virtual
aircraft operated in the Cleveland Center airspace for the live flight configuration.

2.1.5 Test Facilities

Table 1. Facilities used during LVC Characterization testing and the type of network connection
they have to the LVC Hub at DSRL

Facility Location Connection Type to DSRL

Distributed System Research NASA Ames Not Applicable
Laboratory (DSRL)
Crew Vehicle Simulation NASA Ames Firewalled SimLab Network
Research Facility (CVSRF) (SimNet)

Research Aircraft Integration NASA Dryden Encrypted VPN via the NASA
Facility (RAIF) Integrated Services Network (NISN)
Simulation Lab NASA Dryden Encrypted VPN via the NISN

UAS Communications Lab NASA Glenn Encrypted VPN via the Internet

2.1.6 System Time Synchronization

Network Time Protocol (NTP) was used for clock synchronization between computer systems. NTP
provides Coordinated Universal Time (UTC) including scheduled leap second adjustments. The NTP uses a
hierarchical, semi-layered system of levels of clock sources. Each level of this hierarchy is termed a
stratum and is assigned a layer number starting with O (zero) at the top. The stratum level defines its
distance from the reference clock and exits to prevent cyclical dependencies in the hierarchy. It is
important to note that the stratum is not an indication of quality or reliability. All computers on the
SimLabs network were synchronized to a Stratum 1 or Stratum 2 time-server. At NASA Ames and NASA
Glenn, the UTC source for the Stratum 1 time-server was provided by a Stratum 0 GPS device. An inter-
range instrumentation group (IRIG) distribution amplifier (fed from a GPS antenna) was used at NASA
Dryden.



The programs “tquery” and “timesvr” were used to baseline the time offset between computers residing in
two remote facilities of the LVC environment prior to or after recording state data for a given configuration
test. This informed the data analysis process, providing information as to whether the time offset was a
significant factor in system latency calculations. The tquery program calculates the time it takes to send a
message to timesvr and then receive the reply. The offset is calculated by comparing the average of the
time a message tquery send and received times to the time the message was originally received by the
remote timesvr program. The tquery program has the ability to run large sample pools to determine an
average and standard deviation on the final difference output by the program.

2.2 Test Design

2.2.1 Measures of Performance (MOP)

MOP 1: Latency: The latency of each message between components of the LVC is measured by
comparing the time the message was received at each of the components. If one of the components is the
air traffic data source, the time the message was created is used.

MOP 2: Throughput: The throughput of the system is measured as a function of system load by
successively increasing the system load and measuring the number of data messages that are successfully
sent between LVC components.

2.2.1.1 Success Criteria

The success criteria for both the Latency and Throughput MOPS were the same, namely: Latency
measurements were collected for each traffic sample. The first minute (+) of data from a run was
discounted to account for system spikes associated with the gradual build-up of flight plan and state
information for each set of aircraft. The beginning of the data collection run (T,) was defined as the time
when all flight plans for the load test were input into the system and each aircraft had at least three state
data points. Enough data was considered to be collected when, starting at T, a total of five consecutive
minutes of traffic data were recorded at each planned point in the test configuration. Five minutes
corresponds to the amount of time available to complete testing during the planned flight test. Since the
test are looking at the latency of data message based on changing throughput, which does not change over
time, five minutes was considered sufficient.

2.2.2 Characterization Configurations

In order to determine the appropriate test configurations, a high-level example of how the LVC could be
used for a simulation (or use case) was developed. This use case demonstrated LVC integration capability
of the proposed architecture topology as well as its scalability in the event the UAS Integration in the NAS
Project expands the LVC test environment in the future. The initial requirements of the UAS-NAS LVC
test environment included a constructive air traffic simulation, a virtual aircraft simulation, an emulated
ATC environment and a live UAS (or surrogate UAS) aircraft. The core components of the LVC
architecture are the HLA middleware and the in-house developed LVC Gateway that enable data exchange
between different participants integrated with the LVC. Figure 2 shows a diagram of the overall use case
from which each of the eight configurations included in the characterization test were derived. The LVC
components outlined in red denote programs where data files were collected to support characterization. It
should be noted that no instantiation of the LVC would utilize the system as diagramed in Figure 2; this is
simply provided as reference to help with the understanding of how the test configurations are related.

The configurations cover eight variants for connecting live, virtual, and constructive traffic to the LVC
system for display in an ATC environment. Each test configuration contains four simulation input scenario
files of 50, 100, 200, and 400 aircraft used by the MACS SimMgr to generate simulated aircraft state data
at a one-second update rate. A 50 aircraft input file was chosen as the low traffic sample because it
represents a fairly light traffic load. From 50, the traffic load increments by factors of two up to 400, which



represents a traffic load that is well beyond what is anticipated for the planned simulations. The distinct test
configurations are listed below and will be discussed in detail in subsequent sections of this document:

1.) Simulated Traffic to ATC on DSRL Network

2.) Simulated Traffic to ATC via HLA on DSRL Network

3.) Simulated Traffic to ATC via HLA between DSRL and CVSRF

4.) B747 Flight Simulator Data to DSRL via HLA

5.) Simulated Traffic to ATC via LVC Gateway between DSRL and CVSRF

6.) Simulated Traffic to GCS and Ikhana Simulator Data between DSRL and RAIF via NISN

7.) Simulated Traffic to GCS between DSRL and NASA Glenn UAS Communication lab via
Internet

8.) Live Aircraft Data between S-3B Viking and LVC Gateway at NASA Glenn UAS
Communication Lab

The following provides a list of LVC system features applied during the characterization tests:

* The HLA middleware as a core component of the LVC system was run at NASA Ames

* All processes included in a test configuration were run on separate machines (with the exception
of the Gateway Data Logger, see next bullet)

* LVC Gateways were configured to include a Gateway Data Logger that captured source and
receive times for each aircraft state message in the system (run on the same machine)

* The Cleveland Center airspace was used for all test configurations

*  The same four constructive aircraft scenarios were used for each test configuration

* The MACS SimMgr was run for each test configuration to provide a control of system message
throughput, whether the data was required for the configuration or not

*  Each aircraft state data source provided a timestamp indicating when the position update was
created

*  The creation timestamp was carried forward through each of the LVC components to provide a
common message identifier

* Each LVC component that was able record data (see Figure 2) provided the creation time of the
state data along with the time the message was received and the size of the message

* The MACS DSR did not have a mechanism for recording the time aircraft state data are displayed.

¢ The CSD did not have a mechanism for recording the time aircraft state data are displayed.

Since the focus of the characterization is on the flow of data through the LVC core components, the
missing display times, while inconvenient, are not critical. The display time requirements from References
1,2, and 3 will still be used to indicate latency thresholds, with the understanding that additional latency
buffer is required to account for the yet untested display times.
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Figure 2. Diagram of all test components - test configurations are a subset of this set.

2.2.2.1 Configuration 1: Simulated Traffic to ATC on DSRL Network
2.2.2.1.1 Configuration Objective

Measure and evaluate the latency of data messages under a series of four discrete throughputs between a
constructive aircraft state data simulator and an ATC display. This provides the minimal baseline
architecture to evaluate against, without the introduction of any LVC specific components. The intent of
this test configuration is to measure latency between the times when aircraft state data is generated and
when it reaches MACS DSR.

2.2.2.1.2 Configuration Methodology

The first test configuration was conducted in the DRSL at NASA Ames. As seen in Figure 3, the system
included the MACS SimMgr, MACS DSR, and ADRS on three separate computers.

During the test run, the MACS SimMgr reads in simulation input files and sends the flight plan information
for each aircraft specified in the file to the MACS DSR via the ADRS. It then “flies” each simulated
aircraft according to the flight plan information and outputs aircraft state data every second. The MACS
DSR is configured to output a file that contains the time the aircraft state information is generated by the
SimMgr and the time the MACS DSR receives the state information. In order to determine whether the
traffic load has any impact on the system capacity or latency, the test was run with four separate simulation
input files, each with an increasing number of active aircraft. The test load levels were 50, 100, 200, and
400 active aircraft.

Characterization Report
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Figure 3. Configuration 1: LVC system configuration used to determine internal MACS/ADRS
latencies

2.2.2.1.3 Data Collected

Table 2. Data collected for Configuration 1

‘ Type of Data Program Supplying Data File Containing Data
Time aircraft data is created MACS SimMgr MACS DSR Output File
Time message received MACS DSR MACS DSR Output File

Size of message MACS DSR MACS DSR Output File

2.2.2.2 Configuration 2: Simulated Traffic to ATC via HLA on DSRL Network

2.2.2.2.1 Configuration Objective

Measure and evaluate the latency of data messages under a series of four discrete throughputs between a
constructive aircraft state data simulator and an ATC display routed through the HLA middleware on a
local network. This configuration introduces the HLA middleware and associated toolboxes to the
simulation infrastructure. The intent of this test configuration is to establish latency between the times
when aircraft state information is generated and when it is received by the LVC (time to publish). This data
also supports investigation of the latency of sending data through the HLA.

2.2.2.2.2 Configuration Methodology

This test configuration was also conducted solely in the DSRL lab at NASA Ames. The system included an
instance of the MACS SimMgr connected to HLA via the ADRS and ADRS Toolbox. The MACS DSR
was also connected to the HLA via a separate instance of ADRS and the ADRS Toolbox. In order to
collect data to be compared to other configurations, an instance of the Gateway Data Logger was connected
to the HLA via an LVC Gateway and LVC Gateway Toolbox. The diagram for configuration 2 can be seen
in Figure 4.

During the test run, the MACS SimMgr reads in simulation input files and sends the flight plan information
for each aircraft specified in the file to the MACS DSR via the HLA. The MACS SimMgr then “flies”
each simulated aircraft according to the flight plan information and outputs aircraft state data every second.




Each ADRS Toolbox and the LVC Gateway (via the Gateway Data Logger) record the time the aircraft
state messages are received along with their associated creation time. In order to determine whether the
traffic load has any impact on the system capacity or latency, the test was run with four separate simulation
input files, each with an increasing number of active aircraft. The test load levels were 50, 100, 200, and

400 active aircraft.
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Figure 4. Configuration 2: LVC system configuration used to determine latency added by the use of

HLA

2.2.2.2.3 Data Collected

Table 3. Data collected for Configuration 2

Type of Data

Time aircraft data is created

Program Supplying Data

MACS SimMgr

‘ File Containing Data

MACS DSR Output File

Time message received

ADRS Toolbox #1

ADRS Toolbox Output File

Size of message

ADRS Toolbox #1

ADRS Toolbox Output File

Time message received

ADRS Toolbox #2

ADRS Toolbox Output File

Size of message

ADRS Toolbox #2

ADRS Toolbox Output File

Time message received

LVC Gateway

Gateway Data Logger File

Size of message

LVC Gateway

Gateway Data Logger File

Time message received

MACS DSR

MACS DSR Output File

Size of message

MACS DSR

MACS DSR Output File




2.2.2.3 Configuration 3: Simulated Traffic to ATC via HLA between DSRL and
CVSRF

2.2.2.3.1 Configuration Objective

Measure and evaluate the latency of data messages under a series of four discrete throughputs between a
constructive aircraft state data simulator and an ATC display routed through the HLA middleware on a
distributed network within a NASA Center. This configuration distributes the LVC onto separate networks.
The intent of this test configuration is to establish the contribution the NASA Ames network to the HLA
transit latency.

2.2.2.3.2 Configuration Methodology

The components of this test configuration were distributed between the DSRL lab and CVSRF at NASA
Ames. The system used an instance of the MACS SimMgr connected to HLA via the ADRS and ADRS
Toolbox running at DSRL. An instance of the Gateway Data Logger running at DSRL was connected to the
HLA via an LVC Gateway and LVC Gateway Toolbox. The MACS DSR was also connected to the HLA
via a separate instance of ADRS and the ADRS Toolbox all running in the CVSRF. The diagram for
configuration 3 can be seen in Figure 5 and shows the connection between the ADRS Toolbox #2 running
at CVSRF and the HLA running at DRSL.

During the test run, the MACS SimMgr reads in simulation input files and sends the flight plan information
for each aircraft specified in the file to the MACS DSR via the HLA. The MACS SimMgr then “flies”
each simulated aircraft according to the flight plan information and outputs aircraft state data every second.
Each ADRS Toolbox and the LVC Gateway (via the Gateway Data Logger) record the time the aircraft
state messages are received along with their associated creation time. In order to determine whether the
traffic load has any impact on the system capacity or latency, the test was run with four separate simulation
input files, each with an increasing number of active aircraft. The test load levels were 50, 100, 200, and
400 active aircraft.
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Figure 5. Configuration 3: LVC system configuration used to determine latency added due to the
distribution of the LVC across different networks

2.2.2.3.3 Data Collected
Table 4. Data collected for Configuration 3

Type of Data Program Supplying File Containing Data
Data

Time aircraft data is created MACS SimMgr Gateway Data Logger File
Time message received ADRS Toolbox #1 ADRS Toolbox #1 Output File
Size of message ADRS Toolbox #1 ADRS Toolbox #1 Output File
Time message received ADRS Toolbox #2 ADRS Toolbox #2 Output File
Size of message ADRS Toolbox #2 ADRS Toolbox #2 Output File

Time message received LVC Gateway Gateway Data Logger File

Size of message LVC Gateway Gateway Data Logger File

2.2.2.4 Configuration 4: B747 Flight Simulator Data to DSRL via HLA
2.2.2.4.1 Configuration Objective

Measure and evaluate the latency of data messages sent from a flight simulator at an external facility
through the HLA middleware running on a separate network at the same NASA Center. This configuration
introduces the sending of traffic data from an external facility back to the virtual ATC system. The intent of
this test configuration is to assess the latency of sending state data updates from a remote facility.



2.2.2.4.2 Configuration Methodology

The components of this test configuration were distributed between the DSRL lab and CVSRF at NASA
Ames. The system used an instance of the MACS SimMgr connected to HLA via the ADRS and ADRS
Toolbox running at DSRL. The MACS DSR was also running at DSRL and connected directly through the
ADRS, in this configuration the MACS DSR was used only for test support. An instance of the Gateway
Data Logger running at DSRL was connected to the HLA via an LVC Gateway and LVC Gateway
Toolbox. The B747 simulator located in the CVSRF laboratory was connected to the HLA via the B747
Toolbox. The diagram for configuration 4 can be seen in Figure 6 and shows the connection between the
B747 Toolbox running at CVSRF and the HLA running at DRSL.

During the test run, the MACS SimMgr reads in simulation input files and sends the flight plan information
for each aircraft specified in the file to the LVC via the HLA. The MACS SimMgr then “flies” each
simulated aircraft according to the flight plan information and outputs aircraft state data every second. For
this test configuration, the timing of the aircraft from the MACS SimMgr is not under test, but used to
ensure the LVC Gateway and Toolboxes are processing a full complement of air traffic. The B747 flight
simulator is flown for the duration of the test and sends position updates to the MACS DSR via the HLA.
The ADRS Toolbox and the LVC Gateway (via the Gateway Data Logger) record the time the aircraft state
messages are received along with their associated creation time. The B747 also receives the simulated
traffic from the SimMgr, but for this test those data are not displayed. In order to determine whether the
traffic load has any impact on the system capacity or latency, the test was run with four separate simulation
input files, each with an increasing number of active aircraft. The test load levels were 50, 100, 200, and
400 active aircraft.
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Figure 6. Configuration 4: LVC system configuration used to determine the latency of remote
facilities sending aircraft data back to the LVC Hub

2.2.2.4.3 Data Collected

Table 5. Data collected for Configuration 4
Type of Data Program Supplying Data ‘ File Containing Data

Time aircraft data is created MACS SimMgr Gateway Data Logger File

Time aircraft data is created B747 Cab Gateway Data Logger File




Time message received ADRS Toolbox ADRS Toolbox Output File
Size of message ADRS Toolbox ADRS Toolbox Output File
Time message received LVC Gateway Gateway Data Logger File
Size of message LVC Gateway Gateway Data Logger File

2.2.2.5 Configuration 5: Simulated Traffic to ATC via LVC Gateway between
DSRL and CVSRF

2.2.2.5.1 Configuration Objective

Measure and evaluate the latency of data messages under a series of four discrete throughputs between a
constructive aircraft state data simulator routed through the HLA middleware on a local network and a
remote LVC Gateway located at a distributed facility at the same NASA Center. The intent of this test
configuration is to determine associated with the use of the LVC Gateway.

2.2.2.5.2 Configuration Methodology

The components of this test configuration were distributed between the DSRL lab and CVSRF at NASA
Ames. The system used an instance of the MACS SimMgr connected to HLA via the ADRS and ADRS
Toolbox running at DSRL. The MACS DSR was also running at DSRL and connected directly through the
ADRS, in this configuration the MACS DSR was used only for test support. An instance of the Gateway
Data Logger, also running at DSRL, was connected to the HLA via an LVC Gateway and LVC Gateway
Toolbox. Figure 7 shows the connection between the LVC Gateway running at CVSRF and the LVC
Gateway Toolbox running at DRSL.

During the test run, the MACS SimMgr reads simulation input files and sends the flight plan information
for each aircraft specified in the file to the LVC via the HLA. The MACS SimMgr then “flies” each
simulated aircraft according to the flight plan information and outputs aircraft state data every second. The
ADRS Toolbox and the LVC Gateways (via the Gateway Data Logger) record the time the aircraft state
messages are received along with their associated creation time. In order to determine whether the traffic
load has any impact on the system capacity or latency, the test was run with four separate simulation input
files, each with an increasing number of active aircraft. The test load levels were 50, 100, 200, and 400
active aircraft.
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Figure 7. Configuration 5: LVC system configuration used to determine whether the LVC Gateway
adds any additional latency beyond the use of the specific HLA Toolboxes

2.2.2.5.3 Data Collected
Table 6. Data collected for Configuration 5

Type of Data Program Supplying Data ‘ File Containing Data
Time aircraft data is created MACS SimMgr DSRL Gateway Data Logger File
Time message received ADRS Toolbox ADRS Toolbox Output File
Size of message ADRS Toolbox ADRS Toolbox Output File
Time message received DSRL LVC Gateway DSRL Gateway Data Logger File
Size of message DSRL LVC Gateway DSRL Gateway Data Logger File
Time message received CVSRF LVC Gateway CVSRF Gateway Data Logger File
Size of message CVSRF LVC Gateway CVSRF Gateway Data Logger File

2.2.2.6 Configuration 6: Simulated Traffic to GCS and Ikhana Simulator Data
between DSRL and RAIF via NISN

2.2.2.6.1 Configuration Objective

Measure and evaluate the latency of data messages under a series of four discrete throughputs between a
constructive aircraft state data simulator routed through the HLA middleware on a local network and a
flight simulator and cockpit traffic display located at an external facility connected via NISN. The intent of
this test configuration is to establish HLA transit latency between laboratories at NASA Ames and NASA
Dryden,; it also introduces simultaneously sending state data for a single aircraft back to NASA Ames,
further stressing the remote LVC Gateway.



2.2.2.6.2 Configuration Methodology

The components of this test configuration were distributed between the DSRL lab at NASA Ames and the
RAIF at NASA Dryden. The system used an instance of the MACS SimMgr connected to HLA via the
ADRS and ADRS Toolbox running at DSRL. The MACS DS