Large-aperture wide-bandwidth anti-reflection-coated silicon lenses for millimeter wavelengths
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The increasing scale of cryogenic detector arrays for sub-millimeter and millimeter wavelength astrophysics has led to the need for large aperture, high index of refraction, low loss, cryogenic refracting optics. Silicon with \( n = 3.4 \), low loss, and relatively high thermal conductivity is a nearly optimal material for these purposes, but requires an antireflection (AR) coating with broad bandwidth, low loss, low reflectance, and a matched coefficient of thermal expansion. We present an AR coating for curved silicon optics comprised of subwavelength features cut into the lens surface with a custom three axis silicon dicing saw. These features constitute a metamaterial that behaves as a simple dielectric coating. We have fabricated and coated silicon lenses as large as 33.4 cm in diameter with coatings optimized for use between 125-165 GHz. Our design reduces average reflections to a few tenths of a percent for angles of incidence up to 30\(^\circ\) with low cross-polarization. We describe the design, tolerance, manufacture, and measurements of these coatings and present measurements of the optical properties of silicon at millimeter wavelengths at cryogenic and room temperatures. This coating and lens fabrication approach is applicable from centimeter to sub-millimeter wavelengths and can be used to fabricate coatings with greater than octave bandwidth.
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1. Introduction

The development of large format superconducting detector arrays for millimeter and sub-millimeter astrophysics (e.g. [1][3]) has driven the need
for high-throughput optical designs that maintain diffraction limited performance across the arrays (see [4] for a review). Silicon is an excellent material for these applications due to its high index of refraction \((n = 3.4)\), low loss-tangent \((\tan \delta < 7 \times 10^{-5})\), and a relatively high thermal conductivity \((k \sim 200 \text{ Wm}^{-1}\text{K}^{-1}\) at \(4 \text{ K}\) [5], which is only a factor of 50 lesser than high quality OFHC copper [6] and orders of magnitude higher than plastic). The essential development required to realize optical designs using silicon optics at millimeter wavelengths is an appropriate anti-reflection (AR) coating to mitigate the 30% (-5 dB) reflective loss from each optical surface.

AR coatings consist of one or more dielectric layers placed on the surface of refractive optical elements. The index of refraction and thickness of the AR layers are chosen such that the reflections from the vacuum-AR interface and from the AR-substrate interface interfere and cancel. If the optical path length through a single layer AR coating is one quarter wavelength, the refractive index of the coating is \(\sqrt{n}\) (where \(n\) is the index of the substrate), and the coating is free from dielectric losses, the cancelation is perfect at one particular frequency. Applied to silicon, such quarter-wave coatings reduce reflections below 1% over 1.25:1 bandwidth at normal incidence.

Wider bandwidths and larger ranges of angles of incidence can be accommodated by adding additional layers to the AR coating to form a multi-layer coating. These coatings require layers with a number of different refractive indices. Cryogenic applications require that the coefficient of thermal expansion of the AR layers also be sufficiently matched to that of the lens substrate to prevent damage upon cooling. The dielectric loss and birefringence of the AR coating material must also be carefully controlled. Locating materials with these properties poses a significant challenge to implementing cryogenic wide band AR coatings for silicon. One avenue to solve this problem is to engineer materials with the required dielectric constant by cutting sub-wavelength features into the lens surface [7,8]. Engineered optical materials with properties determined by their detailed geometric shape, size and orientation are referred to as artificial dielectrics or metamaterials.

Simulated dielectric metamaterial AR coatings consist of layers of sub-wavelength holes [9], posts, or grooves [10] cut into the substrate to be coated. This approach allows the index of the AR coating to be precisely tuned by adjusting the geometry of the machined features, naturally solves the thermal expansion problem, and has loss lower than that of the substrate. At cryogenic temperatures silicon has a dielectric loss tangent \(\sim 100\) times lower than typical plastics like Cirlex, which have previously found use as single layer AR coatings [11]. The advantages of silicon metamaterial AR coatings include precisely controlled indices of refraction, inherently matched thermal expansion, and significantly reduced dielectric losses.

This approach has been successfully applied to plastic millimeter wave optics through direct machining and silicon optics for visible wavelengths through patterning of geometric structures which perform as a AR coating similar to that found on a moth’s eye [12,14]. At millimeter wavelengths Zhang et al. [15] fabricated an alternative class of simulated dielectric AR for silicon composed of metal resonant structures supported by a plastic substrate that had higher losses than the coating described here. Schuster et al. [16] fabricated single layer silicon micro-machined artificial dielectrics and Han et al. [17] have used silicon immersion grating technology to fabricate planar artificial dielectrics for THz radiation. Our work is the first demonstration of a broad-bandwidth metamaterial AR coating on silicon optics with finite curvature for millimeter wavelengths.

The AR coated lenses presented here have been developed for the ACTPol [18] project, a polarization sensitive receiver for the Atacama Cosmology Telescope (ACT, [19]). In Section 2 we present the design requirements for the ACTPol optics as they apply to this work. The design of the coating is described in Section 3. In Section 4 we describe the ACTPol lens design. Cryogenic measurements of the dielectric properties of silicon samples taken from 45 cm diameter ingots at millimeter wavelengths are presented in Section 5. In Section 6 we describe the fabrication process of the coating on the lenses and present reflection measurements of a finished lens. We conclude with a brief discussion of the range of applicability of this coating technique.

2. Requirements

The performance requirements for the AR coated silicon lenses described in this work are dictated by the scientific goals of the ACTPol project [18]. This instrument is designed to detect the faint polarized signals from the cosmic microwave background using three detector arrays fed by independent reimaging optics. Two of the arrays are horn coupled polarimeters for the 150 GHz band (passband
Fig. 1. *Left:* A ray diagram of one set of ACTPol re-imaging optics, which includes three silicon lenses feeding a detector array. *Right:* A histogram of the angles of incidence of rays at the surfaces of these three silicon lenses.

Lenses of ACTPol reimaging optics. Distribution of angles of incidence.

In this paper we focus on the coatings for the 150 GHz band lenses. These coatings are conceptually similar to those which will be used for the broader-band multilaminate lenses. The bandwidth requirement for the 150 GHz band coatings is to have > 99% transmission between 125 and 165 GHz. The left panel of Figure 1 shows the re-imaging optics for a 150 GHz array. The optics include three plano-convex silicon lenses with diameters up to 33.4 cm. The figure shows that rays passing through the optical system refract over a wide range of angles of incidence. This is quantified in the right hand panel of Figure 1 which shows that the distribution of angles of incidence is centered near 17° and that more than 96% of the rays have angles of incidence < 30°. This sets the requirement that the coatings must be optimized to minimize reflections for angles of incidence between 0° and 30°.

Since ACTPol is a polarization sensitive experiment, low cross-polarization is another requirement. Studies of polarization systematics (e.g., [21]) suggest that the CMB temperature to polarization leakage must be controlled to better than 1% which corresponds to a requirement that differences in the transmission for the two polarizations be 0.5%.

To reduce the thermal emission, all optics are cooled to 4K or below. Thus the AR coating must be able to withstand cryogenic cycling.

As described in [15] high resistivity silicon which is available in boules up to 45 cm in diameter, offers a cryogenic loss tangent \( \tan \delta < 7 \times 10^{-5} \), an index of refraction of \( n = 3.4 \), and a relatively high thermal conductivity making it an ideal material for this optical design. Our approach of directly machining metamaterial AR coatings into the lens surfaces guarantees that the coatings have low dielectric losses and coefficients of thermal expansion that are inherently matched to that of the silicon lenses.

### 3. AR Coating Design

The AR coating is comprised of two metamaterial layers. Each layer consists of an array of square pillars on a square grid cut using silicon dicing saw blades by making two sets of parallel trenches rotated 90° relative to each other. It has been shown that any electromagnetic structure with an axis of n-fold (\( n > 2 \)) rotational symmetry must have polarization independent reflectance and zero cross-polarization when light is incident along this axis [22]. Hence the 90° rotational symmetry of this coating leads to zero cross-polarization at normal incidence and low birefringence at oblique incident angles. Figure 2 shows a cross-section and isometric view of this geometry which is parameterized by the depths \( d_1, d_2 \), and kerf widths \( k_1, k_2 \) of the inner and outer layer respectively and a pitch \( p \). The outer layer is cut by using a blade of width \( k_2 \) and the inner layer is cut by making a second set of cuts to greater depth with a thinner blade of width \( k_1 \). We introduce the volume fill factor \( v_f = \left( 1 - k/p \right)^2 \) to facilitate comparison to published analytic calculations based on the second order effective medium theory developed by Rytov [23] for the effective dielectric constant in the quasi-static limit \( (p << \lambda) \) [14, 24, 26].

The metamaterial layers can be treated as a volume distribution of small electromagnetic scatterers characterized by electric and magnetic polarizability densities [7]. When the pitch is small compared
to shortest wavelength of interest, the fields in the layer are homogenous [8] and one can define an effective dielectric constant which can be used to parameterize the propagation properties of the media. This effective dielectric function for the layer, \( \epsilon_{eff} \), is a function of the density of scatterers in the layer \[27\, [28] \], parametrized by the volume fill factor. As the feature size of a composite media approaches a significant fraction of the radiation wavelength the effective dielectric function becomes frequency dependent [29]. As the wavelength is further reduced the artificial dielectric structure no longer appears homogenous and these simple quasi-static considerations must be augmented to adequately model its behavior. In going beyond the quasi-static limit resonant effects, diffraction and scattering can occur in the artificial dielectric structure [9, 30–32]. The coatings described here, which operate between the quasi-static and diffractive regimes, rely on numerical simulations to estimate the relation between the volume fill factor and the effective refractive index of the metamaterial layer.

The values of \( d_1, d_2, k_1, k_2, \) and \( p \) were chosen using a three step design process. A preliminary design was carried out using a classical analytic model consisting of sheets of dielectric material each with a constant thickness and index of refraction [33]. These were varied to minimize the reflectance across the band yielding targets for the electrical thickness and index of refraction of our two layer coating.

The second step was to translate the index and thickness from the simple model into the pitch, kerfs and depths for our coating geometry. This step required knowledge of the relation between the effective index of refraction of an array of square pillars and the pitch and kerf of that layer. These relations were determined by fitting analytic models to HFSS (High Frequency Structure Simulator, [34]) simulations of single layer coatings with a wide range of volume fill factors for a few different choices of pitch. The HFSS simulations were carried out using Floquet ports and master-slave boundary conditions to model a box containing a single post of the AR coating as an infinite periodic two dimensional array of features [34].

Figure 3 shows a representative simulation of a single layer pillar geometry with insets showing the simulated geometry and the simple dielectric layer modeled in the fit. The fit constrained the effective index \( n_{eff} \), the effective electrical thickness \( t_{eff} \) and the maximum frequency to which our metamaterial coating behaves as a simple dielectric. For the purposes of our fit we define this maximum frequency as the point where the simulated reflectance and the analytic fit disagree at more than 5% absolute reflectance. We refer to this frequency as \( f_{5\%} \) and the corresponding wavelength \( \lambda_{5\%} \). This indicates the transition between specular and diffractive behavior of the coating.

A second fit which fixed the electrical thickness to the physical thickness of the pillars is also shown in Figure 3. This fit implies a lower \( f_{5\%} \). The discrepancy between the best fit thickness \( t_{eff} \) and the physical thickness \( t_{phys} \) of the metamaterial layer arises since the geometric structure of the pillars results in fringing of fields at the junction between layers causing a perturbative shift between the position of the physical interface and the effective location of the junction’s electrical reference plane. An analogous effect is encountered in the design of metallic waveguide structures [31], which can be analytically treated.

Figure 4 shows the results from fitting a number of HFSS simulations with different pitch and fill factor to the analytic model. Plots include the breakdown wavelength \( \lambda_{5\%} \), the effective index \( n_{eff} \), and the electrical thickness of a layer with index \( \sqrt{n_{Si}} \) expressed as a ratio of the thickness of a quarter wave homogenous dielectric layer and a quarter wave metamaterial layer.

The recovered \( \lambda_{5\%} \) is in good agreement with the analytic condition derived for a silicon optic in vac-
uum \cite{9,32} to prevent diffraction from a grating array,\)

\[ p < \frac{\lambda}{(n_{Si} + \sin \theta_i)}, \]  

(1)

where \( p \) is the pitch, \( \lambda \) is the wavelength, \( n_{Si} \) is the index of silicon, and \( \theta_i \) is the angle of incidence. This analytic expression shows that the pitch must be smaller than implied by the \( \lambda_{5\%} \) calculated at normal incidence to minimize diffraction at oblique angles of incidence. Consideration of manufacturing cost and mechanical robustness of the two-layer AR coating design favors the largest possible pitch, as this choice minimizes the number of cuts required to cover a given area and makes the pillars larger and therefore stronger. A 435 \( \mu \)m pitch leads to acceptable performance up to \( \sim \) 175 GHz (\( \sim \) 1.7 mm) which is the upper edge of our band.

Comparing this relation between \( v_f \) and \( n_{eff} \) to analytic models \cite{14,24} for the case where the electric field of the incident wave is perpendicular to the grooves, we found discrepancies that are reduced as the pitch decreases and we approach the quasi-static limit \( p/\lambda \ll 0.1 \). Given that our coating design does not operate in this limit we find the analytic models insufficiently accurate for our purposes. Thus we resort to numerical simulation to optimize the geometry of our coating.

The variation in the electrical thickness compared to the physical thickness (Figure 4 right) is shown for the case of a quarter wave AR coating with index \( \sqrt{n_{Si}} \). Additional simulations show that the electrical thickness depends on the index of refraction of the material on either side of the metamaterial dielectric layer. We account for this small effect in the final numerical optimization of the multilayer coating design.

With these relations (Figure 4) in hand we convert the analytic design of our two layer coating into parameters for the pillar geometry. In the final step we performed a numerical optimization of the coating at 15° angle of incidence using HFSS, with the constraint that the cut geometry must match the kerf geometry of commercially available dicing saw (See Section 6). This step enables manufacturability, accounts for any discrepancies between the electrical and physical thickness implied by our numerical simulations, and improves the performance at larger angles of incidence. Table 1 gives the parameters for the resultant design and Figure 5 shows the simulated performance for this coating as a function of frequency for several (0°, 15°, and 30°).

Table 1. The parameters for the ACTPol AR coating.

<table>
<thead>
<tr>
<th>parameter</th>
<th>symbol</th>
<th>dimension</th>
<th>dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>pitch</td>
<td>( p )</td>
<td>435 ( \mu )m</td>
<td>1.0 (units of ( p ))</td>
</tr>
<tr>
<td>kerf*</td>
<td>( k_1 )</td>
<td>41</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>( k_2 )</td>
<td>190</td>
<td>0.437</td>
</tr>
<tr>
<td>depth</td>
<td>( d_1 )</td>
<td>217</td>
<td>0.499</td>
</tr>
<tr>
<td></td>
<td>( d_2 )</td>
<td>349</td>
<td>0.802</td>
</tr>
<tr>
<td>volume fill factor*</td>
<td>( v_{f1} )</td>
<td>0.820</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( v_{f2} )</td>
<td>0.317</td>
<td></td>
</tr>
</tbody>
</table>

* nominal average values
Fig. 5. Left: A simulation of the performance of the AR coating designed for the ACTPol lenses at a range of angles of incidence. Right: The unit cell geometry (based on measured cut profiles) modeled using HFSS.

angles of incidence. Even at 30° incidence the band averaged reflections are at −26 dB and differences between the two linear polarization states (TE and TM, see [33] for definition) are below 0.5% for all frequencies and angles. At 15° incidence, average reflections are below −31 dB. The tolerance of the design to various possible manufacturing errors are described in detail in Appendix A.

4. ACTPol Lenses

The ACTPol lenses are cylindrically symmetric plano-convex designs in which the convex surface is aspheric - a conic section with four perturbing terms proportional to the fourth, sixth, eighth, and tenth order of the distance from the axis. The design optimization procedure for the re-imaging optics is similar to that described in [19]; the primary difference being that the ACTPol optics are required to be image-space telecentric to optimize the coupling to the flat feedhorn arrays. This was accomplished by constraining the chief rays at each field point to be near normal incidence at the focal plane and by allowing the tilts of lens 2, lens 3, and the focal plane to vary during the optimization. The resulting design achieves Strehl ratios greater than 0.93 across the 150 GHz focal planes without accounting for the Gaussian illumination of the feedhorns, which effectively improves the image quality. All three of the ACTPol optics tubes use the same three silicon lens designs with the positions and tilts adjusted to optimize the coupling to the ACT Gregorian telescope [19].

The AR coating approach we have developed constrains the perimeter of the lens designs to enable accurate clamping during both machining of the AR coatings and cryogenic cycling of the lenses. Figure 6 shows a cross-section of the perimeter of an ACTPol lens design. Each lens includes a handling ring along its perimeter that is not AR coated and is used for mounting the lens during machining as well as clamping to cool the lens in the cryogenic receiver. The outer corners of the perimeter are chamfered to minimize chipping. There are steps rising from the perimeter to the lens surface to provide clearance between the perimeter clamping region and the AR coating. The lens blanks were machined by Nu-Tek Precision Optical Corporation and achieved 5 µm tolerances.

5. Properties of Silicon

Silicon manufacturing can produce different grades of material, such as ultra high purity silicon produced by the float zone process [35] that has a negligible density of impurities and silicon produced by the Czochralski process [35] that has a higher level of impurities. As charge carriers and associated states introduced by impurities are the cause of dielectric loss, use of the highest available purity (as inferred from the room temperature resistivity) silicon minimizes the dielectric losses. Measurements of the refractive index, dielectric permittivity and loss tangent of various high purity and high resistivity silicon sample over a range of frequencies and temperature have been reported [36–38]. For example, ultra high purity silicon has been measured to have a loss tangent of ∼ 1 × 10^{-5} at room temperature which would correspond to < 1% loss in the ACTPol optical system. Unfortunately, surface tension limits the zone-melt purification technique used to produce ultra high purity silicon to diameters below about 200 mm. Therefore, the substrates available for large diameter lenses considered in this work must be fabricated from Czochralski silicon. For our low temperature application we expect the bulk conductivity of silicon to freeze out dramatically reducing the dielectric losses, however, other loss mechanisms can persist in the desired design band. We validate this general picture of the di-
electric loss in silicon by optically characterizing the influence of the bulk resistivity as a function of frequency and sample temperature.

Samples produced by the Czochralski process and readily available in 450 mm diameter stock with bulk resistivities specified to be in the range of 1 to > 500 Ω-cm were characterized both at room temperature and 4K using a Bruker 125 high-resolution Fourier Transform Spectrometer (FTS) with a Oxford Cryostat CF continuous liquid helium flow sample chamber. The cryostat is equipped with pair of 75 μm thick polypropylene windows that enable spectral measurement while allowing the sample to be held at a regulated temperature. The samples were cut to have a typical thickness of 180 μm, double side polished, and placed in a 25 mm diameter optical test fixture at the focus of an f/6 beam. The reflections from the two surfaces of the sample form a Fabry-Perot resonator for which the modeling is relatively simple permitting measurement of dielectric properties. The silicon samples are boron doped (p-type) to adjust the resistivity. The > 500 Ω-cm resistivity silicon used in the ACT-Pol lenses has the minimum dopant level.

Each sample’s transmission was measured between 240 GHz (8 icm) and 18 THz (600 icm) using different combinations of sources, beam splitters, and detectors for three frequency bands between 240-450 GHz (8-15 icm), 450-2850 GHz (15-95 icm), and 2.85-18 THz (95-600 icm).

The spectral resolution employed, 7.5 GHz (0.25 icm), fully resolves the sample’s spectral features. Sliding stages permit the sample or a reference clear aperture to be moved into the FTS beam while in the cryostat for in situ calibration.

The transmission spectrum was modeled as a series of homogeneous plane parallel dielectric layers [39]. The dielectric function for the silicon was approximated by a classical Drude dispersion model [40]:

\[ \varepsilon_r(\omega) = \varepsilon_\infty - \frac{\omega_p^2}{\omega \cdot (\omega + i\Gamma)} \]  

where \( \varepsilon_r = \varepsilon_r' + i\varepsilon_r'' \) is a complex function of frequency \( \omega \), the damping rate \( \Gamma \), and the contribution to the relative permittivity \( \varepsilon_\infty \) of higher energy transitions. The plasma frequency and the damping rates are related by, \( \omega_p^2 = \frac{\Gamma}{\varepsilon_\infty \rho} \), where \( \varepsilon_\infty \) is the permittivity of free space and \( \rho \) is the sample’s bulk resistivity [41]. In this approximation, the material’s free carriers are treated as classical point charges undergoing random collisions and the resulting damping is assumed to be independent of the carrier energy. We find this representation suitable to represent the sample’s properties over the spectral and temperature ranges of interest.

The sample thickness is known to ±0.5 μm at room temperature and corrected for thermal contraction as a function of temperature [42]. Since the fringe rate is proportional to the product of the refractive index and sample thickness, uncertainties in the sample thickness directly limit the precision of the determination of \( \Re(\varepsilon_\infty^*) \). Measurements of an optically polished crystalline quartz sample with accurately known thickness were used to measure a 1% amplitude uncertainty across the entire FTS band. This calibration uncertainty leads to a corresponding reduction in the measurement’s sensitivity to \( \Im(\varepsilon_\infty^*) \). These uncertainties were accounted for in fitting the FTS data. These fits produced root-mean-square deviations in the range of ∼0.005-to-0.016 between the model and the observation spectra. Representative data for the \( \rho > 500 \) and \( 1 < \rho < 5 \) Ω-cm samples are shown in Figure 7 for sample physical temperatures of \( T_{\text{phys}} = 297 \) and 4.5 K.

The results of these fits are shown in Table 2. As anticipated the finite plasma frequency and damping rate contribute significantly to the room temperature losses, however, the \( \rho > 500 \) Ω-cm sample could be approximated by a dielectric constant over the spectral range of interest (e.g., \( \Gamma \) and \( \omega_p \) are consistent with zero). The influence of free carrier collisions at room temperature on the optical response
becomes more pronounced in the $1 < \rho < 5 \ \Omega$-cm sample, manifesting as a reduction in transmission at low frequencies. However, as the $1 < \rho < 5 \ \Omega$-cm sample is cooled, bulk conduction is suppressed and this effect shifts to lower frequencies than of interest for millimeter wave applications. The observed dielectric parameters are a weak function of temperature below $\sim 30 \ \text{K}$ as anticipated given exponential thermal dependance of the bulk resistivity [43].

Both samples show $\sim 1\%$ shifts in the magnitude of the index of refraction ($n \approx \sqrt{\epsilon'_\infty}$) upon cooling. This shift is accounted for in our optical design. At low temperature both the high and low resistivity sample give an upper limit for the loss tangent of $\tan \delta \sim \epsilon''_\infty / \epsilon'_\infty < 7 \times 10^{-5}$. For the ACTPol optics at 150 GHz, this corresponds to an absorptive loss of $< 5\%$ for our optical system comprising three lenses. The ACTPol lenses were fabricated from $\rho > 500 \ \Omega$-cm silicon as it may reduce loss and facilitates room temperature testing. Both high and low resistivity silicon would provide acceptable performance in 4K cryogenic applications, but given the small cost differential high resistivity silicon is the natural choice. Although we have used high-resistivity silicon, our models and observations suggest that the carriers will be frozen out at 4K for the range of bulk resistivities considered here. We note that the conductivity of silicon at room temperature, and therefore the loss, is a strong function of UV irradiance. We have not investigated this dependence cryogenically.

### Table 2. Silicon Drude Model Fit Parameters.

<table>
<thead>
<tr>
<th>$\rho (\Omega$-cm)</th>
<th>$T_{phys}$ (K)</th>
<th>$\epsilon'_\infty$</th>
<th>$\epsilon''_\infty$</th>
<th>$\Gamma/2\pi$</th>
<th>$\omega_p/2\pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&gt;500$</td>
<td>297</td>
<td>11.7(1)</td>
<td>0.0015</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>4.5</td>
<td>11.5(5)</td>
<td>0.0008</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>1-to-5</td>
<td>297</td>
<td>11.6(55)</td>
<td>0.0046</td>
<td>0.571</td>
<td>1.60</td>
</tr>
<tr>
<td>200</td>
<td>11.5(52)</td>
<td>0.0049</td>
<td>0.572</td>
<td>0.80</td>
<td>--</td>
</tr>
<tr>
<td>100</td>
<td>11.4(78)</td>
<td>0.0028</td>
<td>0.459</td>
<td>0.26</td>
<td>--</td>
</tr>
<tr>
<td>70</td>
<td>11.4(66)</td>
<td>0.0011</td>
<td>0.162</td>
<td>0.20</td>
<td>--</td>
</tr>
<tr>
<td>30</td>
<td>11.4(64)</td>
<td>&lt;0.0008</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>10</td>
<td>11.4(62)</td>
<td>&lt;0.0008</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>4.5</td>
<td>11.4(62)</td>
<td>&lt;0.0008</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

from 10 to hundreds of microns. Mounted on a commercial silicon dicing saw machine these blades repeatedly cut with micron level precision and cutting speeds up to several centimeters per second. Unfortunately, commercial silicon dicing machines are not designed for curved surfaces and cannot accommodate the large diameter lenses required for this project. Therefore we constructed a custom three axis silicon dicing system to fabricate these coatings.

The fabrication system is shown in Figure 8. It consists of a micron accurate three axis stage on which we mount an air bearing dicing spindle and a micron accurate depth gauge. The spindle and retractable depth gauge are attached to the vertical stage (Z-axis) which rides on the horizontal (Y-axis) stage. A lens is mounted on an aluminum mounting plate on a horizontal stage (X-axis) below the spindle. This plate permits the lens to be rotated by $0^\circ$, $90^\circ$, $180^\circ$, and $270^\circ$ and carries a reference wafer that is used in setting up the blades prior to cuts. A side looking microscope is mounted parallel to the Y-axis to characterize test cuts on the reference wafer. Flood cooling water is sprayed on the dicing blade while cuts are made to carry away debris. A temperature controlled water bath is used to regulate the temperature of the spindle and maintain the flood coolant and air surrounding the dicing system within $1^\circ \text{C}$.

Our system does not show any appreciable change in cut shape or surface damage when cutting at the maximum travel speed of 50 mm/s. We conservatively operate at 25 mm/s for which it takes a total of

![Lens Fabrication System](image)

**Fig. 8.** The custom, micron accurate, three axis silicon dicing system used to fabricate coatings on the lenses. The labels identify the key components and axes described in the Section 6.
of 12 hours of machining per lens side. Factoring in setup time it takes 6 8-hour days to fabricate a single lens.

Figure 9 shows photographs of one of the ACTPol AR coated silicon lenses. The fabricated coating is sufficiently robust to permit handling the lenses by touching the AR coatings. The manufacture resulted in less than 10 out of 500,000 posts with damage visible by eye. The shape of the cut profiles was evaluated by making cuts on a reference silicon wafer before cutting (pre-cut) and after cutting (post-cut) the lens and measuring them using the side looking microscope. Comparison of the pre-cut and post-cut measurements (See Figure 9) show that the wide blade cuts repeatably with negligible evolution to cut profile while the the narrow blade shows some evolution in width in the upper third of the cut. Simulations show that this evolution, leads to a few tenths of a percent increase in the reflectance. The accuracy of the depths of the cuts is limited by a 3 micron uncertainty in the zero point for the blade depth and a ±7 micron quadruple warp in the lens. This warp is due to imperfections in the lens mounting plate that stress the lens.

The reflectance of the completed ACTPol lenses were measured using a scalar reflectometer. This reflectometer consisted of a tunable narrow band continuous wave source which illuminated the flat side of lens through a 20° full width half power horn, from a distance of 5 cm, and tilted at an angle of 15° relative to the lens surface normal. A receiver consisting of an identical horn coupled to a detector diode was placed at the mirror image of the source horn relative to the plane defined by the point of maximum illumination of the lens and perpendicular to a line joining the source and receiver. This system was calibrated by (1) placing an aluminum reflector at the same position as the lens to normalize the peak reflection to unity, and (2) by removing the lens and calibration reflector to measure the stray reflections which were found to be negligible.

The results of this reflectance measurement are shown in Figure 10 for both the TE and TM polarizations. Precise modeling of this measurement configuration requires accounting for the interference between reflections from the flat and curved lens surface, which is beyond the scope of this work. However, the results are expected to be intermediate between the reflectance from a single AR coated surface (single sided) and the easily simulated result for two flat surfaces separated by the central thickness of the lens (two sided). These two cases are presented in Figure 10 for both linear polarization states. These simulations incorporate the measured cut profiles shown in Figure 9. We empirically found that moving the lens so that it is well centered on the beam increases the interference effects (TM case) while moving the lens off center reduces these effects (TE case). Based on the reasonable agreement between these simplistic simulations and the measurement we are confident we are reducing reflections to a few tenths of a percent over the range of angles of incidence required for ACTPol.

7. Conclusion
We have described a new approach for AR coating silicon lenses over broad bandwidths and a range of angles of incidence. Simulations, backed up by measurements of an AR coated lens, show that the fabricated coating of the lenses presented here
can reduce reflections below few tenths of a percent between 125 and 165 GHz for angles of incidence between 0 and 30° for cryogenic applications. We have developed a micron-accurate 3-axis silicon dicing saw facility and are using it to manufacture AR coated lenses for ACTPol. We have also shown that a range of p-type silicon doping levels can achieve low loss at cryogenic temperatures using silicon samples from boules as large as 45 cm diameter. This approach for implementing wide-bandwidth AR coated silicon lenses is applicable for millimeter and sub-millimeter wavelength ranges and can be expanded to wider bandwidth by adding additional layers to the AR coating.
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Appendix A: Tolerances

The manufacturing tolerances for the eight types of machining errors shown in Figure 11 were evaluated based on a fiducial design. These include: (1) errors in the pitch, δp; (2) errors in the centering of the deeper groove relative to the shallow groove, δc; (3) errors in the kerf widths, δk1, δk2; (4) slopes in the walls of the grooves parameterized by δS1 and δS2 which represent the distance the upper and lower groove tilt inward at the groove bottom if the mean width is fixed; (5) errors in the depth of either grooves δd1, δd2, (6) differences in the depth of grooves in the two orthogonal directions assuming the correct mean depth are parameterized δdLR1 for the upper and δdLR2 for the lower groove; (7) application of this coating to a surface tilted at an angle φ relative to the bottom edge of the saw and

Fig. 11. This figure shows the families of machining errors considered in the tolerance analysis and described in the text. The dashed lines show the target shape for the grooves and that for the pillars while the white space in the grey represents the material as actually cut. Therefore difference between the dashed region and the white region represent machining errors. For the asymmetric depth and damaged row errors the sketches show the geometry of the errors.
where the depth of each groove is measured at the center of the groove (e.g., the effect of applying this coating at the edge of a curved lens); and (8) rows of broken posts. The tolerance to variation in the refractive index of the silicon substrate, $\delta n_{Si}$, was also evaluated. The tolerances for these parameters were quantified based on a fiducial model similar to what was fabricated but with straight walled pillars using HFSS simulations in which the parameters in each family were varied separately. For the majority of these effects the results were distilled to a band averaged reflection at $15^\circ$ angles of incidence. The sensitivity to each parameter was quantified as the displacement needed to bring about a 3 dB increase in reflectance. For the case of tilted surface and for broken posts the results of a small number of simulations were evaluated and compared to the fiducial performance. In the remainder of this section we discuss these results.

a. **Pitch:** Variations in the pitch change the effective index of both layers. Figure 12 shows the band averaged reflectance as function of variation in the pitch. A conservative tolerance of $\delta p < 3 \mu m$ ($\delta p / p < 0.0075$) limits the change in reflectance to be less than 3 dB.

b. **Centering:** The performance was insensitive to errors in the centering of the deeper grooves within the shallower grooves. This is consistent with both layers of pillars behaving as layers with a constant effective index of refraction.

c. **Kerf:** The upper left panel of Figure 13 presents the impact of errors in the kerf. Controlling $\delta k_1$ and $\delta k_2$ to $3 \mu m$ insures a less than 3dB degradation in performance. Varying both parameters in the same direction (e.g., $\delta k_1 = \delta k_2$) has little impact on the performance. We have chosen the fiducial design to be near the high end of the most favorable region to make the manufacture relatively immune to blade wear, which could have (but did not) narrow the kerf width as machining proceeds.

d. **Sloped Walls:** The upper right panel of Figure 13 presents the impact of slopes in the walls left behind by the dicing saw. Conservative estimates for the 3 dB tolerance for these two parameters are $6 \mu m$ for $\delta s_1$ and $3 \mu m$ for $\delta s_2$. Sloping both layers by a similar amount results in negligible degradation.

e. **Depth:** The lower left panel of Figure 13 presents the impact of depth errors. The 3 dB tolerances for these parameters are $7.5 \mu m$ for $\delta d_1$ and $10 \mu m$ for $\delta d_2$. Expressed in terms of optical path length the sensitivities are identical.

f. **Asymmetric Depth:** The lower right panel of Figure 13 presents the impact of asymmetric depth. The 3 dB tolerances for these parameters are $15 \mu m$ for $\delta d_{LR_1}$ and $12 \mu m$ for $\delta d_{LR_2}$ for asymmetry in directions common to both grooves. This error also affects the $90^\circ$ rotational symmetry of the geometry resulting in birefringence but the cross-polarization can be no larger than the absolute reflection.

---

**Fig. 12.** The band averaged reflectance at a $15^\circ$ angle of incidence as a function of changes in the pitch. The grey region shows range for which the performance is within 3dB of the fiducial design.

**Fig. 13.** This figure shows the impact of errors in the kerf, slopes in the sidewalls, overall depth errors, and asymmetric differences in depth between the two orthogonal cuts. The color scale presents the degradation in reflection at $15^\circ$ incidence compared to the simulations in Figure 5. The fiducial design is at the coordinate (0,0) in all the plots as highlighted by a “+” or arrow. The outer edge of the light blue contour (see label) represents 3dB degradation. The horizontal (vertical) axis represents errors in the inner (outer) layer of the coating for the labeled parameters.
g. Application to tilted surfaces: The left panel of Figure 14 left compares the performance of this coating applied to a surface tilted by 10° compared with the performance when applied to a flat surface. Fortuitously, this effect improves performance at large angles of incidence and has little effect at small angles. Applying this coating by making grooves parallel to the lens symmetry axis of a curved lens will produce acceptable performance.

h. Groups of broken posts: Assessing the impact of the broken posts is not straightforward because the region and extent of illumination varies between the three lenses. The degradation due to broken posts would thus be a function of the effective aperture area of the lenses and the location of the defects in addition to the total area affected. Accurately quantifying this is beyond the scope of this work. Qualitatively, the degradation would be negligible if the fraction of total area affected is small and more importantly, the length scale of the individual affected areas is smaller than the wavelength of incident light. Simulating the impact of broken posts is computationally difficult. Therefore we resorted to a simplified model consisting of a unit-cell containing seven posts in a row with one broken off completely. This is equivalent to having one seventh of the posts destroyed. This pessimistic case produces band averaged reflections below 2% which is acceptable though it does produce nontrivial cross-polarization. We used simulation to estimate that keeping the number of broken posts below 1/700 would result in a negligible degradation in the overall performance of the coating.

i. Index: Figure 14 right shows the band averaged reflectance as a function of variation in the index. A conservative tolerance for the index is $\delta n_{Si} < 0.1$ ($\delta n_{Si}/n_{Si} < 0.03$). This leads to increases in the reflectance of less than 3 dB over the fiducial design. This tolerance is weaker than that imposed by the optical design.

The 3dB sensitivities derived in this section are summarized in Table 3. The band averaged reflectivity of the fiducial design is -31 dB at 15° incidence which is significantly better than the requirements for the system.

<table>
<thead>
<tr>
<th>machining error</th>
<th>parameter sensitivity</th>
<th>tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>pitch (p)</td>
<td>$\delta p$</td>
<td>3</td>
</tr>
<tr>
<td>centering</td>
<td>$\delta c$</td>
<td>see text</td>
</tr>
<tr>
<td>kerf</td>
<td>$\delta k_1$</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$\delta k_2$</td>
<td>3</td>
</tr>
<tr>
<td>sloped walls</td>
<td>$\delta s_1$</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>$\delta s_2$</td>
<td>3</td>
</tr>
<tr>
<td>depth</td>
<td>$\delta d_1$</td>
<td>7.5</td>
</tr>
<tr>
<td></td>
<td>$\delta d_2$</td>
<td>10</td>
</tr>
<tr>
<td>asymmetric depth</td>
<td>$\delta d_{LR_1}$</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>$\delta d_{LR_2}$</td>
<td>12</td>
</tr>
<tr>
<td>tilted surface</td>
<td>$\phi$</td>
<td>see text</td>
</tr>
<tr>
<td>damaged row</td>
<td>$r$</td>
<td>$1/700$</td>
</tr>
<tr>
<td>index</td>
<td>$\delta n$</td>
<td>0.1</td>
</tr>
</tbody>
</table>