Astrophysical model selection in gravitational wave astronomy
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Theoretical studies in gravitational wave astronomy have mostly focused on the information that can be extracted from individual detections, such as the mass of a binary system and its location in space. Here we consider how the information from multiple detections can be used to constrain astrophysical population models. This seemingly simple problem is made challenging by the high dimensionality and high degree of correlation in the parameter spaces that describe the signals, and by the complexity of the astrophysical models, which can also depend on a large number of parameters, some of which might not be directly constrained by the observations. We present a method for constraining population models using a hierarchical Bayesian modeling approach which simultaneously infers the source parameters and population model and provides the joint probability distributions for both. We illustrate this approach by considering the constraints that can be placed on population models for galactic white dwarf binaries using a future space-based gravitational wave detector. We find that a mission that is able to resolve ∼5000 of the shortest period binaries will be able to constrain the population model parameters, including the chirp mass distribution and a characteristic galaxy disk radius to within a few percent. This compares favorably to existing bounds, where electromagnetic observations of stars in the galaxy constrain disk radii to within 20%.
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I. INTRODUCTION

There is an old joke in astrophysics that with one source you have a discovery, and with two you have a population. With a population of sources it becomes possible to constrain astrophysical models. Until recently, studies of milli-Hertz gravitational wave science have either focused on making predictions about the source populations [1–3], or have looked at detection and parameter estimation for individual source types [4–6]. These types of studies have featured heavily in the science assessment of alternative space-based gravitational wave mission concepts, where metrics such as detection numbers and histograms of the parameter resolution capabilities for fiducial population models were used to rate science performance (see, e.g., Ref. [7]). These are certainly useful metrics, but they only tell part of the story. A more powerful and informative measure of the science capabilities is the ability to discriminate between alternative population models.

Inferring the underlying population model, and the attendant astrophysical processes responsible for the observed source distribution, from the time series of a gravitational wave detector is the central science challenge for a future space mission. It folds together the difficult task of identifying and disentangling the multiple overlapping signals that are in the data, inferring the individual source parameters, and reconstructing the true population distributions from incomplete and imperfect information.

The past few years have seen the first studies of the astrophysical model selection problem in the context of space-based gravitational astronomy. Gair and collaborators [8–11] have looked at how extreme mass ratio inspiral formation scenarios and massive black hole binary assembly scenarios can be constrained by gravitational wave observations using Bayesian model selection with a Poisson likelihood function. Plowman and collaborators [12,13] have performed similar studies of black hole population models using a frequentist approach based on error kernels and the Kolmogorov-Smirnov test. Related work on astrophysical model selection for ground based detectors can be found in Refs. [14,15].

We develop a simple yet comprehensive hierarchical Bayesian modeling approach that uses the full multidimensional and highly correlated parameter uncertainties of a collection of signals to constrain the joint parameter distributions of the underlying astrophysical models. The method is general and can be applied to any number of astrophysical model selection problems [16–18].

A remarkable feature of the hierachical Bayesian method is that in its purest form it is completely free of selection effects such as the Malmquist bias. By “purest form” we mean where the signal model extends over the entire source population, including those with vanishingly small signal-to-noise ratio [19]. In practice it is unclear how to include arbitrarily weak sources in the analysis, and in any
Hierarchical Bayesian modeling has been around since at least the 1950s [26–29], but it is only now becoming widely known and used. The term “hierarchical” arises because the analysis has two levels. At the highest level are the space of models being considered, and at the lower level are the parameters of the models themselves. Hierarchical Bayes provides a method to simultaneously perform model selection and parameter estimation. In this work we will consider models of fixed dimension that can be parametrized by smooth functions of one or more hyperparameters. A hyperparameter is a parameter of the prior distribution of the model parameters \( \alpha \). The measured values of these parameters are affected by instrument noise that is drawn from a normal distribution with standard deviation \( \alpha_0 \). The maximum likelihood value for the parameters is then \( \hat{x}_i = \alpha_0 \delta_1 + \beta \delta_2 \), where the \( \delta \)'s are independent and identically distributed unit standard deviates. Now suppose that we employ a population model where the parameters are distributed according to a normal distribution with standard deviation \( \alpha \). Each choice of \( \alpha \) corresponds to a particular model with posterior distribution

\[
    p(x_i | s, \alpha) = \frac{1}{p(s, \alpha)} \prod_{i=1}^{N} \frac{1}{2\pi \alpha \beta} e^{-((x_i - \bar{x})^2)/(2\beta^2)} e^{-x_i^2/(2\alpha^2)} \tag{3}
\]

and model evidence

\[
    p(s, \alpha) = \frac{1}{(\sqrt{2\pi\alpha^2 + \beta^2})^N} \prod e^{-x_i^2/(2\alpha^2 + \beta^2)}. \tag{4}
\]

To arrive at a hierarchical Bayesian model we elevate \( \alpha \) to a hyperparameter and introduce a hyperprior \( p(\alpha) \) which yields the joint posterior distribution

\[
    p(s) = \int p(s, \tilde{\alpha}) d\tilde{\alpha} = \int p(s | \tilde{\lambda}, \tilde{\alpha}) p(\tilde{\lambda} | \tilde{\alpha}) p(\tilde{\alpha}) d\tilde{\lambda} d\tilde{\alpha}. \tag{2}
\]
Rather than selecting a single “best fit” model, hierarchical Bayesian methods reveal the range of models that are consistent with the data. In the more familiar, nonhierarchical approach we would maximize the model evidence (4) to find the model that best describes the data, which is here given by

\[ p(x_i, \alpha | s) = \frac{p(x_i | s, \alpha) p(\alpha)}{p(s)}. \]  

(5)

The joint posterior distribution (5) can be explored using MCMC techniques. To do this we produced simulated data with \( N = 1000 \), \( \alpha_0 = 2 \) and \( \beta = 0.4 \) and adopted a flat hyperprior for \( \alpha \). The posterior distribution function for \( \alpha \), marginalized over the \( x_i \), is shown in Fig. 1. The distribution includes the injected value and has a spread consistent with the error estimate of Eq. (7). The maximum-\( \alpha \)-posteriori (MAP) estimate for \( \alpha \) has been displaced from the injected value of \( \alpha_0 = 2 \) by the simulated noise.

\[ \alpha^2_{\text{ME}} = \frac{1}{N} \sum_{i=1}^{N} x_i^2 - \beta^2. \]  

(6)

Since \( \text{Var}(\bar{x}_i) = \alpha_0^2 + \beta^2 \), we have

\[ \alpha^2_{\text{ME}} = \alpha_0^2 \pm O(\sqrt{\bar{x}}(\alpha_0^2 + \beta^2)/\sqrt{N}). \]  

(7)

The error estimate comes from the sample variance of the variance estimate. In the limit that the experimental errors \( \beta \) are small compared to the width of the prior \( \alpha_0 \), the error in \( \alpha \) scales uniformly as \( 1/\sqrt{N} \). The scaling is more complicated when we have a collection of observations with a range of measurement errors. Suppose that the measurement errors are large compared to the width of the prior, and that we have \( N_1 \) observations with standard error \( \beta_1 \), \( N_2 \) observations with standard error \( \beta_2 \), etc., then the error in the estimate for \( \alpha \) is

\[ \Delta \alpha^2 = \left( \sum_i N_i \frac{1}{\beta_i^2} \right)^{-1/2}. \]  

(8)

Recalling that \( 1/\beta_i \) scales with the signal-to-noise ratio of the observation, we see that a few high signal-to-noise ratio (SNR) observations constrain \( \alpha \) far more effectively than a large number of low SNR observations.

The above calculation shows that the maximum evidence criteria provides an unbiased estimator for the model parameter \( \alpha_0 \), but only if the measurement noise is consistently included in both the likelihood and the simulation of the \( \bar{x}_i \). Using the likelihood from Eq. (3) but failing to include the noise in the simulations leads to the biased estimate \( \alpha^2_{\text{ME}} = \alpha_0^2 - \beta^2 \). Conversely, including noise in the simulation and failing to account for it in the likelihood leads to the biased estimate \( \alpha^2_{\text{ME}} = \alpha_0^2 + \beta^2 \). These same conclusions apply to the hierarchical Bayesian approach, as we shall see shortly.

A. Numerical simulation

The joint posterior distribution (5) can be explored using MCMC techniques. To do this we produced simulated data with \( N = 1000 \), \( \alpha_0 = 2 \) and \( \beta = 0.4 \) and adopted a flat hyperprior for \( \alpha \). The posterior distribution function for \( \alpha \), marginalized over the \( x_i \), is shown in Fig. 1. The distribution includes the injected value and has a spread consistent with the error estimate of Eq. (7). The maximum-\( \alpha \)-posteriori (MAP) estimate for \( \alpha \) has been displaced from the injected value of \( \alpha_0 = 2 \) by the simulated noise.

To test that there is no bias in the recovery of the model hyperparameter \( \alpha \), we produced 30 different realizations of the data and computed the average MAP value. Figure 2 shows the MAP value for each of these realizations and the corresponding average. We see that as we average over multiple realizations \( \alpha \) does indeed converge to the injected value. The blue line in Fig. 2 shows a biased recovery for \( \alpha \) when noise is not included in the data.

IV. TOY MODEL II

The hierarchical Bayesian approach produces unbiased estimates for the model parameters if the signal and the noise (and hence the likelihood) are correctly modeled. However, in some situations the cost of computing the likelihood can be prohibitive, and it becomes desirable to use approximations to the likelihood, such as the Fisher
information matrix. For example, to investigate how the design of a detector influences its ability to discriminate between different astrophysical models, it is necessary to Monte Carlo the analysis over many realizations of the source population for many different instrument designs, which can be very costly using the full likelihood.

To explore these issues we introduce a new toy model that more closely resembles the likelihood functions encountered in gravitational wave data analysis. Consider a wave form $h_0$ that represents a single data point (e.g., the amplitude of a wavelet or a Fourier component), which can be parametrized in terms of the distance to the source $d_0$. The instrument noise $n$ is assumed to be Gaussian with variance $\beta^2$. Here we will treat the noise level $\beta$ as a hyperparameter to be determined from the observations. Adopting a fiducial noise level $\beta_0$ allows us to define a reference signal-to-noise ratio $\text{SNR}_d = h_0/\beta_0$. The likelihood of observing data $s = h_0 + n$ for a source at distance $d$ with noise level $\beta$ is then

$$p(s|d, \beta) = \frac{1}{\sqrt{2\pi \beta}} e^{-(s-h)^2/(2\beta^2)}, \quad (9)$$

where $h = (d_0/d)h_0$. The likelihood is normally distributed in the inverse distance $1/d$, with a maximum that depends on the particular noise realization $n$:

$$\frac{1}{d_{\text{ML}}} = \frac{1 + n/(\beta_0 \text{SNR}_d)}{d_0}, \quad (10)$$

Now suppose that the distances follow a one-sided normal distribution $p(d \geq 0) = \frac{2}{\sqrt{2\pi}d_0} \exp(-d^2/2d_0^2)$, and that we adopt a corresponding model for the distance distribution with hyperparameter $\alpha$ and a flat hyperprior.

We simulate the data from $N = 1000$ sources with $\alpha_0 = 2$ and $\beta = 0.05$. The values of $\alpha_0$ and $\beta$ were chosen to give a fiducial SNR of 5 for $d = 2\alpha_0$. In the first of our simulations the value of $\beta$ was assumed to be known, and we computed the MAP estimates of $\alpha$ for 30 different simulated data sets. As shown in Fig. 3, the average MAP estimate for $\alpha$ converges to the injected value.

In contrast to the first toy model where only the combination $\alpha^2 + \beta^2$ is constrained by the data, in this more realistic toy model both the noise level $\beta$ and the model hyperparameter $\alpha$ are separately constrained. Figure 4 shows the marginalized posterior distribution function (PDFs) for both $\beta$ and $\alpha$. Tests using multiple realizations of the data show that the MAP values of $\alpha$ and $\beta$ are unbiased estimators of the injected parameter values.

### A. Approximating the likelihood

For stationary and Gaussian instrument noise the log likelihood for a signal described by parameters $\lambda$ is given by

$$L(\lambda) = -\frac{1}{2} \left( s - h(\lambda) \right) \left( s - h(\lambda) \right), \quad (11)$$

where $a|b$ denotes the standard noise-weighted inner product, and we have suppressed terms that depend on the noise hyperparameters. We can expand the wave form $h(\lambda)$ about the injected source parameters $\lambda_0$:

$$h(\lambda) = h(\lambda_0) + \Delta \lambda^i \delta h_i + \Delta \lambda^j \Delta \lambda^j \delta h_{ij} + O(\Delta \lambda^3), \quad (12)$$

where $\Delta \lambda = \lambda - \lambda_0$, and it is understood that the derivatives are evaluated at $\lambda_0$. Expanding the log likelihood we find

$$L(\Delta \lambda) = -\frac{1}{2} (n|n) + \Delta \lambda^i (n|h_i) - \frac{1}{2} \Delta \lambda^i \Delta \lambda^j (h_i|h_j) + O(\Delta \lambda^3). \quad (13)$$

The maximum likelihood solution is found from $\partial L/\partial \Delta \lambda^i = 0$, which yields $\Delta \lambda_{ij}^* = (n|h_i)\Gamma^{ij}$, where $\Gamma^{ij}$ is the inverse of the Fisher information matrix $\Gamma_{ij} = (h_i|h_j)$.

---

**FIG. 3 (color online).** MAP values for 30 different realizations of the toy model II. Using the full likelihood (red, solid) the MAP values converge to the injected value, but with the Fisher matrix approximation to the likelihood (blue, dotted) there is a bias.

**FIG. 4 (color online).** PDFs for the prior hyperparameter $\alpha$ and the noise level $\beta$ for toy model II. Both are individually constrained in this model. The injected values are shown by the bold vertical lines.
Using this solution to eliminate \( \langle n|h_{ij} \rangle \) from Eq. (13) yields the quadratic, Fisher information matrix approximation to the likelihood

\[
L(\hat{\lambda}) = \text{const} - \frac{1}{2} (\lambda^T - \lambda_{\text{ML}}^T)(\lambda^T - \lambda_{\text{ML}}^T) \Gamma_{ij}^{-1} \tag{14}
\]

This form of the likelihood can be used in simulations by drawing the \( \Delta \lambda_{\text{ML}} \) from a multivariate normal distribution with covariance matrix \( \Gamma^{-1} \).

In our toy model \( \Gamma_{dd} = \text{SNR}_0^2 \beta_0^2 / (\beta^2 d_0^2) \), and \( L(d) = -\text{SNR}_0^2 \beta_0^2 (d - d_{\text{ML}})^2 / (2 \beta^2 d_0^2) \). The approximate likelihood follows a normal distribution in \( d \) while the full likelihood follows a normal distribution in \( 1/d \). For signals with large SNR this makes little difference, but at low SNR the difference becomes significant and results in a bias in the recovery of the model hyperparameters, as shown in Fig. 3. In this instance there is a simple remedy: using \( u = 1/d \) in place of \( d \) in the quadratic approximation to the likelihood exactly reproduces the full likelihood in this simple toy model. However, it is not always so easy to correct the deficiencies of the quadratic, Fisher information matrix approximation to the likelihood.

V. WHITE DWARF BINARIES IN THE MILKY WAY

To illustrate how the hierarchical Bayesian approach can be applied to an astrophysically relevant problem, we investigate how population models for the distribution of white dwarf binaries in the Milky Way galaxy can be constrained by data from a space-based gravitational wave detector. Several studies have looked at parameter estimation for individual white dwarf binaries in the Milky Way \([35–37]\). We extend these studies to consider how the individual observations can be combined to infer the spatial and mass distributions of white dwarf binaries in the Galaxy.

We use the Laser Interferometer Space Antenna (LISA) \([38]\) as our reference mission. We focus this analysis on short-period galactic binaries, with gravitational wave frequencies above 4 mHz. Our conclusions would be little changed if we considered the recently proposed eLISA \([11]\) mission instead, as both are able to detect roughly the same number of galactic binaries in the frequency bands considered here. For the population model we are considering, which was also used in the mock-LISA data challenges \([4]\), there are total of \( \sim 40,000 \) detectable binaries for the original LISA mission assuming a 4 year lifetime, and \( \sim 4,500 \) for the eLISA mission assuming a 2 year lifetime. However, for the frequencies above 4 mHz that we focus on here, the detections numbers are comparable: \( \sim 5000 \) for LISA and \( \sim 2500 \) for eLISA.

The 4 mHz lower limit is chosen to simplify the analysis in two ways. First, it avoids the signal overlap and source confusion problems that become significant at lower frequencies \([21]\), and second, it circumvents the issue of sample completeness and Malmquist selection bias since LISA’s coverage of the galaxy is complete at high frequencies. This claim is substantiated in Fig. 5 showing the cumulative percentage of binaries detected as a function of frequency for a 4 year LISA mission. A given frequency bin represents the percentage of binaries of that frequency and higher that are detected. All binaries above \( \sim 4 \) mHz are detectable by LISA, of which there are \( \sim 5000 \).

It is possible to extend our analysis to include all detectable white dwarf binaries if we were to properly account for the undetectable sources. One way to do this is to convolve the astrophysical model priors by a function that accounts for the selection effects \([20]\) so that we are working with the predicted observed distribution rather than the theoretical distribution. Another approach is to marginalize over the undetectable signals \([19]\).

The high frequency signals are not only the simplest to analyze, but they also tend to have the highest signal-to-noise ratios, the best sky localization and the best mass and distance determination due to their more pronounced evolution in frequency. When simulating the population of detectable sources we will assume that binaries of all frequencies above 4 mHz are homogeneously distributed throughout the Galaxy and share the same chirp mass distribution. In reality the population is likely to be more heterogenous, and more complicated population models will have to be used.

A. Likelihood

The likelihood for a single source is given by

\[
p(s|\hat{\lambda}) = C e^{-(s-h(\hat{\lambda}))^2 h(\hat{\lambda})/2}. \tag{15}
\]

Here \( p(s|\hat{\lambda}) \) is the likelihood that the residual \( s - h(\hat{\lambda}) \) is drawn from Gaussian noise, where \( s \) is the data, and \( h(\hat{\lambda}) \) is the signal produced in the detector by a source described by parameters \( \hat{\lambda} \). The simulated data \( s = h(\hat{\lambda}_0) + n \)
includes a wave form \( h(\lambda_0) \) and a realization of the LISA instrument noise \( n \). The normalization constant \( C \) depends on the instrument noise levels, but is independent of the wave form parameters.

The wave form for a white dwarf binary is well approximated by

\[
\begin{align*}
    h_+(t) &= \frac{1}{d} \frac{4G\mathcal{M}_0\Omega^2}{c^4} \left(1 + \cos^2 \alpha \right) \cos(\Omega t), \\
    h_\times(t) &= \frac{1}{d} \frac{4G\mathcal{M}_0\Omega^2}{c^4} \cos \alpha \sin(\Omega t),
\end{align*}
\]

(16)

where \( \Omega = 2\pi f \). We have 8 parameters that describe a white dwarf binary signal, the frequency \( f \), the distance to the source \( d \), the chirp mass \( \mathcal{M} \), the inclination angle \( \iota \), a polarization angle \( \psi \), a phase angle \( \varphi_0 \), and sky location parameters \( \theta \) and \( \phi \). To leading order, the frequency evolves as

\[
\dot{f} = \frac{96\pi}{5} (\pi \mathcal{M})^{5/3} f^{11/3}.
\]

(17)

Sources with \( \dot{f} T^2 \text{SNR} \sim 1 \), where \( T \) is the observation time, provided useful measurements of the chirp mass \( \mathcal{M} \) and the distance \( d \) \([39,40]\). The strong \( f \) dependence in Eq. (17) is the reason why high frequency binaries are the best candidates for placing strong constraints on the distance and chirp mass.

**B. Model for the galaxy**

We adopt a bulge plus disk model for the galaxy shape \([41–44]\). Choosing the \( x-y \) plane as the plane of the galaxy, the density of stars in the galaxy is given by

\[
\rho(x,y,z) = \rho_0 (A e^{-r^2/R_b^2} + (1-A) e^{-u^2/R_d^2} \text{sech}^2(z/Z_d)).
\]

(18)

Here, \( r^2 = x^2 + y^2 + z^2, \ u^2 = x^2 + y^2 \), \( R_b \) is the characteristic radius for the bulge, and \( R_d \) and \( Z_d \) are a characteristic radius and height for the disk, respectively. The quantity \( \rho_0 \) is a reference density of stars, and the coefficient \( A \), which ranges between 0 and 1, weights the number of stars in the bulge versus the number in the disk. We produced synthetic galaxies using the catalog of binaries provided by Gijs Nelemans for the mock-LISA data challenges \([4,45]\).

With appropriate normalization, the spatial density \( \rho \) becomes our prior distribution for the spatial distribution of galactic binaries. The parameters of the density distribution \( A, R_b, R_d, \) and \( Z_d \) become hyperparameters in the hierarchical Bayesian analysis. Each set of values for the four parameters corresponds to a distinct model for the shape of the galaxy. For our simulations, we chose a galaxy with \( A = 0.25, R_b = 500 \text{pc}, R_d = 2500 \text{pc} \) and \( Z_d = 200 \text{pc} \).

**C. Chirp mass prior**

The distribution of sources as a function of frequency and chirp mass is not chosen by hand, but rather results from a complicated population synthesis model that takes into account many physical processes that affect binary formation and evolution \([41–44]\). We use the chirp mass distribution from a Monte Carlo realization of the population synthesis model to develop a parametrized analytic fit to the distribution, which we then use as a parametrized prior in our analysis.

Figure 6 shows the chirp mass distribution for binaries in our simulated galaxy. We use this distribution to construct a hyperprior on the chirp mass, approximated by the following distribution:

\[
p(\mathcal{M}) = \frac{C}{(\mathcal{M}/\mathcal{M}_0)^a + (\mathcal{M}/\mathcal{M}_0)^b},
\]

(19)

where \( \mathcal{M}_0, a \) and \( b \) are hyperparameters in our model. \( C \) is the normalization constant which can be calculated analytically and is given by

\[
C = \mathcal{M}_0 \pi \frac{b^{b+1}/a^{a+1}}{(a+b) \sin \pi (b+1)/a}.
\]

(20)

\( \mathcal{M}_0 \) is the mode of the distribution. The hyperparameters \( a \) and \( b \) determine the width of the distribution, which can be seen by calculating the full width at half maximum (FWHM). It is given by

\[
\text{FWHM} \approx \mathcal{M}_0 \left( [2(b/a + 1)]^{1/b} - [2(a/b + 1)]^{-1/a} \right).
\]

(21)

We further assume that the orbital evolution is due only to the emission of gravitational waves, and is thus adequately described by Eq. (17). In principle, one would want to be more careful and consider tidal effects and mass transfer \([46]\) as possible contributions to \( \dot{f} \). However, it is expected...
that the high frequency sources we are focusing on will be mostly detached white dwarf binaries where tidal or mass transfer effects are unlikely to be significant [47].

Our ability to measure the hyperparameters of the spatial distribution depends on how well we measure the sky location and distance for each binary. For many sources, the distance is poorly determined because it is highly correlated with the chirp mass. For slowly evolving systems, the distance determination is significantly improved by having a well determined chirp mass prior. If effect, systems with sufficiently high frequency, chirp mass and/or SNR provide tight constraints on the chip mass distribution, which in turn improves the distance determination for lower SNR, less massive or lower frequency sources.

VI. RESULTS

We are able to efficiently calculate the full likelihood for each source [Eq. (15)] using the fast wave form generator developed by Cornish and Littenberg [32]. The following results are all derived from simulations using the full likelihood. Using the same MCMC approach from our toy models, we sample the posterior and get PDFs for source

![PDFs for the four galaxy model hyperparameters. The red (solid) is for a simulation using 100 binaries, the green (dotted) 1000 binaries and the blue (dashed) 5000 binaries. The black lines (bold vertical lines) show the true values of the distribution from which the binaries were drawn.](image1)

![PDFs for the three chirp mass model hyperparameters and the FWHM of the distribution. The red (solid) is for a simulation using 100 binaries, the green (dotted) 1000 binaries and the blue (dashed) 5000 binaries.](image2)
and model parameters simultaneously. We check for convergence by starting the chains at different locations in the prior volume and find that regardless of starting location, the chains converge to the same PDFs.

Our procedure successfully recovers the correct chirp mass distribution, as shown in Fig. 6, and is able to meaningfully constrain the parameters of the galaxy distribution and chirp mass distribution models, with PDFs shown in Figs. 7 and 8, respectively.

We ran simulations with 100, 1000 and 5000 binaries to show how the constraints on the galaxy hyperparameters improved as we include more sources (for comparison, eLISA is expected to detect between 3500–4100 white dwarf binaries during a 2 year mission lifetime [11]). The chains ran for 1 million, 500 k and 100 k iterations, respectively. Even for a relatively modest number of detections we begin to get meaningful measurements on the population model of white dwarf binary systems. The more binaries we use in our analysis the tighter our constraints on the hyperparameters.

Table I lists the recovered MAP values and the variance of the marginalized posterior distribution function for each hyperparameter.

Table I. MAP values and variances for the galaxy hyperparameters when using 100, 1000 and 5000 galactic binaries in the analysis. The simulated values were $A = 0.25$, $R_b = 500$ pc, $R_d = 2500$ pc and $Z_d = 200$ pc.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>100</th>
<th>1000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$ (Mpc)</td>
<td>0.262</td>
<td>0.226</td>
<td>0.249</td>
</tr>
<tr>
<td>$R_b$ (pc)</td>
<td>440</td>
<td>490</td>
<td>480</td>
</tr>
<tr>
<td>$R_d$ (pc)</td>
<td>2465</td>
<td>2584</td>
<td>2461</td>
</tr>
<tr>
<td>$Z_d$ (pc)</td>
<td>193</td>
<td>70.2</td>
<td>195</td>
</tr>
<tr>
<td>$M_0$ (Mpc)</td>
<td>0.226</td>
<td>0.0063</td>
<td>0.205</td>
</tr>
<tr>
<td>FWHM</td>
<td>0.07</td>
<td>0.076</td>
<td></td>
</tr>
</tbody>
</table>

Making direct comparisons between our results to those in the literature is complicated, as the actual values of the bulge and disk radii are very model dependent. For example, Juric uses a model where the galaxy is comprised of both a thin and thick disk. With gravitational wave data in hand, this comparison could easily be made by trivially substituting the density profile used here.

What matters for this proof-of-principle study is how well the parameters can be constrained. In the models of Juric et al., constraints for the disk radii are around 20%. We find similar accuracy when using a pessimistic population of 100 systems. Adopting a source catalog that is more consistent with theoretical predictions, we find constraints for the disk parameters as low as 1.5%—a substantial improvement over the current state-of-the-art electromagnetic constraints.

A. Approximating the likelihood

While we happen to have a very efficient method for computing the full likelihood for galactic binaries, this is not always the case. For other signal types, such as extreme mass ratio inspirals [50], the full likelihood can be very expensive to compute, posing problems if we wish to do extensive studies of many astrophysical models or detector configurations. For such exploratory studies it is preferable to use the Fisher information matrix, which provides a good approximation to the likelihood (14) for signals with high SNR [51] However, as we saw with the toy model in Sec. IV,
this can lead to biases in the recovered parameters. The Fisher matrix $\Gamma_{ij}$ is not a coordinate invariant quantity, and we can at least partially correct the bias by reparametrizing our likelihood. Just as in Sec. IV, instead of using the distance $d$ as a variable, we can instead use $1/d$, which provides a much better approximation to the full likelihood. We test these shortcuts by redoing the analysis of the galactic population using the Fisher matrix approximation to the likelihood (both with $d$ and $1/d$ as parameters) and compare to the results from the previous analysis using the full likelihood. Figure 9 shows PDFs for the galaxy hyperparameters using the three different methods for computing $p(d|\vec{\lambda})$ with the full sample of 5000 binaries.

We find that the approximation using $1/d$ matches the full likelihood better than the likelihood parametrized with $d$; however, there are additional discrepancies due to nonquadratic terms in the sky location $\{\theta, \phi\}$ that we have not accounted for. The dependence of the wave form on $\{\theta, \phi\}$ is more complicated than the distance, and is not so easily corrected by a simple reparametrization. The approximation could be improved by carrying the expansion of the likelihood beyond second order; however, this is computationally expensive and can be numerically unstable (though not always [52]).

If we analyze several realizations of the galaxy using the three different likelihood functions and average the results, we find the biases are persistent for the approximate methods. Figure 10 shows the MAP values and the average of the MAP values for 10 realizations of our fiducial galaxy model. The biases in the recovered disk radius and disk height are particularly pronounced when using the Fisher matrix approximation to the likelihood parametrized with $d$.

VII. CONCLUSION

We have demonstrated a general hierarchical Bayesian method capable of constraining the model parameters for a population of sources. In the particular case of white dwarf binaries in the Milky Way, we can constrain the spatial distribution of the galaxy to levels better than current electromagnetic observations using the anticipated number of systems detectable by space-based gravitational wave detectors. Even if the currently held event rates for white dwarf binaries turn out to be optimistic by more than an order of magnitude, the constraints possible with a gravitational wave detector are comparable to our current estimates of the Milky Way’s shape.

When the data from a space-borne detector has been collected, the resolvable white dwarf binaries will be regressed from the data, leaving behind a confusion-limited foreground which will significantly contribute to the overall power in the data around $\sim 1$ mHz. Measuring the overall shape of the galaxy as demonstrated here will provide additional means to characterize the level of the confusion noise. As we will show in an upcoming paper, we can then use the detailed understanding of the foreground signal to detect a stochastic gravitational wave background at levels well below the confusion noise.

Analyzing simulated data with the full likelihood is computationally taxing and, when performing a large suite of such studies, could prove to be prohibitive. To mitigate the cost of such analyses, we test a much faster approach (approximately 50 times faster), using the Fisher matrix approximation to the likelihood. We find the results are significantly less biased by the Fisher approximation when using $1/d$ as the parameter that encodes the distance to the
source. This simple adjustment gives adequately reliable results in significantly less time than the brute-force calculation, and will provide an additional, useful, metric to gauge the relative merits of proposed space-based gravitational wave missions.