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We report our findings comparing the geometric factor ($GF$) as determined from simulations and laboratory measurements of the new Dual Electron Spectrometer (DES) being developed at NASA Goddard Space Flight Center as part of the Fast Plasma Investigation on NASA’s Magnetospheric Multiscale (MMS) mission. Particle simulations are increasingly playing an essential role in the design and calibration of electrostatic analyzers, facilitating the identification and mitigation of the many sources of systematic error present in laboratory calibration. While equations for laboratory measurement of the $GF$ have been described in the literature, these are not directly applicable to simulation since the two are carried out under substantially different assumptions and conditions, making direct comparison very challenging. Starting from first principles, we derive generalized expressions for the determination of the $GF$ in simulation and laboratory, and discuss how we have estimated errors in both cases. Finally, we apply these equations to the new DES instrument and show that the results agree within errors. Thus we show that the techniques presented here will produce consistent results between laboratory and simulation, and present the first description of the performance of the new DES instrument in the literature. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.3687021]

I. INTRODUCTION

The geometric factor ($GF$) of an electrostatic plasma analyzer (ESA) facilitates the conversion of the number of particles detected by the analyzer during an integration time to the ambient plasma differential energy flux (from which an equivalent phase space density may be estimated).1 Reliable and accurate determination of the $GF$, however, is a non-trivial exercise, since there are many sources of random and systematic experimental error to take into account. Simulations of the particle trajectories as they pass through the optics to the detector thus play an essential part in the identification and mitigation of systematic experimental errors—e.g., optics misalignment,2 electronic noise, variations in detector efficiencies, etc.—that are often specific to the particular laboratory setup and difficult to track down. However, particle simulations are often run under conditions that differ substantially from those in the laboratory and can introduce errors of their own.3

While techniques and equations for laboratory measurement of the $GF$ have been described in the literature,4–6 these are not readily applicable to simulation due to the often significant differences between the setup in the laboratory and the assumptions made for simulation. However, for direct comparison between laboratory and simulation there must be complete confidence that the equations used to calculate the $GF$ are mathematically equivalent. Otherwise, it is not possible to ensure that any discrepancies or agreements are genuine. While many previous groups have made use of simulations to calculate or verify their $GF$ measurements,7–11 to our knowledge, the details of these comparisons have not been presented in the literature in a general and systematic way.

The purpose of this paper is two-fold. First to describe a general formalism for comparing simulated and measured geometric factors of top hat analyzers. Second, to describe our application of this formalism to the $GF$ determined from computer simulations and laboratory measurements of the new Dual Electron Spectrometer (DES) (shown in Figure 1) being developed at NASA Goddard Space Flight Center (GSFC) as part of the Fast Plasma Investigation (FPI) to be flown on NASA’s upcoming Magnetospheric Multiscale (MMS) mission. Starting from first principles, we derive generalized expressions for the determination of the $GF$ in simulation and laboratory, and discuss how we have estimated errors in both
we introduce the concept of an “instrument response function” \( \mathcal{R} \). This is a notional mathematical construct that relates how the instrument responds when a flux of particles is incident upon it. It describes the effects of the ESA optics as well as any non-optical elements (such as detection efficiency). These additional factors may be dependent on the energy of the particle, and will later be referred to as “\( q(E) \)”.

At the time of writing, the most commonly used method of particle detection is by using a micro-channel plate (MCP)\(^{14} \) as a charge amplifier, resulting in an electron shower that is detected as a charge deposition on an anode by read-out electronics.\(^ {15} \) The anode is often sub-divided into segments, giving the instrument angular sensitivity. A plasma analyzer therefore accumulates counts on each anode or other such angular pixel \( (i) \) and in each energy bin \( (j) \). Some types of ESA use electrostatic deflector plates,\(^ {16-18} \) to sweep the field of view of the instrument over a range of angles. In this case, the plasma analyzer also accumulates counts at each deflection state \( (k) \).

We thus begin by defining the instrument response function \( R_{ijk}(v, v_0, x, t) \) such that the number of particles detected (for a given mass to charge ratio), \( C_{ijk} \) is given by Eq. \((1)\), as first defined by Johnstone \textit{et al.},\(^5 \)

\[
C_{ijk} \equiv - \int_0^\tau dt \int dA \int_{v_0} d\mathbf{v} R_{ijk}(v, v_0, x, t) f(v, x, t),
\]

(1)

where \( R_{ijk}(v, v_0, x, t) \), and the particle distribution function, \( f(v, x, t) \) are integrated over the particle velocities into the aperture, the area of the aperture, and the period of accumulation \( (\tau) \). In general, for a plasma containing multiple ion species, \( f(v, x, t) \) might be a sum over all of those species with charge to mass ratio selected by \( R_{ijk} \). However, the experiments we describe in this paper do not suffer form this ambiguity because we are measuring only electrons. The independent variable is the single-particle velocity space coordinate \( (v) \), and \( dA \) is a differential area element of the detector aperture (with direction parallel to the local outward normal to the aperture). \( v \rightarrow 0 \) indicates that integration is over that region of velocity space \( (v \cdot dA < 0) \), \( v_0 \) is a vector parameter which describes the shape of the instrument response function with a global maximum at \( v = v_0 \).

Measurements of the response of a space plasma analyzer are made in terms of energy and angle, rather than velocity and position. It is therefore convenient to introduce the coordinate system depicted in Figure 2. The velocity space is represented by spherical-polar coordinates \((E, \theta, \phi)\), where \( E \) is the single-particle energy, \( E = \frac{mv^2}{2} \), \( \theta \) is the particle elevation, and \( \phi \) is the particle azimuth. To proceed further, the following assumptions are made:

1. The aperture area can be approximated as a rectangle with area \( A_{ij} \equiv \Delta Y \Delta Z \) whose normal is in the \( -X \) direction.
2. The integration time is small enough so that the incident particle phase space density is constant over the integration time.
where \( \bar{A}_{ij} \) is small enough so that the incident particle phase space density is constant over the detector aperture.

When the above conditions are satisfied, Eq. (1) becomes:

\[
C_{ijk} = \frac{2\pi A_{ij}}{m^2} \int_0^\infty dE \int_0^{\frac{\pi}{2}} d\theta \cos^2 \theta \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\phi \cos \phi \\
\times \bar{R}_{ijk}(E, \theta; \phi; E_0, \theta_0, \phi_0) f(E, \theta, \phi),
\]

where

\[
dv = v^2 dv d\theta \cos \theta d\phi
\]

\[
dv = \frac{dE}{\sqrt{2mE}}
\]

\[
v = \sqrt{\frac{2E}{m}}
\]

\[
dA \cdot v = dA v \cos \theta \cos \phi
\]

\[
= dy dz v \cos \theta \cos \phi.
\]

Next we define the following space–time averaged detector response, \( \bar{R}_{ijk} \):

\[
\bar{R}_{ijk}(E, \theta; \phi; E_0, \theta_0, \phi_0) = \frac{1}{A_{ij} \tau} \int_0^\tau dt \int_{-\frac{\Delta Y}{2}}^{\frac{\Delta Y}{2}} dY \int_{-\frac{\Delta Z}{2}}^{\frac{\Delta Z}{2}} dZ \\
\times \bar{R}_{ijk}((E, \theta; \phi; E_0, \theta_0, \phi_0), Y, Z, t),
\]

where \( E_0, \theta_0 \), and \( \phi_0 \) are the spherical polar coordinates corresponding to vector \( v_0 \) in Eq. (1) (the location of the global maximum of the response function). Now we may define the generalized definition of the geometric factor, \( \mathcal{G}F_{ijk} \) used in this paper as

\[
\mathcal{G}F_{ijk} = \frac{2\pi A_{ij}}{E_0^2} \int_0^\infty dE \int_0^{\frac{\pi}{2}} d\theta \cos^2 \theta \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\phi \cos \phi \bar{R}_{ijk}
\]

\[
\times (E, \theta; \phi; E_0, \theta_0, \phi_0).
\]

Note that there exist some phase space structures on scales comparable or smaller to the response function, e.g., the Solar Wind Strahl.\(^{15}\) In such cases, one needs to de-

3. \( A_{ij} \) is small enough so that the incident particle phase space density is constant over the detector aperture.

convolve the integral in Eq. (1) in order to compute the phase space density from the measured count rate. If the phase space density \( f(E, \theta, \phi) \) is approximately constant over the detector response, then Eq. (2) can be written as follows:

\[
C_{ijk} = \frac{2\pi A_{ij}}{m^2} \int_0^\infty dE \int_0^{\frac{\pi}{2}} d\theta \cos^2 \theta \\
\times \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\phi \cos \phi \bar{R}_{ijk}(E, \theta; \phi; E_0, \theta_0, \phi_0).
\]

Then we may substitute the definition of the \( \mathcal{G}F \) (4) into Eq. (5) to approximate \( \mathcal{G}F \) as below as

\[
C_{ijk} \approx \frac{2\pi A_{ij}}{m^2} f(E, \theta, \phi) \mathcal{G}F_{ijk} E_0^2 \frac{A_{ij}}{A_{ij}}.
\]

With some minor re-arrangement and cancellation, we arrive at Eq. (7).

\[
C_{ijk} \approx \frac{2E^2}{m^2} \mathcal{G}F_{ijk} \tau f(E_0, \theta_0, \phi_0)
\]

This in turn allows conversion between \( C_{ijk} \) and the differential energy flux, \( J(E, \theta, \phi, x) \), as in Eq. (8).

\[
C_{ijk} \approx \mathcal{G}F_{ijk} \tau J(E, \theta, \phi, x).
\]

The units of \( \mathcal{G}F \) are \( \text{cm}^2 \text{s eV/eV} \), where \text{eV/eV} is included to indicate that it is a function of both the range of energies of the particles and a central energy of the instrument transmission bandpass.

**B. Speed based definition of the Geometric Factor**

While we have chosen to work in energy, and many studies\(^{6,10,16,20}\) of ESAs also cite the \( \mathcal{G}F \) in terms of energy (as in Eq. (8)), others (including the aforementioned Johnstone et al.,\(^{5}\)) calculate it in terms of speed\(^{12,21}\) (see Eq. (9)).

\[
\mathcal{G}F_{(s)ijk} = \frac{A_{ij}}{v_0} \int_0^\infty dv v^3 \int_0^{\frac{\pi}{2}} d\theta \cos^2 \theta \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\phi \cos \phi \\
\times \bar{R}_{ijk}(v, \theta, \phi).
\]

This leads to the following speed-based definition of the Geometric Factor (\( \mathcal{G}F_{(s)ijk} \)).

\[
C_{ijk} \approx \mathcal{G}F_{(s)ijk} f(v, \theta, \phi) v^4 \tau.
\]

It is important to note that this speed-based definition of the \( \mathcal{G}F \) is exactly half that of the energy-based definition \( \mathcal{G}F_{ijk} \), leading to a factor of two discrepancy, as in Eq. (11). We emphasize this because both of these definitions occur prevalently in the literature\(^{13}\).

\[
\mathcal{G}F_{ijk} = 2 \mathcal{G}F_{(s)ijk}.
\]

This is a result of the conversion between energy (Eq. (2)) and speed (Eq. (9)) using the following:

\[
E_0 = m v_0^2/2,
\]

\[
dE = m v dv.
\]
to personal preference. However, since the conflicting definitions give conflicting results, it is important to clarify which definition has been used when comparing laboratory and simulation, or when reporting the response of an instrument.

III. DETERMINATION OF GEOMETRIC FACTOR THROUGH COMPUTER SIMULATION

In this section, we use our generalized GF Eq. (4) to derive an equation for the calculation of the GF through computer simulations. We then discuss how we have estimated the error in our simulations of GF for the MMS-DES.

Computer simulation reveals the idealized properties of an ESA, and is now used ubiquitously throughout the community for the purposes of instrument design, modification and optimization, and to aid in post-launch calibration. There is, therefore, a strong need for a generalized description of how to determine the GF of any ESA using computer simulation so that the answer will be consistent with that determined through laboratory calibration. In this section, we present such a description, including a derivation of an equation for the computational determination of the GF from simulation.

A. Description of Monte Carlo simulation method

When performing computer modelling of an ESA, a particle “beam” is launched at some position upstream of the detector aperture. An effective approach is to draw particle energies and elevation angles from a uniform random number generator with ranges $\Delta E_B \equiv E_{\text{max}} - E_{\text{min}}$ and $\Delta \theta_B \equiv \theta_{\text{max}} - \theta_{\text{min}}$ (see Figure 3). The particles are uniformly distributed over a source rectangle in the $Y - Z$ plane with area $\Delta Y_B \times \Delta Z_B$; the centroid of the rectangle is located at $(X_B, 0, Z_B)$. All of the particles are launched with $\phi = 0$.

The values of $E_{\text{max}}, E_{\text{min}}, \theta_{\text{max}}, \theta_{\text{min}}$ must be selected to ensure that the entire energy and angular bandpass of the instrument is covered. Similarly, the position and area of the source of particles (blue rectangle, Figure 3) should be selected to cover the whole area of the simulated instrument over which particles may be transmitted to the detector (green rectangle, Figure 3). This may or may not require covering the whole aperture, depending on the type and design of ESA. The rectangular source should be large enough to ensure that particles fired from the top ($y_{\text{max}}$) with angle $\theta_{\text{min}}$ and from the bottom ($y_{\text{min}}$) with angle $\theta_{\text{max}}$ will cover the limits of the aperture. Therefore, the closer the source of the particles to the aperture, the smaller the area that the source of particles will have to be in order to cover it.

We use a commercially available software package to calculate the electric potential distribution inside the instrument and perform ray-tracing calculations, although some groups choose to use their own software. The randomly generated charged particles traverse the ESA, with a certain number striking the simulated “detector”. Charged particles are flown one at a time. The state of each particle is recorded twice; the first time upon its creation, and the second time when it either hits an electrode or leaves the simulation space. On these two occasions (start and stop), the following information is recorded: Position $(x, y, z)$, direction of movement $(\text{Azimuth—}\phi, \text{Elevation—}\theta)$, and Kinetic Energy (KE).

The main source of error in a simulation should be the statistics of the number of particles fired. To estimate the error attributed to this, we run each simulation multiple times. The GF (and all other instrument parameters such as energy resolution, analyzer constant, etc.) calculated independently for each simulation, so that a mean and standard deviation can be taken. We have found that the easiest way to achieve this is by running a single long simulation and subdividing the data set. The data set should be “sieved” so that only those particles that have struck the simulated detector are considered. The total number of particles flown ($N_{\text{in}}$) and the number that strike the detector ($C_{ijk}$) are recorded. The peak of the energy acceptance bandpass ($E_0$) of the ESA is then calculated as part of our data analysis.

B. An equation for determining GF through computer simulation

We now show how the measured values of $N_{\text{in}}, C_{ijk}$, and $E_0$ (along with the variables shown in Figure 3) may be used to determine the GF of any ESA through computer simulation.

We can write the phase space density describing the simulated particle distribution as follows:

$$f(E, \theta, \phi) = \begin{cases} f_0 \delta(\phi) & \text{if } E_{\text{min}} < E < E_{\text{max}} \\ \theta_{\text{min}} < \theta < \theta_{\text{max}} & \\ 0 & \text{otherwise,} \end{cases}$$

where $f_0$ is a constant, and $\delta(\phi)$ is the Dirac delta function. Let $N_{\text{in}}$ be the total number of simulated particles launched during...
FIG. 4. (Color Online) This figure illustrates the geometry of the simulated particle source projected into the $X-Z$ plane. The line labeled “Source of Particles” (coloured blue online) represents the particle source, which is a rectangle with area $Z_B \times Y_D$ over which the particles’ initial positions are uniformly distributed. The arrows leading from it (red online) show two particle trajectories which intersect a point on the detector aperture (green online). Note that only particles with elevations in the range $\theta_{\text{min}}(Y_D) \leq \theta \leq \theta_{\text{max}}(Y_D)$ intersect the detector aperture at location $Y_D$.

accumulation time $\tau$:

$$N_{in} = \frac{2 \Delta Y_B \Delta Z_B}{m^2} \int_{E_{\text{min}}}^{E_{\text{max}}} dE \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} d\theta \cos^2 \theta \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\phi \cos \phi f(E, \theta, \phi).$$

(14)

To compute the number of simulated particles which strike the MCP in time $\tau$, we must map the phase space density (13) from the source rectangle (blue line in Figure 4) to the detector aperture (green line in Figure 4). Using Liouville’s theorem, which states that the phase space density is constant along particle trajectories, and by assuming the particle trajectories are straight lines, the phase space density at the detector aperture can be given by Eq. (15),

$$f_A(E, \theta, \phi) = \begin{cases} f_0 \delta(\phi) & \text{if } E_{\text{min}} < E < E_{\text{max}} \left(\theta_{\text{min}}(Y_D) < \theta < \theta_{\text{max}}(Y_D)\right) \\ 0 & \text{otherwise}. \end{cases}$$

(15)

Note that the incident phase space density varies, in general, over the surface of the aperture, since the particle elevation limits, $\theta_{\text{min}}(Y_D)$ and $\theta_{\text{max}}(Y_D)$, depend on the $Y_D$ coordinate on the aperture. However, so long as the particle elevation limits of the source distribution (13) are chosen so that $\theta_{\text{min}}(Y_D)$ and $\theta_{\text{max}}(Y_D)$ are well outside the detector response for all $Y_D$, we may replace the $\theta'$ limits by the constant (independent of $Y_D$) limits given in Eq. (13) and use Eq. (2) to compute the number of particles which strike the simulated detector. Thus, substituting Eq. (13) into Eq. (2), Eq. (16) may be derived,

$$C_{ijk} = \frac{2 A_{ij}}{m^2} \int_{E_{\text{min}}}^{E_{\text{max}}} dE \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} d\theta \cos^2 \theta \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\phi \cos \phi \tilde{R}_{ijk}(E, \theta, \phi; E_0, \theta_0, \phi_0) f_0.$$  

(16)

The number of particles launched in the simulation, $N_{in}$, is given by

$$N_{in} = \frac{2 \Delta Y_B \Delta Z_B}{m^2} \int_{E_{\text{min}}}^{E_{\text{max}}} dE \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} d\theta \cos^2 \theta f_0$$

$$= \frac{2 \Delta Y_B \Delta Z_B \bar{E}_B \cos^2 \bar{\theta}_B \Delta E_B \Delta \theta_B f_0}{m^2},$$

(17)

where $\bar{E}_B \equiv (E_{\text{min}} + E_{\text{max}})/2$, and $\bar{\theta} \equiv (\theta_{\text{min}} + \theta_{\text{max}})/2$, and we have assumed that $\Delta \theta_B$ and $\Delta \phi$ are small enough so that $\sin \Delta \theta_B \approx \Delta \theta_B$ and $\sin \Delta \phi \approx \Delta \phi$. Dividing Eq. (16) by Eq. (17), we arrive at the following:

$$\frac{C_{ijk}}{N_{in}} = \frac{A_{ij}}{\Delta Y_B \Delta Z_B \bar{E}_B \cos^2 \bar{\theta}_B \Delta E_B \Delta \theta_B}$$

$$\times \int_{E_{\text{min}}}^{E_{\text{max}}} dE \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} d\theta \cos^2 \theta \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\phi \cos \phi \tilde{R}_{ijk}(E, \theta, \phi; E_0, \theta_0, \phi_0).$$

(18)

If we assume that the detector response has the following phi dependence:

$$\tilde{R}_{ijk}(E, \theta, \phi; E_0, \theta_0, \phi_0)$$

$$= \begin{cases} \tilde{R}_{ijk}(E, \theta, \phi; E_0, \theta_0, \phi_0) & \text{if } (\phi_{\text{min}} < \phi < \phi_{\text{max}}) \\ 0 & \text{otherwise}, \end{cases}$$

(19)

where $\Delta \phi \equiv \phi_{\text{max}} - \phi_{\text{min}}$ is the instrument azimuthal pixel width, then Eq. (18) can be written as follows:

$$\frac{C_{ijk}}{N_{in}} = \frac{A_{ij}}{\Delta Y_B \Delta Z_B \bar{E}_B \cos^2 \bar{\theta}_B \Delta E_B \Delta \theta_B \Delta \phi}$$

$$\times \int_{E_{\text{min}}}^{E_{\text{max}}} dE \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} d\theta \cos^2 \theta \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\phi \cos \phi \tilde{R}_{ijk}(E, \theta, \phi; E_0, \theta_0, \phi_0).$$

(20)

Thus, if the incident simulated particle beam is broad enough to cover the full detector response, we can use the generalized equation for $G_{IK}^P$ (4) to rewrite Eq. (20),

$$\frac{C_{ijk}}{N_{in}} = \frac{E_0^2 G_{ik}^P}{\Delta Y_B \Delta Z_B \bar{E}_B \cos^2 \bar{\theta}_B \Delta E_B \Delta \theta_B \Delta \phi}.$$  

(21)

We thus finally arrive at an expression for the geometric factor from computer simulation (22). Note that only $C_{ijk}$ and $E_0$ are products of the simulation and all other variables are known inputs,

$$G_{ik}^P = \frac{C_{ijk} \Delta Y_B \Delta Z_B \bar{E}_B \cos^2 \bar{\theta}_B \Delta E_B \Delta \theta_B \Delta \phi}{N_{in} E_0^2}.$$  

(22)

The number of incident particles is given by $N_{in}$, the number that strike the simulated detector is $C_{ijk}$, $\bar{E}_B$ is the average incident particle energy, $\Delta E_B$ and $\Delta \theta_B$ are the energy and angular widths of the incident “beam”, and $\Delta Y_B \Delta Z_B$ is the area of the rectangle over which particles are launched. Since simulated particles are “fired” from a single azimuthal angle, $\Delta \phi$ is dependent on the goal of the study. If the subject of interest...
is the GF per anode, then \( \Delta \phi \) is defined to be the azimuthal angle covered by each anode. If the goal is to determine the total GF for a 360° azimuthal field of view of the whole analyzer, then \( \Delta \phi \) is defined to be 2\( \pi \).

It is imperative to note that while Eq. (22) gives the idealized geometrical response of an ESA, this will not take into account any non-geometrical instrument effects mentioned previously (such as detection efficiency, etc.). These will be dependent on the type and design of the specific instrument (type of detector used, transparency of any grids, etc.). To account for this, we define \( q(E) \), being the ratio at a given energy (E) between the number of particles detected in an idealized case (\( N_{\text{ideal}} \)) and the number of particles actually detected (\( N_{\text{actual}} \)) owing to these effects,

\[
q(E) = \frac{N_{\text{actual}}(E)}{N_{\text{ideal}}(E)}. \tag{23}
\]

We will shortly address how \( q(E) \) may be estimated. Thus, we refer to the idealized best-case geometrical response (Eq. (22)) as \( GF_{ijkl} \), and define the true Geometric Factor, allowing direct conversion between particles detected and particles incident as \( GF'_{ijkl} \) below in Eq. (24),

\[
GF_{ijkl} = \frac{C_{ijkl} \Delta Y_B \Delta Z_B \tilde{E}_B \cos^2 \bar{\theta}_B \Delta E_B \Delta \theta_B \Delta \phi \cdot q(E)}{N_{ik} E_0^2}. \tag{24}
\]

When reporting any GF derived through computer simulation, it is therefore important to indicate whether or not an estimated \( q(E) \) has been included, and what value has been used.8,26

C. Main sources of error in the computer simulation of ESAs

1. Estimation of percentage of particles detected—\( q(E) \)

In this section, we show an example of how we have estimated \( q(E) \) for the MMS DES-ETU. There are two contributing components.

First, the instrument has three grids through which particles must travel; two on the outside of the aperture (seen in Figure 1), and one separating the optics from the MCP so that a pre-acceleration voltage may be applied to the electrons. These grids are each 90% transparent, and thus the total particle throughput will be reduced to \( \approx 73\% \) (\( \sim 0.93 \)) of what it would have been had the grids been absent.

The second component is the efficiency of the detector. The method used by the DES to detect particles is through the use of an MCP charge amplifier, and the detection of the resulting electron shower on an anode by read-out electronics. As a rough first approximation, the efficiency of an MCP can be taken to be \( \approx 60 \rightarrow 65\% \). For a more thorough estimation, it must be considered that the efficiency of an MCP varies with the incident particle energy.27,28 The dashed line on Figure 5 shows how MCP efficiency varies with energy for a typical MCP stack.34 We have estimated a maximum efficiency of 80% for the DES-ETU based on laboratory measurement. The variation with energy in Figure 5 is according to the secondary electron emission properties of lead glass as described by Goruganthu and Wilson.29 Note that the efficiency of an MCP for electrons falls off below 200 eV. However, the DES uses a pre-acceleration voltage of 200 V to negate this, and as such there is no such drop in Figure 5.

For an even more thorough estimation of the efficiency of the MCP, one can take into account that the efficiency is also a function of the angle between the incoming particle trajectory and the channel axis direction.30 There are several ESA studies which also discuss this in greater detail.20,26 Additionally, the gain of an MCP decreases over its lifetime.14,31 which will reduce \( q(E) \). We have assumed that the MCP is not saturated, or else an increase in particle flux would not result in an increase in counts.

2. Miscellaneous simulation effects

When simulating an ESA, there are several possible sources of inaccuracy, which include:

1. The number of total particles flown (described previously).
2. The spatial resolution and accuracy of the geometry under study.3
3. The resolution and accuracy of the calculation of the fields.
4. The spatial resolution of the particle trajectory integrations.

Since a balance must always be struck between the accuracy of a simulation and the time required for it to run, we have used convergent studies to optimize the four above cases. For example, for spatial resolution (case 2), we performed several simulations at increasing resolution and confirmed that the solutions converged towards a single answer. It should also be noted that our method does not at present simulate secondary electron emission32 or primary electron scattering.33,34
effects can generate unwanted signal noise, the degree of which is dependent on the design of the instrument.\textsuperscript{23,24}

\section*{IV. DETERMINATION OF $GF$ THROUGH LABORATORY MEASUREMENT}

In this section, we use our generalized $GF$ Eq. (4) to derive an equation for the calculation of the $GF$ in the laboratory.\textsuperscript{5,12} We then discuss potential sources of error, and present an example of how we have estimated the error in our measurements of the $GF$ for the MMS-DES.

\subsection*{A. Calculation of Geometric Factor}

Recall that in Sec. II, Eq. (2), we derived a generalized equation describing the number of counts detected ($C_{ijk}$) in terms of the space–time averaged detector response function ($\overline{R}_{ijk}$) and the particle distribution function, $f(E, \theta, \phi)$. We were then able to derive a generalized equation for $GF$ (Eq. (4)) through the integration of $\overline{R}_{ijk}$. We shall now use this same method to derive an equation for the laboratory based determination of $GF$.

Our first step is to define a particle distribution function, $f(E, \theta, \phi)$, so that this may be substituted into Eq. (2). Then it will be possible to describe $\overline{R}_{ijk}$, a notional mathematical construct, in terms of $C_{ijk}$, a physical measurable quantity, and thus find $GF$.

The laboratory determination of the geometric factor therefore begins with a direct measurement of the detector response function, obtained by probing the instrument with a collimated quasi-monoenergetic particle beam at various beam energies and angles. In an idealized experiment, the velocity distribution of the beam particles would be a delta function, as below in Eq. (25),

$$f(v) = n_B \delta(v - v_B).$$

where $n_B$ is the beam density. However, in order to substitute this into Eq. (2), we must now convert this in terms of $(E, \theta, \phi)$ (spherical polar energy coordinates), as below in Eq. (26),

$$f(E, \theta, \phi) = \frac{n_B m^{3/2} E^{1/2}}{\sqrt{2} E \cos \theta} \delta(E - E_B) \delta(\theta - \theta_B) \delta(\phi - \phi_B),$$

where $m$ is the mass of the particle, $E_B$ is the energy of the beam. Now, by substituting Eq. (26) into Eq. (2), we can describe the ratio of counts detected by the MCP ($C_{ijk}$) to the magnitude of the incident particle flux, $\Phi$:

$$\frac{C_{ijk}}{\Phi} \equiv A_{ij} \cos \theta_B \overline{R}_{ijk}(E_B, \theta_B, 0; E_0, \theta_0, \phi_0).$$

where $A_{ij}$ is the aperture area and $\Phi$ is given below in Eq. (28).

$$\Phi = n_B \left( \frac{2E_B}{m} \right)^{1/2}.$$

Thus, by scanning the particle beam across energy and angle, and by normalizing the resulting MCP count rates by the magnitude of the incident beam flux, it is possible to construct a high resolution image of $\overline{R}_{ijk}$. Figure 6 shows an example of an instrument response function as measured by the DES-ETU. This shows the variation of normalized counts ($C_{ijk}/\Phi$) over the energy and elevation range for the five deflection states of the instrument.
over the energy and elevation range for the five deflection states of the instrument.

If we again assume that the detector response has the following \( \Phi \) dependence (as we did for simulations in Eq. (19)):

\[
\tilde{R}_{ijk}(E, \theta, \phi; E_0, \theta_0, \phi_0) = \begin{cases} 
\tilde{R}_{ijk}(E, \theta, 0; \ldots, E_0, \theta_0, 0) & \text{if } (\phi_{\text{min}} < \phi < \phi_{\text{max}}) \\
0 & \text{otherwise},
\end{cases}
\]

(29)

where, again, \( \Delta \phi \equiv \Phi_{\text{max}} - \Phi_{\text{min}} \) is the instrument azimuthal pixel width, then the geometric factor (see idealized \( \mathcal{G}_F \) Eq. (4)) is obtained by numerically integrating the measured response function (27), assuming the form (29) for the \( \Phi \) dependence of the response function:

\[
\mathcal{G}_F_{ijk} \approx \frac{\Delta \phi}{E_0^2} \sum_m \sum_n C_{ijk} \frac{E_m}{E_0} \cos \theta_n \Delta E_m \Delta \theta_n,
\]

(30)

where \( E_m \) and \( \theta_n \) are the energies and elevations in the energy-angle scan, \( \Delta E_m \) is the energy resolution of the scan, \( \Delta \theta_n \) is the elevation resolution of the scan, and \( E_0 \) is the energy corresponding to the global response maximum in energy-elevation space. Equation (30) should be directly comparable to the simulated geometric factor (24).

**B. Error in the laboratory determination of \( \mathcal{G}_F \)**

1. **Mechanical differences**

One potential source of discrepancies between simulation and laboratory determined values of \( \mathcal{G}_F \) is that of actual physical differences in geometry between the simulation model and the real instrument. The most likely cause of this is either due to incorrect assembly or the accumulation of errors owing to finite tolerances in the engineered assembly. Several studies in the literature have discussed the use of computer simulation to determine how mechanical tolerances affect the performance of an ESA.\(^1\)\(^2\)\(^3\)\(^4\) The methods used to determine the \( \mathcal{G}_F \) were different in each study, and vary in degrees of rigor.

2. **Determination of the error in \( \mathcal{G}_F \)**

Here we give an example of how we have estimated the error in the laboratory determined \( \mathcal{G}_F \) (\( \Delta \mathcal{G}_F \)), during our characterization of the DES for the MMS mission. Our two main sources of error in the laboratory were the variability in the flux (\( \Delta \Phi \)), and the poisson statistical error in the count rate (\( \Delta C \)). We treat these as independent of one another and combine them as given in Eq. (31),

\[
\Delta \mathcal{G}_F = \sqrt{\left( \frac{\Delta \mathcal{G}_F}{\Delta \Phi} \Delta \Phi \right)^2 + \left( \frac{\Delta \mathcal{G}_F}{\Delta C} \Delta C \right)^2},
\]

(31)

where the partial differential of \( \Delta \mathcal{G}_F \) with respect to \( \Phi \) is given by Eq. (32), and with respect to \( C \) by Eq. (33),

\[
\frac{\delta \mathcal{G}_F}{\delta \Phi} = - \frac{\mathcal{G}_F}{\Phi},
\]

(32)

\[
\frac{\delta \mathcal{G}_F}{\delta C} = \frac{\mathcal{G}_F}{C}.
\]

(33)

Thus the error in the \( \mathcal{G}_F \) of our lab measurements is given by Eq. (34),

\[
\Delta \mathcal{G}_F = \mathcal{G}_F \sqrt{\left( \frac{\Delta \Phi}{\Phi} \right)^2 + \left( \frac{\Delta C}{C} \right)^2}.
\]

(34)

**V. EXAMPLE RESULTS: THE MMS DUAL ELECTRON SPECTROMETER**

In Sec. II, we derived a generalized equation for the \( \mathcal{G}_F \) of an ESA. In Secs. III and IV, we showed how it can be applied to determine the \( \mathcal{G}_F \) through simulation and laboratory calibration. In this section, we apply these equations to example results from both simulation and laboratory and show that they provide consistent answers.

The instrument for which we give example results is the aforementioned DES-ETU (shown in Figure 1). MMS will consist of four spacecraft flying in close formation to study the physics of magnetic reconnection. DES will be make observations of the critical electron diffusion region, the site where magnetic reconnection occurs. Each spacecraft will carry four DES instruments, each containing two top hat ESAs. Therefore, an unprecedented thirty two identical electron analyzers will be built for MMS, with eight per spacecraft. Together these eight will deliver full-sky (\( 4\pi \)) high-resolution (11\(^{th}\)) electron plasma velocity distributions every 30ms.

The ETU is a high fidelity non-flight DES unit recently tested at the MMS-DES calibration facility at NASA Goddard Space Flight Center. It was built to be identical to a flight model in every way, apart from the substitution of some commercial parts for radiation-hardened flight-quality electronic components. We present two case studies here, the variation of the \( \mathcal{G}_F \) with energy, and with deflection angle.

Panel A of Figure 7 shows our first case study: The variation of \( \mathcal{G}_F \) with energy for the undeflected DES-ETU. The result of the simulation is denoted by a diamond and solid line. This is the idealized geometrical response of the analyzer (\( \mathcal{G}_F’ \) – Eq. (22)). We have assumed that the pure electron-optical response of the instrument will not vary significantly with energy (one of the many advantages of a top-hat ESA), and thus the values of \( \mathcal{G}_F \) in Panel A come from a single \( \sim 1 \) keV simulation. To determine \( \mathcal{G}_F \) (which may be directly compared with laboratory), we have multiplied \( \mathcal{G}_F’ \) (determined through computer simulation) by our value of \( \eta(E) \) (determined in Sec. III C 1, and shown in Figure 5). This simulated value of the \( \mathcal{G}_F \) is given by the diamonds and dotted line of Figure 7. The results from laboratory calibration are denoted by the stars, with errors calculated using Eq. (34). This case study shows a variation of \( \mathcal{G}_F \) that is caused by the detector, and not part of the intrinsic geometrical
response. Now that we have confidence that the methods used to calculate \( GF \) in simulation and laboratory are mathematically equivalent, it is possible to fully decouple these effects so that they may be studied separately. It also demonstrates the importance of \( q(E) \). The good agreement between laboratory and simulation within errors supports the methods and equations described in this paper.

For our second example, we present a case where the variation in \( GF \) is entirely due to the design of the ESA, and not the detector. DES will use electrostatic deflector plates\(^{17,18} \) to rapidly scan the sky, allowing the FPI instrument suite to fully sample the whole sky much faster than the spin rate of the spacecraft. Panel B of Figure 7 shows the variation of \( GF \) over the range of deflection angles used on the DES, at a fixed energy of 3 keV, with errors calculated using Eq. (34).

Five sets of simulations were run with different voltages on the deflector plates, covering the whole range of elevations required for DES. The results of the simulation, \( GF' \), are shown by the solid black line in panel B. This was multiplied by the expected value of \( q(E) \) at this energy (see Figure 5), and the resulting \( GF \) is denoted by the diamonds and dashed line. Again, laboratory and simulation show agreement within the errors of each. A comparison allows us to confirm that the slight decrease in \( GF \) at the extremes of deflection is an intrinsic property of the electron optics of the ESA. This gives us confidence that we have a good understanding of the electron optical properties of the DES, and in the mechanical fidelity to which the DES-ETU was constructed, giving us a firm foundation for moving into construction of the flight units.

**VI. CONCLUSIONS**

Increasingly, particle simulations are playing an essential role in the design and calibration of electrostatic analyzers, facilitating the identification, and mitigation of the many sources of systematic error present in laboratory calibration. Of particular interest is the geometric factor, a vital parameter that allows counts on the detector to be related to incident differential particle flux. Often, however, simulations and calibration experiments are carried out under substantially different assumptions and conditions, making comparisons of simulated and measured detector characteristics very challenging.

In this paper, we derived expressions from first principles for the simulated and measured geometric factors and discussed how errors may be estimated in both cases. Then we gave examples of how these were applied as part of the design and calibration of the new Dual Electron Spectrometer (DES) being developed at NASA Goddard Space Flight Center for NASA’s Fast Plasma Investigation (FPI) of the upcoming Magnetoospheric Multiscale (MMS) mission.

Our laboratory measurements show that the \( GF \) per pixel decreases with energy between \( \approx 5.6 \times 10^{-4} \text{ cm}^2 \text{ sr} (\text{eV/eV}) \) at 50 eV to \( \approx 2.3 \times 10^{-3} \text{ cm}^2 \text{ sr} (\text{eV/eV}) \) at 25 keV due to the change in efficiency of the MCP. Our error (1σ) in the measurement of the \( GF \) per pixel also decreases with energy from \( \pm 3.9 \times 10^{-4} \text{ cm}^2 \text{ sr} (\text{eV/eV}) \) at 50 eV to \( \pm 1.0 \times 10^{-4} \text{ cm}^2 \text{ sr} (\text{eV/eV}) \) at 25 keV due to the flux of the electron gun being more stable (lower \( \Delta \Phi \)) at higher energies. The \( GF \) of the DES decreases at the \( \pm 16.875^\circ \) deflection angles due to obscuration of field of view by the DES deflector plates themselves. We wish to note that this will not be the first instrument to fly with this feature,\(^{16} \) and since the decrease is small (especially when compared to the error of the measurement), we do not expect it to hamper scientific return.

The overall agreement of \( GF \) independently determined through both laboratory and simulation give us confidence that the techniques presented in this study are mathematically rigorous and will give consistent results in comparing simulations and measurements. This provides clarity on a matter for which there was clear and pressing need and offers a firm foundation for all future investigations of space plasmas. We have been applying this formalism to the DES flight model.

**FIG. 7.** Showing the variation in geometric factor per pixel for the Dual Electron Spectrometer engineering test unit (DES-ETU) with Energy (panel a) and for each of the five deflection states at 3000 eV (panel b). Raw computer simulation is shown by diamonds and a solid line, computer simulation with estimated \( q(E) \) by diamonds and a dashed line, and laboratory results by stars (panel a) and stars and a dashed and dotted line (panel b). Errors are 1σ.
(currently under construction) and these results will be presented in a future DES instrument paper.
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