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Abstract. Continuous lidar observations of the planetary boundary layer (PBL) depth have been made at the Micropulse Lidar Network (MPLNET) site in Greenbelt, MD since April 2001. However, because of issues with the operational PBL depth algorithm, the data is not reliable for determining seasonal and diurnal trends. Therefore, an improved PBL depth algorithm has been developed which uses a combination of the wavelet technique and image processing. The new algorithm is less susceptible to contamination by clouds and residual layers, and in general, produces lower PBL depths. A 2010 comparison shows the operational algorithm overestimates the daily mean PBL depth when compared to the improved algorithm (1.85 and 1.07 km, respectively).
respectively). The improved MPLNET PBL depths are validated using radiosonde comparisons which suggests the algorithm performs well to determine the depth of a fully developed PBL. A comparison with the Goddard Earth Observing System-version 5 (GEOS-5) model suggests that the model may underestimate the maximum daytime PBL depth by $\sim 410$ m during the spring and summer. The best agreement between MPLNET and GEOS-5 occurred during the fall and they differed the most in the winter.
1. Introduction

The planetary boundary layer (PBL), also referred to as the atmospheric boundary layer (ABL) or simply boundary layer (BL), is the shallow layer of the troposphere nearest to the Earth’s surface. The PBL is directly influenced by the surface and responds to surface forcings on the timescale of one hour or less [Stull, 1988]. Detailed descriptions of the vertical structure and evolution of the PBL are provided by Stull [1988] and Emeis [2011], so only a brief description is given here. The PBL (particularly over land surfaces) exhibits a diurnal variation due to the exchange of energy and momentum between the surface and the atmosphere. During the day, convective forces can induce turbulence which results in mixing of pollutants in the atmosphere, commonly referred to as a convective boundary layer (CBL) or mixing layer. At night, as the surface cools, convection ceases and a shallow stable boundary layer (SBL) or nocturnal boundary layer (NBL) develops with a nearly neutral residual layer above. It should be noted that mechanically induced turbulence is also capable of producing a mixed layer, in addition to thermally induced turbulence by convection. The top height (or depth) of the PBL can range from less than one hundred meters to several kilometers. Accurate measurements of the PBL depth with high spatial and temporal coverage are crucial to studies of air quality, weather, and climate.

Several operational methods exist for measuring the PBL depth, including the use of: meteorological masts [Kaimal and Gaynor, 1983; van Ulden and Wieringa, 1996], radiosondes [Holzworth, 1964, 1967], aircraft [Spangler and Dirks, 1974], sodar [Melas, 1990; Beyrich, 1997], wind profilers [Ecklund et al., 1988; Angevine et al., 1994], lidar [Olsen
et al., 1974; Lammert and Bösenberg, 2006], and Global Positioning System (GPS) radio occultation [von Engeln et al., 2005; Guo et al., 2011; Ao et al., 2012]. Each method comes with its own advantages and limitations, so the best option is to use some combination of methods [Seibert et al., 2000]. However, there is no universal definition to determine the PBL depth and the definition may vary depending on the measurement method. Even for a single instrument, there are multiple ways to determine the PBL depth. For example, lidar-derived PBL depths have been obtained from gradients or variance in the backscatter profile, wavelet covariance, and fits to idealized profiles [Flamant et al., 1997; Hooper and Eloranta, 1986; Davis et al., 2000; Steyn et al., 1999]. The limitations, capabilities, and biases of several existing lidar and ceilometer mixing height retrieval algorithms have been discussed in recent literature [Haeffelin et al., 2011; Träumner et al., 2011; Brooks and Fowler, 2012].

Long-term, continuous PBL measurements from lidar are rare, but necessary to ascertain seasonal and diurnal variations in the PBL depth. With multiple continuously-running lidar sites located around the globe and a multiyear record of PBL depths, the MPLNET provides a valuable dataset for improving our understanding of the PBL. However, the current operational PBL algorithm has several problems which had to be addressed in order to make the dataset more useful. Therefore, an improved PBL algorithm, which uses a combination of wavelet covariance and image processing, was developed for this effort. Section 2 describes the methodology used to determine the PBL depth for the operational and improved algorithms. A comparison of PBL depth retrievals at Goddard Space Flight Center (GSFC) for the two algorithms is given in section 3. In section 4, the improved PBL depths from MPLNET are validated using radiosonde-derived PBL
depths. The improved PBL depths are then compared to modeled GEOS-5 PBL depths in section 5. Finally, a summary and discussion of future plans are presented in section 6.

2. Methods

The Micropulse Lidar Network (MPLNET) [Welton et al., 2001] is a federated network of micropulse lidar (MPL) systems [Spinhirne et al., 1995], deployed worldwide in support of basic science and the National Aeronautics and Space Administration (NASA) Earth Observing System (EOS) program [Wielicki et al., 1995]. Most MPLNET sites are co-located with Aerosol Robotic Network (AERONET) sunphotometers [Holben et al., 1998].

The operational MPLNET Level 1 data product contains real-time normalized relative backscatter [Welton and Campbell, 2002; Campbell et al., 2002] which is used in all higher level products. Scene classification, including aerosol, cloud, and PBL top heights, is available from the Level 1.5b data product (http://mplnet.gsfc.nasa.gov).

The method of retrieving the PBL depth from the operational algorithm is based on the wavelet covariance transform (WCT) described by Davis et al. [2000] and Brooks [2003].

The convolution of a five-minute averaged scattering ratio profile and the Haar wavelet is used to produce the WCT given by

\[
WCT(a, b) = a^{-1} \int_{z_b}^{z_t} f(z) h \left( \frac{z - b}{a} \right) dz, \tag{1}
\]

where \(z_b\) and \(z_t\) are the bottom and top altitudes in the scattering ratio profile, \(f(z)\) is the scattering ratio as a function of altitude, \(z\), and the Haar wavelet is defined as

\[
h \left( \frac{z - b}{a} \right) = \begin{cases} 
-1, & \text{for } b - \frac{a}{2} \leq z \leq b \\
1, & \text{for } b \leq z \leq b + \frac{a}{2} \\
0, & \text{elsewhere} 
\end{cases} \tag{2}
\]
where $a$ and $b$ describe the dilation and translation of the function, respectively. The altitude corresponding to the maximum value of the WCT is recorded as the initial estimate of the PBL top height, $z_i$. Additionally, a two-fold threshold is used to determine if a secondary $z_i'$ at a lower-altitude peak in the WCT should replace the initial estimate of the PBL top height. In order for $z_i'$ to replace $z_i$, (i) the value of the WCT at the lower-altitude peak must be within 75% of the maximum WCT value, and (ii) the gradient in the WCT located in-between $z_i'$ and $z_i$ must be large enough to distinguish the lower-altitude peak from uncorrelated noise in the lidar profile.

Three problems have been identified with this product: (1) the presence of low-level clouds can cause difficulty in properly retrieving the PBL depth and frequently produces incorrect, deeper PBL retrievals, (2) residual layers or aerosol layers aloft often mask the growth and collapse of the PBL, and (3) erratic and unphysical fluctuations in the PBL depth retrieved occur frequently. Furthermore, the algorithm must be robust enough to work for any site and meteorological condition within the network. All of these issues had to be addressed in the improved algorithm in order to investigate climatological trends. The improved PBL algorithm has three basic steps: feature identification, layer attribution, and continuity.

### 2.1. Feature Identification

As done in the operational PBL algorithm, the improved algorithm uses five-minute averages of the scattering ratio profile to calculate the WCT. However, in the improved routine, each lidar profile is screened to remove cases when clouds occur within 5 km of the site elevation and the first derivative of a Gaussian wavelet is used instead of the Haar wavelet because it more closely resembles the gradient in the lidar profile. In this study,
cloud screening resulted in the removal of nearly 50% of lidar profiles and showed little seasonal dependence. At locations dominated by cloud cover; however, obtaining reliable PBL depth retrievals could be problematic. The use of a Gaussian wavelet reduces noise in the WCT which improves edge-detection results in subsequent stages of the algorithm.

Features are identified from the WCT using an image detection process similar to the method used to identify gradients in the Structure of the Atmosphere 2D (STRAT-2D) algorithm [Morille et al., 2007; Haeffelin et al., 2011]. The Canny edge-detection algorithm [Canny, 1986] is used to identify the upper and lower bounds of features in the WCT image, as shown in Figure 1. The altitude of the maximum WCT value within the extracted feature corresponds to a peak in the gradient in the lidar profile and is recorded as the possible PBL depth. For each time-step, up to three feature altitudes are retained: the altitude of the lowest feature and the altitudes of the two largest peaks in the WCT.

2.2. Layer Attribution

The method used to select an appropriate PBL depth from the retained feature altitudes is based upon the local time of day, altitudes of the extracted features, magnitude of the WCT, variance in the lidar profiles, and the mean altitude of the most recent PBL depth retrievals. Fuzzy logic [Klir and Yuan, 1997; Bianco and Wilczak, 2002] is used to determine a quality score for each of the retained feature altitudes based on six membership functions (see Appendix A). The feature with the highest quality score is selected as the best estimate of the PBL depth. In most cases, the feature with the lowest altitude is chosen at night and a choice between the higher-altitude features is made between sunrise and sunset.
Because the choice of PBL depth depends partially on the most recent retrieval, the processing direction of the algorithm matters. For example, Figure 2 shows the PBL depth at GSFC for 6 July 2010 when processed in the forward (0 → 24 UTC) and reverse (0 ← 24 UTC) directions. In the present analysis, retrievals using both processing directions are combined and the lowest altitude for each profile has been selected as the final PBL depth. While this selection may not always result in the correct choice of the PBL depth, it should be noted that in the great majority of cases, both processing directions give the same result. For example, less than 5% of the PBL depth retrievals in 2010 gave different results for the forward and reverse processing directions; and of those, nearly 70% resulted in the selection of the forward-direction PBL depth.

While only one of the extracted feature altitudes is selected as the best estimate of the PBL depth, all feature altitudes are recorded in the final data product for possible future use. The full set of feature altitudes will be useful for studies of the residual layer, identifying smoke and dust layers, and development of a quality assured PBL depth product.

2.3. Continuity

Finally, a continuity scheme is employed to reduce sudden changes in the retrieved PBL depth. Each five-minute averaged PBL depth is compared to a baseline determined by the nearest four (two preceeding and two succeeding) PBL depth retrievals. If the PBL depth for the five-minute average exceeds the average of the other 20-minutes by more than 150 meters, then the PBL depth is set equal to the baseline PBL depth. The process is repeated for the entire day until no further changes can be made.
3. Comparison of PBL depth retrievals

A visual comparison of the operational and improved PBL depth retrievals is provided in Figure 3. A cross-section of the normalized relative backscatter for 5 July 2010 at GSFC is shown with the operational PBL depth represented by black triangles and the improved PBL depth represented by red squares.

At night, the operational algorithm reports the residual layer (∼ 2 km) while the improved algorithm generally gives a much lower altitude. However, the improved PBL retrieval should not be interpreted as the true depth of the NBL. Due to instrument limitations in the near-field caused by afterpulsing [Campbell et al., 2002], the MPL has a minimum detectable gradient altitude of approximately 500 m, but the NBL can collapse to altitudes less than 100 m. It is worth mentioning that newer model MPLs do not exhibit the same near-field behavior which will reduce the range cutoff to ∼ 200 m in the future. The PBL growth can be seen from sunrise until it stabilizes at approximately 15 UTC. The operational PBL retrieval detects the residual layer at 12 UTC, while the improved algorithm continues to follow the growing PBL. The growth and collapse of the PBL are the most difficult to detect because the gradient at the top of the residual layer can be much larger than at the true PBL top height. From 18 UTC until the end of the day, the improved algorithm stays at the top of the PBL while the operational PBL retrieval fluctuates erratically between 2 km and below 1 km because the two-fold threshold described in section 2 was exceeded.

The monthly means of the daily maximum PBL depth, annual diurnal cycles, and daily mean probability distributions for the two algorithms are compared in Figure 4 for the year 2010 at GSFC. The monthly means from the improved algorithm show
that the daily maximum PBL depth at GSFC is highest in the spring/summer and lowest
during winter. However, the operational retrieval shows only a weak trend with significant
month-to-month oscillation and has higher PBL depths due to the influence of residual
aerosol layers and cloud contamination. The diurnal cycles show the largest differences
between the improved and operational algorithms occur at night when the the improved
PBL retrieval is set to the altitude of the lowest detected feature. The growth of the
PBL can be clearly seen in the improved PBL retrieval starting after sunrise, but it is
largely hidden by the residual layer in the operational retrieval, resulting in a physically
unrealistic reduction in PBL depth after sunrise with a minimum at 1000–1100 local time.

From the probability distributions, we see that the operational PBL retrieval not only has
a larger mean PBL depth (operational: 1.85 km, improved: 1.07 km) but also a broader
distribution (operational: $\sigma = 0.58$ km, improved: $\sigma = 0.36$ km). It should be noted that
the daily mean PBL depth derived from MPLNET will have a high bias due to instrument
limitations that prevent measurements below 500 m.

Seasonal comparisons of the mean diurnal cycles and daily mean probability distribu-
tions for 2010 are shown in Figures 5 and 6, respectively. With the exception of the
spring diurnal cycle, the improved PBL retrieval is less than the operational retrieval in
all cases. This exception is attributed to a high occurrence of cases when the two-fold
threshold was exceeded during the spring, producing spurious low PBL depths in the
operational retrieval similar to those seen in Figure 3.

The growth of the PBL is visible during all seasons in the improved algorithm; however,
it is only seen in part during the spring and summer in the operational retrievals and is
completely hidden by residual layers in the fall and winter. From Figure 6 we note that
both algorithms show the largest daily mean PBL depths occurring during the summer
and the lowest occurring in the winter. The winter probability distribution is very broad
for the operational PBL retrieval ($\sigma = 0.60$ km). Because there is less energy available
for convection, the distribution is expected to be narrower during winter as seen in the
improved PBL retrieval ($\sigma = 0.27$ km). From this point forward, all lidar-derived PBL
depths will be calculated using the improved PBL retrieval.

4. Validation of the Improved Algorithm

Estimates of the PBL depth can be derived from radiosondes, launched twice-daily
at 0000 and 1200 UTC. However, these standard times occur in the early morning and
evening in the eastern United States, which are not adequate for observing the diurnal
variation of the PBL or maximum daytime PBL depth [Liu and Liang, 2010; Seidel et al.,
2012; McGrath-Spangler and Denning, 2012]. Furthermore, at these times, the PBL has
not fully developed (early morning) or has started to collapse (evening) which the MPL
is less likely to detect due to instrument limitations. Therefore, attempts to validate the
improved PBL algorithm are limited to periods when radiosonde measurements can be
made at non-standard times.

One such opportunity occurred when radiosondes were launched from the Howard
University Beltsville Center for Climate System Observation as part of the July 2011
DISCOVER-AQ field campaign (http://www.nasa.gov/discover-aq). The Beltsville Cen-
ter for Climate System Observation (39.05°N, 76.88°W, 52-m site elevation) is located 7
km from the GSFC MPLNET site (38.99°N, 76.84°W, 50-m site elevation). The MPLNET
PBL depths were averaged to 20-minute temporal resolution centered around the time of
the radiosonde launch for this comparison. Lidar-derived retrievals of the PBL depth were
possible during 23 of the 25 radiosonde launches which took place between 1357 and 2134 UTC. Radiosonde data are originally sampled at 2-second intervals and interpolated to 1-second intervals, which results in a nominal vertical resolution of 5-m compared to the 75-m vertical resolution of the lidar. The radiosonde-derived PBL depths were determined using the parcel method [Holzworth, 1964, 1967].

Figure 7 shows a cross-section of the normalized relative backscatter at GSFC, the potential temperature profiles from the radiosonde launches at Beltsville, and the PBL depth retrievals from both sources for 1–2 July 2011. In Figure 8, the correlation between the lidar and radiosonde measurements is shown for the entire field campaign. The MPLNET algorithm underestimated the PBL depth with a mean difference of 119-m for the 23 observations. The lidar-derived PBL depths compare well with the radiosonde measurements, suggesting the algorithm performs well for detecting the maximum daytime PBL depth during the summer. Due to the limited availability of radiosondes at times when the PBL has fully developed, it is unknown how this performance varies throughout the year.

5. GEOS-5 Comparison

There are limited observational datasets with which to compare long-term, continuous PBL depth measurements like those obtained from MPLNET [Liu and Liang, 2010; Seidel et al., 2012]. Furthermore, the lack of observational datasets makes the validation of modeled PBL depths difficult. Therefore, in this section we compare lidar-derived PBL depths with results from the GEOS-5 model. The GEOS-5 Atmospheric General Circulation Model (AGCM) was developed at NASA’s Global Modeling and Assimilation Office (GMAO) as the single AGCM for use in a wide range of applications at a wide
range of resolutions. The current version of the AGCM, documented in Rienecker et al. [2008] and Molod et al. [2012] was used for the GMAO coupled atmosphere/ocean and atmosphere-only simulations at 2.0° resolution submitted to the Coupled Model Intercomparison Project Phase 5 (CMIP5), is part of the GMAO’s operational data assimilation system run at 0.25° resolution, and is used regularly for atmosphere-only coupled chemistry climate simulations.

A previous version of the GEOS-5 AGCM was used as part of the Modern Era Re-analysis for Research and Applications (MERRA). Direct comparisons between MERRA and Cloud Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) PBL depths performed by Jordan et al. [2010] resulted in correlation coefficients between 0.47 and 0.73 in the Western Hemisphere. However, their comparison included PBL depths derived using aerosol as well as cloud layers and contained a majority of data over the ocean. McGrath-Spangler and Denning [2012] showed that over much of the United States and portions of the subtropical oceans, the MERRA PBL depths are within 25% of the estimates derived from CALIPSO. The turbulence parameterization underwent substantial change in behavior between the previous and current versions of the GEOS-5 AGCM (documented in Molod et al. [2012]), resulting, in general, in larger PBL depths in the current simulations.

The full suite of GEOS-5 AGCM physical parameterizations is described in the references mentioned, but a brief description of the turbulence parameterization is warranted here. The turbulence parameterization in the GEOS-5 AGCM is a combination of the non-local scheme of Lock et al. [2000] and the local diffusion scheme of Louis et al. [1982]. At any model time step, the larger of the eddy diffusion coefficients computed by the two
schemes are used for turbulent diffusion. The AGCM’s estimate of PBL depth is based
on vertical profiles of $K_h$, the eddy exchange coefficient for the vertical diffusion of heat.
The first level above the ground at which $K_h$ descends to below 2 m$^2$s$^{-1}$ is designated
as the PBL depth, and is used by the turbulence parameterization as an estimate of the
turbulent length scale for use in the Louis et al. [1982] scheme. PBL depth estimates
from a single atmospheric simulation at 0.5° horizontal resolution and 72 vertical levels
(approximately 8 of them in the boundary layer) are used here for comparison against
MPLNET PBL depths. The AGCM simulation is not expected to follow the synoptic
evolution of the atmosphere, and so monthly mean diurnal cycles are used.

For this comparison, the lidar-derived PBL depths are averaged to the three-hour tem-
poral resolution of the monthly mean diurnal cycle from the model. The comparison is
limited to years when data was available from both GEOS-5 and MPLNET (2001–2008)
and only includes months when at least 20 days of lidar measurements were made at
GSFC. In total, 58 months met these requirements. Due to the aforementioned instru-
ment limitations, the discussion is limited to daytime measurements when the PBL has
fully developed.

Figure 9 shows a comparison of the annual mean diurnal cycles from the GEOS-5 model
and MPLNET derived from the monthly mean diurnal cycles. The vertical bars indicate
the standard deviation of the monthly means. Although the PBL appears to rise faster
in the model, both the modeled and measured diurnal cycles peak at the same time. It
should be noted that 34% of the monthly diurnal cycles from GEOS-5 peak one timestep
before MPLNET; nearly all occurring between the months of April and August. However,
since this comparison is performed at a coarse 3-hour resolution, the difference may be somewhat exaggerated.

Figure 10 shows the mean diurnal cycles for each season. In the spring and summer, when aerosol loading is highest, the lidar-derived PBL remains elevated late into the afternoon while it collapses sooner in the model. The most significant disagreement occurs during the winter, when the maximum daytime PBL depth from the model is nearly half the lidar-derived value. One possible explanation for these disagreements is the difference in criteria used to define the PBL depth (turbulence in the case of the GEOS-5 AGCM and aerosol gradients in the case of MPLNET) which can lead to different estimations of the PBL depth [Seibert et al., 2000; Tucker et al., 2009].

Figure 11 shows a comparison of the monthly mean daytime maximum PBL depths and the correlation plot between GEOS-5 versus MPLNET. The seasonal differences between the modeled and measured PBL depths are given in Table 1. The best agreement between the GEOS-5 and MPLNET PBL depths occurs in the fall and the largest differences occur during winter. During the spring and summer, it is believed that the modeled PBL depths are underestimated due to an overestimation in soil moisture in the Mid-Atlantic region based on a comparison of GEOS-5 precipitation to the Global Precipitation Climatology Project (not shown).

### 6. Summary and Future Work

An improved PBL depth algorithm has been developed for use in the MPLNET which uses a combination of the wavelet technique and image processing. A fuzzy logic routine is used to select the best estimate of the PBL depth from three extracted features using six membership functions. The improved algorithm reveals seasonal and diurnal
trends undetected by the current operational routine. The improved algorithm has the
advantage of being influenced less by clouds and residual layers. Instrument limitations
make nighttime retrievals unreliable; therefore, MPLNET PBL depths are best suited for
daytime retrievals under convective situations.

A July 2011 comparison with radiosonde observations suggests that the algorithm per-
forms well for determining the maximum daytime PBL depth in the summer. Additional
radiosonde data at non-standard times are needed to evaluate the algorithm performance
at other times during the year. Comparisons with the GEOS-5 AGCM show the model
may underestimate the maximum daytime PBL depth in the spring and summer by
∼ 22%. The largest differences between the model and lidar-derived PBL depths oc-
cur during the winter, when the GEOS-5 PBL depths are nearly half the values obtained
from MPLNET.

Testing is being performed to evaluate the performance of the improved PBL depth
algorithm at other sites in the MPLNET. Once finalized, the improved algorithm will be
incorporated into regular processing and made available for public use. Further research
is planned to fully explain and resolve differences between the MPLNET and GEOS-5
PBL depths and will be the topic of a future study. Comparisons with PBL retrievals
from CALIPSO as demonstrated by McGrath-Spangler and Denning [2012] will also be
investigated. While not explored in this study, the improved algorithm can be adapted to
provide an estimate of the entrainment zone thickness, and will be researched at a later
time.
Appendix A: Fuzzy Logic Membership Functions

The fuzzy logic algorithm used to select the PBL depth from the extracted feature altitudes calculates a quality score based on six membership functions. The feature altitude with the highest quality score is selected as the best estimate of the PBL depth. Each membership function, $f_i$, has a maximum value of unity and the quality score, $Q$, is the product of the individual membership functions.

$$Q = \prod_{i=1}^{6} f_i$$  \hspace{1cm} (A1)

In this sense, the value of a membership function represents the likelihood that the extracted feature is the actual PBL depth based on that particular parameter. The membership functions have been developed through a trial-and-error process until they worked well to identify the PBL depth. Three distinct membership function types are used:

Gaussian,

$$f(x; \sigma, c) = \exp\left[-\frac{(x - c)^2}{2\sigma^2}\right]$$  \hspace{1cm} (A2)

Decaying exponential,

$$f(t; t_o) = \exp[-(t - t_o)]^{4} \leq 1$$  \hspace{1cm} (A3)

and Absolute value

$$f(z; \bar{z}) = 1 - \frac{|z - \bar{z}|}{\bar{z}} \geq \frac{1}{3}$$  \hspace{1cm} (A4)

A summary of the six membership functions along with nominal parameter values is given in Table 2.
A1. Artifact Membership Function

The first membership function, $f_1$, accounts for an artifact in the WCT image that is related to the choice of dilation. This artifact is visible in the latter part of the day in Figure 1 as the lightly shaded area $\sim 500$ m, just above the minimum detectable gradient. When the PBL is low (e.g. near sunrise), real features can be detected at this altitude; however later in the day, false PBL depths can occur similar to the spurious low PBL depths in Figure 3 (black triangles from 18–24 UTC). To account for this artifact, a decaying exponential membership function is applied to features occurring within three range bins of the minimum detectable gradient. The parameter $t_o$ is chosen as the time for the membership function to start decaying (e.g. sunrise). Therefore, feature altitudes occurring near the minimum detectable gradient are less likely to be chosen later in the day.

A2. Residual Layer Membership Function

The growth of the PBL in the morning is difficult to detect with lidar because stronger gradients can exist in the overlying residual layer. The second membership function, $f_2$, is used during early morning retrievals to reduce the probability of selecting the residual layer in the PBL depth algorithm. The mean altitude of the strongest gradients at nighttime is used to define the residual layer altitude, $z_R$. Then the value of the membership function is determined using a dimensionless parameter, $x$, given by

$$x = 1 - \frac{z}{z_R} \quad (A5)$$

where $z$ represents the altitude of the extracted feature. A lower value of $x$ is less likely to represent the true PBL depth.
A3. Elevated Layer Membership Function

Aerosol layers aloft in the atmosphere can produce false elevated PBL depths. In order to identify these elevated layers, the minimum altitude, \( z_{\text{min}} \), where the scattering ratio falls below a certain threshold (e.g. the mean scattering ratio) is calculated for each five-minute averaged lidar profile. A dimensionless parameter, \( x \), given by

\[
x = 1 - \frac{z_{\text{min}}}{z} > 0 \quad \text{(A6)}
\]

is used to determine the value of the third membership function, \( f_3 \). Features with a higher value of \( x \) are more likely to represent layers aloft and less likely to represent the actual PBL depth.

A4. WCT Membership Function

The PBL depth can be identified by the maximum value in the WCT. In the fourth membership function, \( f_4 \), the WCT is normalized by the maximum value for each five-minute averaged lidar profile. The value of the normalized WCT at each extracted feature altitude is then used to calculate this membership function.

A5. Variance Membership Function

The altitude where the maximum variance in the lidar profile occurs can also be used to identify the PBL depth. Therefore, variance analysis at 20-minute intervals is used to calculate the fifth membership function. Similar to the WCT membership function, the value of the normalized variance at each extracted feature altitude is used to determine the value of \( f_5 \).
A6. Recent Retrieval Membership Function

The final membership function, \( f_6 \), uses a 20-minute average of the most recent PBL depth retrievals, \( \bar{z} \), in the forward or reverse processing directions. Thus a higher probability of selection exists when the altitude, \( z \), is closer to the mean. Because the membership function is used to determine the best choice between three feature altitudes, the minimum value of \( f_6 \) is set to one-third.

A7. Implementation of Membership Functions

Due to the empirical nature of the individual membership functions, the PBL algorithm will need to be parameterized for each site based on the meteorological conditions. For example, \( f_1 \) is applied at GSFC only when a feature is detected within three range bins of the minimum detectable gradient. At other sites within the network, the altitude at which this membership function is applied may differ. Similarly, \( f_2 \) is only applied during the first three hours after sunrise at GSFC, but this time interval may differ depending on the expected rate of PBL growth at a particular site. The sensitivity of each of the Gaussian membership functions depends on the parameter \( \sigma \). Smaller values of \( \sigma \) produce more sensitivity in the PBL retrieval. Because \( f_6 \) depends only upon the most recently retrieval, it can be implemented unchanged at every site in the network.
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Figure 1. WCT image (arbitrary units) at GSFC on 5 July 2010. Gradients in the lidar profile are not detectable below $\sim 500$ m.
Figure 2. Normalized relative backscatter at GSFC on 6 July 2010 showing a comparison of the improved PBL depth algorithm in the forward (top) and reverse (bottom) processing directions. The best estimate of the PBL depth is indicated by red squares. The vertical orange lines indicate the mean times for sunrise (SR) and sunset (SS) and the horizontal black line indicates the altitude of the minimum detectable gradient.
Figure 3. Normalized relative backscatter at GSFC on 5 July 2010. The black triangles and red squares are the operational and improved PBL depths, respectively. The horizontal black line indicates the altitude of the minimum detectable gradient.

Figure 4. Comparisons of (left) monthly means of the daily maximum PBL height, (center) annual diurnal cycles, and (right) daily mean probability distributions at GSFC for the 2010 operational PBL retrieval (black triangles) and improved PBL algorithm (red squares). The vertical orange lines in the diurnal cycle indicate the mean times for sunrise (SR) and sunset (SS).
Figure 5. Seasonal diurnal cycle of the PBL depth at GSFC for 2010 with the operational retrieval represented by black triangles and the improved retrieval represented by red squares.
Figure 6. Seasonal probability distribution of the daily mean PBL depth at GSFC for 2010 with the operational retrieval in black and the improved retrieval in red.
Figure 7. (Top) Normalized relative backscatter at GSFC on 1–2 July 2011 with the PBL depths from MPLNET (red line) and radiosondes (orange filled circles). (Bottom) The potential temperature profiles from the the radiosonde profiles with the PBL depths from MPLNET (red) and radiosondes (orange).

Figure 8. Correlation of radiosonde-derived PBL depths at Beltsville and lidar-derived PBL depths from MPLNET. The dashed line is the unity line and the solid line is the best-fit line.
Figure 9. Comparison of the annual mean diurnal cycles from the GEOS-5 model (black diamonds) and MPLNET (red squares) derived from the monthly mean diurnal cycles from 2001–2008. Daytime (nighttime) retrievals are symbolized using solid (dashed) lines. The vertical bars indicate the standard deviation of the monthly means.
Figure 10. Comparison of seasonal diurnal cycles of the PBL at GSFC for 2001–2008 from MPLNET (red squares) and GEOS-5 (black diamonds).

Figure 11. (Left) Comparison of monthly mean daytime maximum PBL depths for MPLNET (red squares) and GEOS-5 (black diamonds) from 2001–2008. (Right) Correlation plot between GEOS-5 and MPLNET for each month.
### Table 1. Seasonal difference between MPLNET and GEOS-5 PBL depths

<table>
<thead>
<tr>
<th>Season</th>
<th>$h_{\text{MPLNET}}$ (km)</th>
<th>$h_{\text{GEOS5}}$ (km)</th>
<th>$\Delta h$ (km)</th>
<th>$\sigma_{\Delta h}$ (km)</th>
<th>Months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter</td>
<td>1.28</td>
<td>0.68</td>
<td>0.60</td>
<td>0.19</td>
<td>13</td>
</tr>
<tr>
<td>Spring</td>
<td>1.90</td>
<td>1.49</td>
<td>0.41</td>
<td>0.21</td>
<td>16</td>
</tr>
<tr>
<td>Summer</td>
<td>1.90</td>
<td>1.49</td>
<td>0.41</td>
<td>0.24</td>
<td>15</td>
</tr>
<tr>
<td>Fall</td>
<td>1.45</td>
<td>1.33</td>
<td>0.12</td>
<td>0.23</td>
<td>14</td>
</tr>
<tr>
<td>All</td>
<td>1.65</td>
<td>1.27</td>
<td>0.38</td>
<td>0.27</td>
<td>58</td>
</tr>
</tbody>
</table>

### Table 2. Fuzzy Logic Membership Functions

<table>
<thead>
<tr>
<th>$f_i$</th>
<th>Type</th>
<th>Parameter</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>Decaying exponential</td>
<td>$t_o =$ sunrise</td>
<td>-</td>
</tr>
<tr>
<td>$f_2$</td>
<td>Gaussian</td>
<td>$c =$ 1</td>
<td>$\sigma =$ 0.4</td>
</tr>
<tr>
<td>$f_3$</td>
<td>Gaussian</td>
<td>$c =$ 0</td>
<td>$\sigma =$ 0.16</td>
</tr>
<tr>
<td>$f_4$</td>
<td>Gaussian</td>
<td>$c =$ 1</td>
<td>$\sigma =$ 0.68</td>
</tr>
<tr>
<td>$f_5$</td>
<td>Gaussian</td>
<td>$c =$ 1</td>
<td>$\sigma =$ 0.68</td>
</tr>
<tr>
<td>$f_6$</td>
<td>Absolute value</td>
<td>$\bar{z} =$ mean PBL height</td>
<td>-</td>
</tr>
</tbody>
</table>