Using a support vector machine and a land surface model to estimate large-scale passive microwave temperatures over snow-covered land in North America
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Using a support vector machine and a land surface model to estimate large-scale passive microwave temperatures over snow-covered land in North America

Barton A. Forman and Rolf H. Reichle

Abstract

A support vector machine (SVM), a machine learning technique developed from statistical learning theory, is employed for the purpose of estimating passive microwave (PMW) brightness temperatures over snow-covered land in North America as observed by the Advanced Microwave Scanning Radiometer (AMSR-E) satellite sensor. The capability of the trained SVM is compared relative to the artificial neural network (ANN) estimates originally presented in [14]. The results suggest the SVM outperforms the ANN at 10.65 GHz, 18.7 GHz, and 36.5 GHz for both vertically- and horizontally-polarized PMW radiation. When compared against daily AMSR-E measurements not used during the training procedure and subsequently averaged across the North American domain over the 9-year study period, the root mean squared error in the SVM output is 8 K or less while the anomaly correlation coefficient is 0.7 or greater. When compared relative to the results from the ANN at any of the six frequency and polarization combinations tested, the root mean squared error was reduced by more than 18% while the anomaly correlation coefficient was increased by more than 52%. Further, the temporal and spatial variability in the modeled brightness temperatures via the SVM more closely agrees with that found in the original AMSR-E measurements. These findings suggest the SVM is a superior alternative to the ANN for eventual use as a measurement operator within a data assimilation framework.
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I. INTRODUCTION AND BACKGROUND

Snow is a critical component of the hydrologic cycle because of its influence on land surface albedo [19], its control on land surface water and energy balances [31], and its impact on weather and climate [4], [17]. Snow also serves as the dominant source of freshwater supply for more than one billion people globally [3], [16]. Direct quantification of the mass of snow, or snow water equivalent (SWE), however, is complicated by significant spatial and temporal variability such that sparse, ground-based observation networks can not always capture the spatiotemporal heterogeneity of SWE. In response, researchers have begun using space-based instrumentation in conjunction with land surface models (LSMs) in an effort to better quantify this vital resource.

Data assimilation can be used to merge satellite-derived measurements with physically-based LSMs [9], [10], [13], [29] by weighing the uncertainties in each in order to yield a merged estimate superior to the measurements or the model alone [25]. In this process, it is necessary to map the relevant model state variables into the corresponding measurement space: In the context of snow data assimilation, this can involve mapping model state variables into passive microwave (PMW) brightness temperature ($T_b$) space [2], [10], [12] using a physically-based radiative transfer model (RTM) [27], [35], [36]. However, LSMs operating at regional and continental scales do not possess the fidelity to provide the necessary inputs required by the RTM [11], and as such, previous PMW $T_b$ studies have been limited to point-scale or basin-scale applications [2], [10], [12].

Recent research has explored the use of machine learning as an efficient alternative to a RTM in order to map model state variables into PMW $T_b$ space. It was shown that an artificial neural network (ANN) could effectively diagnose PMW $T_b$ at multiple frequencies and multiple polarizations across regional and continental scales [14]. Further, these results were unbiased over the 9-year study period, demonstrated significant skill during both the accumulation (i.e., when the snow is relatively dry) and ablation (i.e., when the snow is relatively wet) phases of the snow season, and yielded a domain-averaged root mean squared error (RMSE) less than 10 K at all frequency and polarization combinations investigated in the study. The findings of [14] were the first to demonstrate the potential of using an ANN as a measurement operator to estimate PMW $T_b$ over snow-covered land with the eventual goal of applying it in a large-scale SWE data assimilation framework.

This current study expands on the work of [14] by investigating an alternative form of machine learning. Namely, the objective of this study is to explore the utilization of a support vector machine (SVM) for nonlinear regression as applied to PMW $T_b$ estimation over snow-covered land, and to contrast the results against those generated by the ANN presented in [14]. SVMs are similar to ANNs in that both forms of machine learning are skilled at reproducing nonlinear processes [8], [26], [39]. However, there are also differences in performance between SVMs and ANNs. For example, if the problem is strictly convex, then the solution to the SVM optimization problem is unique. With convex constrained optimization problems, it has also been shown that SVMs are not plagued with the problem of local minima as are ANNs [32]. Further, a number of resampling procedures are available [8] that easily allow for the proper selection of SVM parameters without the need for an “expert” user to decide a priori what the SVM parameters should be, which is contrary to the general ANN application case.
The SVM methodology and experimental domain used in this study are outlined in section II and appendix, the approach to validate the results is discussed in section III, the results are presented in section IV, and the major findings and conclusions of this study are highlighted in section V.

II. METHODOLOGY

A. SVM Solution

Consider an \([1 \times n]\) input vector, \(y\), where \(n = 11\) is the number of geophysical variables that characterize snow and near-surface environmental conditions at a given location in space and time. In this study, \(y\) is derived from a land surface model simulation (further details provided in section II-B). Once trained on \(T_b\) observations, a nonlinear SVM can be used to estimate \(T_b\) at a given frequency and polarization for a particular location in space and time as a function of \(y\) via the approximating function

\[
f(y) = \sum_{i=1}^{m} (\alpha_i^* - \alpha_i) k(x_i, y) + \delta
\]

(1)

where \(\alpha\) and \(\alpha^*\) are the \([m \times 1]\) set of dual Lagrangian multipliers, \(k(x_i, y)\) is the radial basis kernel function computed as \(k(x_i, y) = \exp(-\gamma \|x_i - y\|^2)\), \(x\) is the \([m \times n]\) training matrix, \(\delta\) is the “bias” coefficient, and \(m\) is the number of training targets. The variables \(\alpha_i\), \(\alpha_i^*\), and \(\delta\) along with the corresponding set of support vectors are all defined during training, which is discussed in more detail in the appendix. It is worth noting here that \(x\) and \(y\) are computed with the same land surface model, but that the two sets are drawn from different periods of time and can therefore be considered independent. Once the approximating function is specified and the SVM has been trained, equation (1) provides a straightforward and computationally inexpensive method to estimate \(T_b\) as a function of time given temporally varying near-surface conditions from the land surface model simulation.

B. SVM Inputs and Outputs

Inputs to the SVM are identical to those used in the ANN study. For brevity, only the essential details are discussed here with the acknowledgement that additional details may be found in [14]. Inputs to the SVM included a number of land surface state estimates derived from the NASA Catchment land surface model (Catchment) [21] and are listed in Table I. State variable estimates from Catchment, in general, are comprised of: 1) snow conditions and 2) near-surface air, soil, and vegetation temperatures. The Catchment model was forced by surface meteorological fields acquired from the Modern Era Retrospective-Analysis for Research and Applications (MERRA) product [30]. Daily-averaged Catchment output was generated on the Equal Area Scalable Earth (EASE) grid at a 25km \(\times\) 25km horizontal resolution. AMSR-E measurements used as training targets and as independent validation were derived on the same 25-km EASE grid; the AMSR-E \(T_b\) measurements are discussed in more detail in section II-C1. The LIBSVM library [6] was employed for all SVM training and estimation activities in this study.

C. SVM Training
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1) Training Targets: The SVM was trained using AMSR-E measurements collected at three different frequencies – 10.65 GHz, 18.7 GHz, and 36.5 GHz – at both horizontal and vertical polarization. The resulting combination of the three frequencies and two polarizations yielded a total of six different sets of training targets (or outputs) as listed in Table I. These frequency and polarization combinations were selected due to their sensitivity to snow [5], [16], [19] and because the same combinations were used in [14]. The latter enables a direct comparison between ANN and SVM performance, which is one of the main objectives of this study. Three additional AMSR-E channels – 6.9 GHz, 23.9 GHz, and 89.0 GHz – were available for use but were not employed in the SVM framework. This was done in part to maintain continuity with the ANN study and in part due to physical limitations associated with particular frequencies. For example, the 89.0 GHz channel was avoided due to significant atmospheric effects [7] and limitations associated with precipitating clouds [24]. In addition, even though the 23.9 GHz channel has a penetration depth into the snowpack that lies between that of the 18.7 GHz and 36.5 GHz channels, and could therefore provide additional information about snow conditions, its use was avoided due to significant interactions with atmospheric water vapor. Finally, as was similarly conducted in [14], the 6.9 GHz channel was excluded because its effective field of view (75km × 43km for the 3 dB footprint; [1]) is much greater than the grid spacing of the 25km × 25km EASE-grid product and because it is relatively insensitive to terrestrial snow [5]. Additional evidence suggests the 6.9 GHz channel is negatively impacted by radio frequency interference [18], which further motivates its exclusion from the selected training targets.

It has been demonstrated that forest cover attenuates PMW emission from the underlying snowpack while simultaneously adding its own contribution to the radiation as measured by the radiometer [34]. Recent research has further shown that AMSR-E snow retrievals that employ PMW \( T_b \)'s at 36 GHz are adversely impacted by forest effects and that correction strategies can be applied using radiation transfer theory [22]. In this present study, no such correction strategies have been applied. In other words, the AMSR-E \( T_b \) measurements used during training (as well as the \( T_b \) estimates generated by the trained SVM) over forested regions contain contributions from both the snow and the vegetative canopy. Vegetation corrections were excluded from this study in order to maintain continuity with the approach outlined in [14]. All AMSR-E \( T_b \)'s used in this study were obtained from http://nsidc.org/data/nsidc-0301.html and are highlighted in [20].

2) Training Approach: A SVM was generated for each \( T_b \) frequency and polarization combination listed in Table I. Each SVM was trained separately and independently at each grid cell on the 25 km EASE grid using the available measurements collected by AMSR-E during the 9-year period from 1 September 2002 to 1 September 2011. This 9-year period encompasses approximately 98% of the available AMSR-E data prior to 4 October 2011 when a problem associated with the rotation of the AMSR-E antenna occurred and regular science data collection ceased. Each SVM was trained for a two week (fortnight) period. This approach was used to address the strong seasonality in snow processes [14].

For a given fortnight in a given year, training activities employed the AMSR-E observations for the given fortnight from the other eight years in the training record. That is, training cycled through the 9-year period withholding each year in turn. Consequently, the AMSR-E measurements for the year that were not used for training were later...
utilized during validation activities discussed below in section III. An identical procedure to define the training
dataset was similarly used in the ANN study as discussed in [14].

Tests were conducted using less than eight years of training data; however, the results from these tests (not shown)
suggested that, in general, SVM performance improved as more training data were made available. In addition,
in order to enhance continuity from one fortnight to the next, a temporal overlap of two weeks was included at
both the beginning and end of each training period. Only measurements collected during the nighttime AMSR-E
overpass (roughly between 01:00 to 01:30 hours local time) were used during training in order to minimize wet
snow effects.

The SVM training procedure consisted of a two-fold training process (similar to that used during ANN training)
in an effort to enhance SVM robustness. The two-fold procedure involved the selection of a subset (approximately
50%) of the 8-year training data with which the SVM was first trained. (Note that the training data discussed here
are separate from the independent validation data mentioned above and discussed below in section III.) The trained
SVM was then used to reproduce the subset of training data, and the mean square error ($MSE$) was computed
between the SVM estimates and the training data subset. The process employing the first subset of training data was
repeated across a range of values for the SVM parameters $\varepsilon$ and $\gamma$ (Appendix), each time computing (and storing)
the resulting $MSE$. This procedure was then repeated using the remaining (i.e., the other 50%) of the training
data such that no reuse of training data occurred during the two-fold process. As conducted with the first subset of
training data, the SVM was trained across a range of $\varepsilon$ and $\gamma$ values and $MSE$ was computed. The combination of $\varepsilon$
and $\gamma$ values that yielded the closest agreement (in a mean-square sense) across the two training exercises conducted
thus far was ultimately selected for use during the final SVM training procedure, which employed the entire (8-year)
training data set. This final SVM was then used for the remainder of the comparisons described below. Additional
tests ranging from a two-fold process up to a ten-fold process were conducted without any significant improvement
found beyond the two-fold process. Therefore, the two-fold procedure was ultimately adopted as it incurred the
least amount of computational expense without any sacrifice in SVM performance while also maintaining continuity
with the ANN study.

D. Study Domain

The study domain shown in Figure 1 encompasses the North American continent poleward of 32°N and is
identical to that used in the ANN study [14]. This region was selected because the domain includes all the major
snow classes – tundra, taiga, maritime, prairie, alpine, and ephemeral – as defined in [33]. The 9-year study period
(1 September 2002 to 1 September 2011) corresponds to nearly the entire AMSR-E measurement record and is
likewise identical to that used in the ANN study [14].

III. VALIDATION APPROACH

Validation of the SVM-derived estimates involved the use of the original AMSR-E measurements not used
during SVM training (see section II-C2 for more details). For any year of interest, the validation set of AMSR-E
measurements is completely separate and autonomous from the training datasets, and therefore constitutes a valid, independent comparison. Several different validation metrics were employed: 1) bias of the estimator, bias, 2) root mean squared error, \( \text{RMSE} \), which includes the bias, and 3) anomaly correlation coefficient, anomaly \( R \). The first two metrics were calculated from an original (i.e., “raw”) time series. The anomaly \( R \) metric, on the other hand, was calculated from an anomaly time series after the respective climatological (multi-year average) seasonal cycle was subtracted from each respective data set. Each metric was computed separately at each grid cell (based on daily data). Area-averaged metrics were computed by averaging the metrics across the snow-covered grid cells.

In order to compute meaningful statistics, a number of constraints were enforced to ensure that time series of sufficient length were available. For example, snow must be present at a given location at least 5% of the year. As a result, the number of data points used in the statistical calculations shown for a grid cell ranged from a minimum of 164 along the southern boundary of the snow covered area to more than 2500 near the northern edge of the study domain. It is well recognized that the AMSR-E measurements contain error (standard deviation of \( \sim 1 \) K according to http://nsidc.org/data/docs/daac/amsre_instrument.gd.html), but this error is small when compared to the uncertainty in the SVM and ANN output (relative to the AMSR-E measurements) and is therefore neglected here. An identical approach was employed in [14] during the original ANN investigation and is similarly applied here to the SVM.

IV. Results

Assessment of SVM capability in estimating AMSR-E \( T_b \)s included comparisons of both SVM and ANN output relative to AMSR-E measurements not used during training activities. These comparisons included statistical maps for the 9-year study period, which yielded a large-scale analysis of SVM performance relative to the ANN (subsection IV-A). In addition, time series investigations (subsection IV-B) are provided at several different locations (location markers provided on Figure 1) over the course of an entire snow season. The time series investigation provided evidence as to the capability of the machine learning techniques at reproducing AMSR-E measurements during both the snow accumulation portion of a snow season and the subsequent ablation phase. Moreover, a brief investigation on the spatial and temporal variability of the machine learning estimates is provided in section IV-C in order to highlight each technique’s skill at reproducing the variability in the original AMSR-E measurements. Finally, the potential for employing the SVM within a data assimilation framework (subsection IV-D) is briefly highlighted via investigation of the resulting Kalman gain matrix. In an analogous manner as conducted in [14], most discussions focused on the 18V and 36V results because these channels are considered the most informative when viewed in the context of SWE estimation [5]. However, it is worth noting here that all frequency and polarization combinations listed in Table I were investigated and analyzed in a similar fashion as the 18V and 36V results.

A. Cross-validation

Figure 2 provides a large-scale overview of SVM versus ANN performance at 18V over the course of the 9-year study period. Each subplot represents a statistical map for either the SVM output (left column) or the ANN
output (middle column) computed relative to the AMSR-E measurements not used during training. The top row illustrates the bias in the SVM estimates (Figure 2a), the bias in the ANN estimates (Figure 2b), and the difference between the two (Figure 2c). Analogously, the middle row highlights the computed RMS $E$ whereas the bottom row highlights the computed anomaly $R$.

In terms of bias, both the SVM and ANN yield relatively unbiased estimates when averaged over the entire study domain across the 9-year study period. The SVM estimates contain approximately 1 K more positive bias (relative to the ANN estimates) in regions surrounding Hudson Bay, across northern Quebec, and in western Alaska near the Bearing Sea. Conversely, the SVM contains approximately 1-2 K more negative bias in regions covered by boreal forest. Figure 2c further highlights the increase in the magnitude of bias in the SVM output (relative to the ANN estimates), but this bias is small when compared to the temporal variability of the original AMSR-E measurements (further discussion provided in section IV-C) and, in general, falls within the estimated error standard deviation ($\sim 1$ K according to http://nsidc.org/data/docs/daac/amsre_instrument.gd.html).

Despite the small increase in bias generated by the SVM relative to the ANN output, results provided in Figures 2d-f show the SVM contains significantly less RMS $E$ than the ANN. The reduction in RMS $E$ within the SVM estimates is witnessed across the entire study domain, including regions with and without significant vegetative cover, and are most apparent in regions where sub-grid scale lakes (i.e., lakes smaller than the 25-km EASE pixel size) are common. Additional reductions in RMS $E$ are also found along the southern periphery of the snow line where the snow pack is thin and ephemeral and where freeze-thaw cycles are relatively common [14].

Figure 3a presents box plots of computed RMS $E$ for all frequency and polarization combinations examined in this study. It is clear that the SVM yields a reduction in computed RMS $E$ relative to the ANN results. When viewed from the perspective of the median value, SVM-derived RMS $E$ is reduced, on average, by $\sim 20\%$ from the ANN-derived results. In addition, the extreme values (i.e., the 90th-percentiles) are greatly reduced such that the SVM yields more stable and more accurate results when compared to the ANN estimates for the same study period and study domain.

The final set of statistics provided in Figures 2g-i shows the computed anomaly $R$ over the 9-year study period. Anomaly $R$ is useful in that it focuses on the capability of each technique to capture the synoptic-scale and inter-annual variability of the $T_b$ estimates across the entire spatial domain. As is clearly seen, the SVM-based estimates are superior to those derived from the ANN. In particular, the anomaly $R$ in regions to the north and south of the boreal forest is nearly doubled from $\sim 0.4$ to $\sim 0.8$. Within forested regions, $T_b$ as measured by AMSR-E includes PMW emission from the forest canopy [22]. The ANN benefits greatly from model-derived skin temperature, $T_{skin}$, within the forest canopy, which yields much greater anomaly $R$ values in regions where significant forest cover is present [14]. However, in regions where significant forest cover is not present, ANN-based performance as a function of time is drastically reduced. The SVM, on the other hand, is able to better utilize the full set of input variables outlined in Table I across a broader range of conditions, including both forested and non-forested areas. The dramatic improvements in anomaly $R$ values computed from the SVM for the other evaluated frequency and polarization combinations are further witnessed in Figure 3b. The SVM is clearly able to capture much more
of the temporal variability found in the original AMSR-E $T_b$ measurements. As was the case with the $RMSE$ results, the median anomaly $R$ values based on the SVM estimates are better for the vertically-polarized channels when compared to the horizontally-polarized channels, but these differences are relatively small and suggest that, in general, the SVM outperforms the ANN across space and time at all frequency and polarization combinations evaluated in this study.

**B. Time Series Investigation**

Results presented thus far focused on the time-integrated behavior of the SVM over the 9-year study period and its performance relative to that of the ANN. A time series investigation is discussed here in order to better illustrate the performance of the SVM throughout the snow season at a handful of representative locations. The goal of this investigation is to highlight the capability of the SVM to estimate $T_b$ during the snow accumulation season when the snow is dry (and hence acts as an efficient scatterer) as well as during the snow ablation season when the snow is relatively wet (and hence acts a relatively efficient emitter). The 2003 – 2004 snow season was selected for analysis because it is representative of a typical snow season during the 9-year study period.

Figure 4 highlights $T_b$ time series for three different locations (shown as red circles in Figure 1). These particular locations were chosen because they represent the most dominant snow classifications (in terms of North American coverage in Figure 1) and because these three locations represent a range of different vegetative covers as well as maximum snow depths at peak accumulation. Namely, the first subplot (Figure 4a) is for a location with relatively shallow snow and little vegetative cover, the second subplot (Figure 4b) is for a location with moderate snow depth and relatively thick vegetative cover, and the third subplot (Figure 4b) is for a location with relatively deep snow and a modest amount of vegetative cover. The short gap in all time series in early-November 2003 is due to missing AMSR-E observations. The presence of a solid line (ANN or SVM) indicates the presence of snow as modeled by Catchment.

As is shown, both the ANN and the SVM do a reasonable job at reproducing the AMSR-E measurements not used during training. Both techniques of machine learning capture the large-scale features present in the AMSR-E $T_b$ measurements, including both the accumulation and ablation phases of the snow season. However, clear differences between the ANN and SVM estimates are also seen. Namely, the SVM does a much better job of capturing the high frequency (i.e., day-to-day) variability associated with synoptic scale processes. The ANN estimates, on the other hand, often lack this high frequency variability as is witnessed by the step function-like features present during portions of the snow season at each of the three locations. These clear differences in the ANN versus SVM estimated variability over time scales of a few days to a week corroborate the anomaly $R$ results highlighted in Figures 2g-i and Figure 3b. These findings suggest the ANN output is less sensitive to certain changes in the modeled inputs whereas the SVM output is significantly more sensitive to changes in the modeled inputs as a function of time, and hence, yield $T_b$ estimates that capture more of the high frequency temporal variability. Similar features are also found in the 10H, 10V, 18H, and 36H $T_b$ estimates (results not shown).

An additional note of interest regards the presence of snow as modeled by Catchment, which is used as input to
both the ANN and SVM (Table I). The AMSR-E measurements shown in Figures 4a and 4b suggest the presence of snow when the difference between 18V and 36V is greater than zero. The Catchment model, in general, suggests the presence of snow only where ANN or SVM predictions are made available (i.e., by the solid lines). In Figures 4a and 4b, the Catchment model predicts the complete melt of the snow pack several weeks earlier than is suggested by the AMSR-E measurements. The exact cause of the discrepancy is currently unknown (and beyond the current scope of work for this study). It remains to be seen whether such errors could be corrected through data assimilation.

C. Output Variability

The findings presented above demonstrate the ability of a SVM to yield relatively unbiased AMSR-E $T_b$ estimates with a modest amount of RMSE and significant skill (in terms of anomaly $R$) over synoptic and seasonal time scales. Further, it was shown the SVM improves upon the ANN, in general, at all frequency and polarization combinations examined in this study. An important question that remains, especially when viewed in the context of a data assimilation framework, is whether the SVM estimates can reasonably represent the spatiotemporal variability of the AMSR-E $T_b$ measurements.

The bar plots in Figure 5 highlight the variability for both the ANN-derived and SVM-derived $T_b$ estimates. The corresponding variability in the AMSR-E measurements not used during training is also included. In addition to showing results for all of the frequency and polarizations used in this study, the results are further stratified by snow class (Figure 1). Each of the six snow classes – tundra, taiga, maritime (abbreviated mari.), alpine, prairie, and ephemeral (abbreviated ephem.) – cover hundreds (or more) EASE grid cells. For the purpose of this analysis, variability is first computed as the spatial standard deviation for each day when snow is present and then averaged in time over the 9-year study period. As is shown in Figure 5, both the ANN and SVM variabilities agree quite well with the variability in the AMSR-E measurements for each frequency/polarization combination and for each snow class. However, it is clear the SVM agrees better with the AMSR-E measurements (relative to the ANN-based output) in almost every category. In addition, the SVM (and ANN) estimates capture many of the large-scale features witnessed in the AMSR-E measurements. For example, the variability in the horizontally-polarized estimates is generally greater than their vertically-polarized counterparts for a given snow class. This behavior can be partly explained by the increased sensitivity of horizontally polarized $T_b$s to the presence of internal ice layers and surface crust [24], [28]. Further, the variability in both the ANN and SVM estimates (and AMSR-E measurements) is generally greatest in the tundra and taiga regions where the boreal forest is located, which suggests the forest influences contained within the AMSR-E measurements [22] are reproduced by the machine learning techniques. However, the SVM estimates clearly match the AMSR-E measurements more closely (relative to the ANN) for all frequency, polarization, and snow class combinations. The increased variability in the SVM estimates (relative to the ANN) corroborates the previous results that showed the SVM captures much more of the high frequency variability at a given location (see Figure 4 for examples), which leads to the increased variability across space and time as witnessed in Figure 5.
D. Potential for Data Assimilation

The development of the SVM was originally motivated so that it could eventually be included as an observation operator within a data assimilation framework [25], [29] for the purpose of merging AMSR-E $T_b$ measurements with SVM-derived $T_b$ estimates into a LSM. In order to assess the potential of the SVM within the data assimilation framework, a brief investigation of the error covariance structure between the LSM and the SVM-based $T_b$ estimates is presented here. The error covariance is computed as a gain matrix, $K$, which represents a weighted average of the uncertainty in the LSM-derived estimates of SWE along with the spectral difference in the $T_b$ estimates at 18V and 36V. The presence of a non-zero error covariance structure would suggest a degree of potential for a follow-on data assimilation study employing the SVM. The gain $K$ is computed as

$$K = C_{yz} (C_{zz} + C_{vv})^{-1},$$  \hspace{1cm} (2)$$

where $C_{yz}$ is the (sample) cross-covariance between the ensemble of prior land model states and the SVM- or ANN-predicted $T_b$ estimates, $C_{zz}$ is the (sample) covariance of the predicted $T_b$ estimates, and $C_{vv} = 1 \text{ K}^2$ is the $T_b$ measurement error variance. The gain $K$ is computed at each pixel between the modeled SWE and SVM-based estimates of $\Delta T_b = 18$V-36V. The spectral difference $\Delta T_b = 18$V-36V is employed here as it is commonly used to estimate SWE [15] and serves to represent the linkage between SWE and $T_b$. The larger the spectral difference, in general, the greater amount of SWE is present [5]. Catchment model perturbations were implemented using the methods of [13] and performed in an identical fashion as conducted in [14]. As a first approximation for demonstrating the potential for a non-zero error covariance structure, only the prior model estimate (without an analysis update step) is used here. Again, this simplified approach is merely to demonstrate the potential for future inclusion into a data assimilation procedure.

Figure 6 shows the computed gain over snow-covered regions in the domain collocated with the presence of AMSR-E measurements on 1 February 2003 when SWE is near peak accumulation. The collocation with AMSR-E serves to highlight the spatial extent that could eventually be updated when using the Kalman filter. Figure 6a shows the gain using the ANN-based $T_b$ estimates whereas Figure 6b show the computed gain using the SVM-based $T_b$ estimates. If the difference between the AMSR-E measurements and the $T_b$ estimates is $+1 \text{ K}$, a gain of $K=10 \text{ mm K}^{-1}$ translates to an increase of 10 mm in the posterior (updated) modeled SWE. Alternatively, if the gain is negative (e.g., $K=-10 \text{ mm K}^{-1}$) with a $+1 \text{ K}$ difference between the AMSR-E measurement and the estimated $T_b$ would result in a decrease in the posterior SWE estimate of 10 mm.

The large-scale structure in Figures 6a and 6b are similar in that relatively large, positive gains are found in the northeastern portion of the domain as well as throughout much of the Rocky Mountains. In both cases, this is due to relatively small values of $C_{zz} + C_{vv}$ in conjunction with relatively large values of $C_{yz}$. However, significant differences also occur as quantified by a modest pattern (spatial) correlation of $R = 0.31$ between the maps shown in Figure 6. More specifically, the ANN-derived gain in Figure 6a contains a series of unusual striations across the north-central portion of Canada. These striations are apparently the result of limited sensitivity in ANN output due to small perturbations in an ensemble of ANN inputs. The result is that neighboring cells, at times, yield similar...
(or identical) values of $K$, which can, at times, result in the appearance of striated features. The SVM-based gain in Figure 6b, on the other hand, does not suffer from these striated features and, in turn, yields a more smooth and continuous estimate of the computed gain across space. The presence of negative gains is a particularly interesting feature given the first SWE retrieval algorithm originally presented by [5]. Namely, the earliest retrieval algorithm suggested a direct, linear relationship between SWE and $\Delta T_b$. However, the presence of positive and negative gains shown here suggests a non-linear relationship between SWE and $\Delta T_b$. More work is required to better understand this non-linear behavior, but is considered beyond the scope of the present study. Even though this simple exercise is far from the in-depth investigation of error covariance planned for a follow-on study, it does serve to demonstrate that a non-zero error covariance exists between the modeled SWE and the estimated $\Delta T_b$ spectral difference and that this error structure could be leveraged within an ensemble filter framework in order to produce a merged (updated) model estimate of SWE that improves upon the original (prior) model estimate.

V. CONCLUSIONS

An SVM was developed in order to estimate AMSR-E $T_b$ at specific frequencies and polarizations. The eventual use of the SVM is to serve as a measurement operator within an ensemble-based data assimilation framework for the purpose of improving SWE estimation at regional and continental scales. The model capability of the SVM was compared against an alternative form of machine learning – the ANN – originally presented in [14]. Quantitative comparisons are made to highlight the skill of the SVM relative to that of the ANN. Both the SVM and ANN utilize output from the NASA Catchment model (forced with MERRA surface meteorological fields) as input for generating $T_b$ estimates. Horizontally- and vertically-polarized $T_b$s from AMSR-E at 10.65, 18.7, and 36.5 GHz supplied on a 25km $\times$ 25km resolution equal area grid were used during training. Subsequent comparisons with SVM and ANN estimates employed AMSR-E measurements not used during the training activities so that independent verification activities could be conducted.

When averaged across the North American study domain over the course of a 9-year study period, SVM-derived $T_b$ estimates were found to be relatively unbiased ($|bias| \leq 1$ K), contain median $RMSE$ values of less than 10 K, and possess skill that yielded anomaly $R$ values on the order of 0.8. The SVM technique outperformed the ANN in every major snow class (as defined by [33]) with a notable increase in the ability to reproduce the high frequency temporal variability present in the AMSR-E measurements. In addition, a brief inspection was made into the error covariance structure between modeled SWE (via the Catchment model) and a spectral difference in $T_b$ as computed by the two different machine learning techniques. The results showed the presence of a non-zero covariance structure, which could eventually be leveraged within a data assimilation framework in order to improve regional- and continental-scale SWE estimates.

In short, the trained SVM presented here is a superior alternative to the ANN originally presented in [14]. Even though the training data used by both techniques were identical, and all other relevant aspects during the learning process were held as equivalent as possible between the two different machine learning techniques, it is clear that the SVM as applied in this study yields better performance. One hypothesis is that the SVM learning procedure
focuses on a single frequency/polarization combination whereas the ANN simultaneously yields estimates for all of the frequency/polarization combinations. The reduction in the number of degrees of freedom in the ANN is a likely contributor to the reduced performance relative to the SVM. A series of tests (results not shown) using an ANN trained to estimate only a single frequency/polarization combination found improved performance relative to the multi-$T_b$ presented in [14]. However, the level of improvement using the single $T_b$ ANN framework still did not achieve the same degree of performance as found with the SVM. The increase in degrees of freedom in the SVM relative to the ANN, in part, helps explain why the SVM outperformed the ANN. An additional reason for this behavior could also be attributed the dependence of input from an “expert” user regarding the exact structure of the ANN (e.g., number of layers, number of hidden nodes per layer) prior to training that is not similarly required in the SVM setup.

In an analogous manner as the ANN presented in [14], it is worthwhile to discuss and highlight some of the limitations of the SVM presented here. For starters, the Catchment model used to generate the inputs to the SVM does not account for ice crust on the surface of the snowpack, internal ice layers within the snowpack, or sub-grid scale lake ice underlying the snowpack. Hence, the SVM-derived estimates do not explicitly account for these effects, which limits the skill of the SVM-based $T_b$ estimates. In addition, AMSR-E is no longer collecting measurements due to a problem associated with the rotation of the AMSR-E antenna. However, AMSR2 on-board the Japanese Global Change Observation Mission – Water (GCOM-W) satellite is currently collecting $T_b$ measurements at comparable frequencies and polarizations as AMSR-E before its malfunction. Preliminary results to be presented in a follow-on study suggest the SVM (and ANN) can be trained on AMSR-E measurements and then used to subsequently predict AMSR2 $T_b$s. That is, the machine learning technique can be used to estimate measurements from one sensor using training targets from another sensor. This transferability could enable a continuous record forward in time even though AMSR-E science data collection is inactive.

Despite some deficiencies in the SVM approach, it is worthwhile reiterating the skill in the SVM estimates and the clear improvements relative to the ANN-based approach in [14]. The SVM was shown to effectively reproduce AMSR-E $T_b$s at multiple frequencies and polarizations during both the accumulation phase when the snowpack relatively dry as well as during the ablation phase when the snowpack is relatively wet. Significant skill was demonstrated in both shallow and deep snow environments, in areas with and without vegetative cover, and across all six major snow classes common across North America (and the northern hemisphere as a whole). On-going studies are investigating the sensitivity of SVM-derived estimates to snow-related variables (most notably SWE) and preliminary results suggest a considerable amount of sensitivity is present in the SVM across the majority of the study domain. These findings suggest a trained SVM could serve as an effective and computationally efficient measurement operator within a data assimilation procedure for which it was originally constructed.
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APPENDIX

Consider an \([m \times n]\) training matrix, \(x\), and an \([m \times 1]\) vector of training targets, \(z\), such that \(((x_1, z_1), \ldots, (x_m, z_m))\).

In the context of this study, \(x\) represents \(n = 11\) geophysical variables that characterize snow and near-surface environmental conditions at a given location and at \(m\) different times as derived from a land surface model simulation (further details provided in section II-B). The vector \(z\) represents a corresponding series of \(m\) satellite-based measurements of PMW \(T_b\) at a given frequency and polarization (further details provided in section II-C1).

Assume \(\phi(x)\) is a nonlinear function that maps the geophysical inputs from the land surface model, \(x\), into \(T_b\) space as

\[
f(w, \delta) = \langle w \cdot \phi(x) \rangle + \delta \tag{3}\]

where \(w\) is a vector of weights, \(\langle w \cdot \phi(x) \rangle\) is the inner dot product of \(w\) and \(\phi(x)\), and \(\delta\) is a “bias” coefficient. For given parameters \(C > 0\) and \(\varepsilon > 0\), the standard (primal) form of nonlinear support vector regression [6], [37] may be written as

\[
\begin{align*}
\text{minimize} \quad & \frac{1}{2} \langle w \cdot w \rangle + C \sum_{i=1}^{m} (\xi_i + \xi_i^*) \\
\text{subject to} \quad & \langle w \cdot \phi(x_i) \rangle + \delta - z_i \leq \varepsilon + \xi_i, \\
& z_i - (\langle w \cdot \phi(x_i) \rangle - \delta \leq \varepsilon + \xi_i^*, \\
& \xi_i, \xi_i^* \geq 0, i = 1, 2, \ldots, m. 
\end{align*} \tag{4}\]

where \(m\) is the available number of \(T_b\) measurements in time (for a given location in space), \(z_i\) is a \(T_b\) measurement at time \(i\), and \(\xi\) and \(\xi^*\) are slack variables. The values of \(w, \delta, \xi,\) and \(\xi^*\) are not specified \textit{a priori}, but rather are determined as a result of the minimization process. The goal of the minimization procedure is to determine values for \(w, \delta, \xi\) and \(\xi^*\) such that the mapped inputs (computed as \(\langle w \cdot \phi(x_i) \rangle + \delta\)) most closely agree with the training targets, \(z\), provided in \(T_b\) space.

The primal optimization is commonly solved in dual form [6], [32], [37], [40] by differentiating the primal form with respect to the primal variables (i.e., \(w, \delta, \xi,\) and \(\xi^*\)) as follows:

\[
\begin{align*}
\text{minimize} \quad & \frac{1}{2} \sum_{i,j=1}^{m} (\alpha_i - \alpha_i^*) (\alpha_j - \alpha_j^*) \langle \phi(x_i) \cdot \phi(x_j) \rangle \\
& + \varepsilon \sum_{i=1}^{m} (\alpha_i + \alpha_i^*) - \sum_{i=1}^{m} z_i (\alpha_i - \alpha_i^*) \\
\text{subject to} \quad & \sum_{i=1}^{m} (\alpha_i - \alpha_i^*) = 0, \\
& \alpha_i, \alpha_i^* \in [0, C], \quad i = 1, 2, \ldots, m
\end{align*} \tag{5}\]
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where \( \alpha_i \) and \( \alpha_i^* \) are a dual set of Lagrangian multipliers, \( \langle \phi(x_i) \cdot \phi(x_j) \rangle \) is the inner dot product of \( \phi(x_i) \) and \( \phi(x_j) \), \( \varepsilon \) is the specified error tolerance, and \( C \) is a positive constant that dictates the penalized loss during SVM training. The Lagrangian multipliers, \( \alpha_i \) and \( \alpha_i^* \), are nonzero for points equal to or outside of the \( \varepsilon \)-insensitive tube and alternatively vanish for points inside the \( \varepsilon \)-insensitive tube. The points with nonzero Lagrangian multipliers comprise the so-called “support vectors”. The process described here is similar to that employed by an ANN with a fundamental difference in that the SVM utilizes the weights (computed as \( \alpha_i - \alpha_i^* \)) as a subset of the training patterns [32].

The computation of \( \langle \phi(x_i) \cdot \phi(x_j) \rangle \) in feature space is often too complex to perform [32]. However, the computation may be conducted in input (land surface model) space using the kernel function \( k(x_i, x_j) = \langle \phi(x_i) \cdot \phi(x_j) \rangle \) in order to yield the inner products in feature space, which helps avoid problems of computational infeasibility associated with directly evaluating the basis function in high dimensionality feature space. In this particular study, a radial basis kernel function, \( k(x_i, x_j) \), was employed that satisfies the expression \( k(x_i, x_j) = \langle \phi(x_i) \cdot \phi(x_j) \rangle = \exp(-\gamma \|x_i - x_j\|^2) \) where \( x_i \) and \( x_j \) are single instances of \( x \) (in time and space), \( \|\cdot\| \) represents the Euclidean norm, and \( \gamma \) is proportional to the inverse square of the width parameter as described in [8]. The loss function was specified as \( \varepsilon \)-insensitive [37], [38]. Quadratic, Laplace, and Huber loss functions were also tested. Since no notable improvements over the \( \varepsilon \)-insensitive loss function were found, the \( \varepsilon \)-insensitive loss function was selected as the most appropriate. In addition, the regularization parameter, \( C \), was defined as the range of the training targets (i.e., \( C = \max \{z\} - \min \{z\} \) using the methods outlined in [23]. An alternate formulation based on [8] was tested using \( C = 6\sigma_x \), where \( \sigma_x \) is the standard deviation of the training targets, but no significant difference between the two different definitions of \( C \) was found. Hence, the former approach was employed such that \( C \) was set equal to the range of the training targets. Once the solutions for \( \alpha_i \) and \( \alpha_i^* \) are found, estimates of \( T_b \) can then be computed via Equation (1) using geophysical inputs (derived from the land surface model), \( y \), that are distinct from the training data where \( x \) represents the training matrix and \( \delta \) is computed as the average of the support vectors (i.e., the subset of the training data with nonzero Lagrangian multipliers).
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### TABLE I
SVM inputs and outputs (reproduced from [14]).

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top layer snow density</td>
<td>$\rho_{sn1}$</td>
</tr>
<tr>
<td>Middle layer snow density</td>
<td>$\rho_{sn2}$</td>
</tr>
<tr>
<td>Bottom layer snow density</td>
<td>$\rho_{sn3}$</td>
</tr>
<tr>
<td>Snow liquid water content$^a$</td>
<td>SLWC</td>
</tr>
<tr>
<td>Snow water equivalent$^a$</td>
<td>SWE</td>
</tr>
<tr>
<td>Near-surface air temperature</td>
<td>$T_{air}$</td>
</tr>
<tr>
<td>Near-surface soil temperature</td>
<td>$T_{p1}$</td>
</tr>
<tr>
<td>Skin temperature</td>
<td>$T_{skin}$</td>
</tr>
<tr>
<td>Top layer snow temperature</td>
<td>$T_{sn1}$</td>
</tr>
<tr>
<td>Bottom layer snow temperature</td>
<td>$T_{sn3}$</td>
</tr>
<tr>
<td>Temperature gradient index</td>
<td>TGI</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outputs</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_b$ at 10.65 GHz, H-polarization</td>
<td>10H</td>
</tr>
<tr>
<td>$T_b$ at 10.65 GHz, V-polarization</td>
<td>10V</td>
</tr>
<tr>
<td>$T_b$ at 18.7 GHz, H-polarization</td>
<td>18H</td>
</tr>
<tr>
<td>$T_b$ at 18.7 GHz, V-polarization</td>
<td>18V</td>
</tr>
<tr>
<td>$T_b$ at 36.5 GHz, H-polarization</td>
<td>36H</td>
</tr>
<tr>
<td>$T_b$ at 36.5 GHz, V-polarization</td>
<td>36V</td>
</tr>
</tbody>
</table>

$^a$ = Column-integrated quantity;
Fig. 1. Study domain encompassing North America poleward of 32° N. Coloring represent the snow classification of [33]. The three red circles represent the locations of the time series comparisons shown in Figure 4.
Fig. 2. (Top row) bias, (middle row) RMSE, and (bottom row) anomaly $R$ for the ANN and SVM (versus AMSR-E observations not used during training) at 18V for the time period 1 September 2002 through 1 September 2011. Results include (left column) SVM metrics, (middle column) ANN metrics, and (right column) computed difference between SVM and ANN metrics.
Fig. 3. Statistical box plots of a) $RMSE$ and b) anomaly $R$ across the North American domain for the ANN and SVM from 1 September 2002 through 1 September 2011. Statistics are computed relative to AMSR-E measurements not used during training. Each box represents the median along with the 25th- and 75th-percentiles while the whiskers illustrate the 10th- and 90th-percentiles.
Fig. 4. Time series from 1 September 2003 through 1 Jun 2004 including AMSR-E observations, ANN estimates, and SVM estimates at 18V and 36V. a) Location with shallow snow depth and no forest cover (max. SWE = 0.07 cm; FF = 0.0; lat = 66.5°; lon = -66.7°). b) Location with moderate snow depth and high forest cover (max. SWE = 0.13 m; FF = 0.89; lat = 52.4°; lon = -85.1°). c) Location with large snow depth and modest forest fraction (max. SWE = 0.22 m; FF = 0.02; lat = 67.6°; lon = -151.6°). See also Figure 1 for locations.
Fig. 5. Spatial variability ($\sigma$) of (black) AMSR-E, (dark gray) ANN, and (light gray) SVM $T_b$ time-averaged by snow class according to [33] for the 9-year study period for all frequency and polarization combinations.
Fig. 6. Kalman gain for SWE versus $\Delta T_{b} = 18V - 36V$ near peak SWE accumulation on 1 February 2003 for a) ANN-derived estimates and b) SVM-derived estimates.
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