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A new Direct Numerical Simulation (DNS) of Couette-Poiseuille flow at a higher Reynolds number is presented and compared with DNS of other wall-bounded flows. It is analyzed in terms of testing semi-theoretical proposals for universal behavior of the velocity, mixing length, or eddy viscosity in pressure gradients, and in terms of assessing the accuracy of two turbulence models. These models are used in two modes, the traditional one with only a dependence on the wall-normal coordinate \( y \), and a newer one in which a lateral dependence on \( z \) is added. For pure Couette flow and the Couette-Poiseuille case considered here, this \( z \)-dependence allows some models to generate steady streamwise vortices, which generally improves the agreement with DNS and experiment. On the other hand, it complicates the comparison between DNS and models.

1 Introduction

The present study extends that of Johnstone, Coleman and Spalart in 2010, in which a single case of Couette-Poiseuille flow at a relatively low Reynolds number was presented. The purpose was to extend DNS conducted between two parallel plane walls to flows with a range of pressure gradients, relative to the common case of Poiseuille flow which has only a weak favorable gradient, without facing the difficulties of a spatially developing boundary layer. Compared with Poiseuille flow, Couette-Poiseuille requires very little extra coding, but raises severe issues of domain size because of the global vortices. The earlier study appeared to provide a fairly clear if surprising answer to the seemingly simple question of how the law or laws of the wall extend(s) to flows in pressure gradients. The question was couched as follows.

Assuming a constant-stress ‘Couette-flow’ region in wall-bounded turbulence leads to at least three classical relationships between the derivative of the mean velocity \( dU/dy \) and the shear stress \( -\overline{u'v'} \), the two quantities at the core of turbulence modeling. Expressed in terms of length scales to allow direct comparisons, these include the one leading to the logarithmic law of the wall for the velocity,

\[
\frac{u_\tau}{dU/dy} = \kappa y_w, \tag{1}
\]

where \( \kappa \) is the Kármán constant, \( u_\tau = \sqrt{\tau_w/\rho} \) the surface-friction velocity and \( y_w \) the wall-normal distance. In terms of eddy viscosity \( \nu_t \equiv -\overline{u'v'}/(dU/dy) \), we also have

\[
\frac{\nu_t}{u_\tau} = \frac{-\overline{u'v'}}{dU/dy} = \kappa y_w, \tag{2}
\]

while consideration of the mixing length \( \ell \equiv (\nu_t/(dU/dy))^{1/2} \) gives

\[
\ell = \frac{-\overline{u'v'}}{dU/dy} = \kappa y_w. \tag{3}
\]

Since \( -\overline{u'v'} = \tau(y_w)/\rho = u_\tau^2 \) in a constant-stress layer and outside the viscous region, all three expressions are equivalent, and arguing between them probably has limited value. None of the three has a systematic derivation. With pressure gradient, \( \tau/\rho \) deviates from \( u_\tau^2 \) and the three proposals conflict, so that at best one of the three will remain effective. This could make such a flow very discriminating, while very accessible to DNS. Ideally, in the near future DNS will be conducted over a fair range of Couette-Poiseuille cases, and new experiments with very fine measurement of the skin friction will be conducted for support and to reach more convincing Reynolds numbers.

Our early results (Johnstone et al. 2010) indicated that the logarithmic-law length scale (1) is much less affected by pressure gradients than the other two options, a finding for which we had (and continue to have) no theoretical justification, nor any strong sense of whether it might be exact, or is only approximate. The demonstration had a preliminary character, due to Reynolds-number limitations and there being only one case. The thickness of the inertial sublayer especially on the adverse-gradient (APG) side was not...
large enough to convince all observers. We address, to an extent, this shortcoming in the current computations.

This study can also be viewed as a computational counterpart to the boundary-layer experiments performed by Galbraith & Head (1975) and Galbraith, Sjolander & Head (1977), who long ago were also interested in the relative sensitivity to pressure gradients of the law of the wall (1), eddy viscosity (2) and mixing length (3). Our conclusions again will turn out to be broadly compatible with theirs. We expect boundary-layer DNS to produce the same conclusion, which was already hinted at in Spalart & Watmuff’s (1993) adverse-gradient boundary-layer DNS.

Another new element of the present study is results of Reynolds-Averaged Navier-Stokes (RANS) models. These are exercised with and without streamwise vortices, a mode of operation recently proposed with some success by Spalart, Garbaruk & Strelets (2014) for pure Couette flow. Such vortices need to be considered if a rigorous comparison of DNS and RANS results is to be performed, and it is possible their presence also alters the answer to the seemingly simple question regarding the alternative length scales formulated above.

2 Approach and Problem Definition

In order to introduce favorable and adverse pressure gradients and to separate them from the Reynolds number, we consider incompressible Couette-Poiseuille flow, driven by a steady uniform pressure gradient \( d(P/\rho)/dx \) and in-plane streamwise wall motion, in opposite directions, of speed \( U_w \). This is a two-parameter family of flows. A Reynolds number, based on the wall-velocity difference \( Re = 2U_w \) and full channel height \( 2h \), of \( Re = 80,000 \) is prescribed (i.e. twice that of our 2010 study), along with a streamwise pressure gradient \( d(P/\rho)/dx = -0.0014U_w^2/h \). This leads to non-dimensional pressure gradients \( p^+ \equiv \frac{d\tau^+}{dy^+} = \frac{d(P/\rho)/dx}{\nu/u_+^2} \) of \( p^+ \approx -0.0003 \) and \(+0.0030\) on the favorable-pressure-gradient (FPG) and adverse-pressure-gradient (APG) sides, respectively. The FPG value of \( p^+ \) is the same as in Poiseuille flow with \( Re_p = u_+ h/\nu = 3125 \), and therefore quite weak. The simulation uses a parallel version of the Fourier/Chebyshev spectral channel code of Kim, Moin & Moser (1987), from which it differs algorithmically only in that a third-order Runge-Kutta/Crank-Nicolson scheme is used for the time integration (which is formulated in the reference frame moving at the average speed of the two walls).

The simulation was initialized by random disturbances (of amplitude large enough to trigger non-linear/bypass transition) on an under-resolved grid at lower Reynolds number, and continued until the flow reached a statistically stationary state, after which the Reynolds number was increased to its final value and the flow re-projected onto finer grids multiple times, each advanced to a stationary condition. The results shown below are from the fully resolved state, run sufficiently long (see below) to obtain well-defined statistics averaged in time and in the two homogeneous directions.

At this Reynolds number, a real-space resolution of \( n_x \times n_y \times n_z = 1,344 \times 281 \times 1,344 \) collocation/quadrature points is required to capture all relevant scales throughout the domain. (The 3/2 rule is applied in \( x \) and \( z \) for dealiasing.) This grid count, near \( 0.5 \times 10^9 \), does not allow multiple simulations to be performed easily. In wall units from the FPG side (i.e. the side with larger \( u_+ \)), this corresponds to a time step \( \Delta t^+ \approx 0.24 \), streamwise and spanwise grid spacing of \( \Delta x^+ \approx 11 \) and \( \Delta z^+ \approx 6 \), and wall-normal distance of the 10th grid point \( y_1^+ \approx 6 \). This is more stringent than the ‘conventional’ guidelines for a spectral method, of \( (\Delta x^+, y_1^+, \Delta z^+) \leq (20, 10, 7) \), which is preferable when seeking definitive results from DNS (Spalart et al. 2009).

The size of the computational domain is \( 4\pi h \times 2h \times 2\pi h \), in the streamwise \( x \), wall-normal \( y \) and spanwise \( z \) directions, respectively. The spanwise domain length \( L_z \) is large enough to contain two pairs of large-scale streamwise roll cells, which tend to reach from wall to wall (Figures 2 and 3), typical of those found in pure Couette flow. Johnstone (2014, personal communication) observed similar cells in his lower-Re, larger-domain Couette-Poiseuille DNS, for which \( 4U_w h/\nu = 40,000 \) and \( d(P/\rho)/dx = -0.00085U_w^2/h \), with \( (L_x, L_z) = (16\pi h, 4\pi h) \). It is very likely that much stronger pressure gradients, producing flows closer to the Poiseuille limit than those considered here, are required to prevent the formation of large-scale, domain-filling streamwise rolls cells. The presence of the rolls complicates the interpretation of this flow as a prototype of canonical FPG and APG boundary layers, and thus care must be exercised when using the present results to draw general conclusions regarding turbulence theory and modeling. In particular, the results may depend on the size of the spanwise period, which is arbitrary. This issue will be revisited below.

3 Results

Overall character of the flow

Figure 1 illustrates the asymmetry in the velocity profile introduced by the pressure gradient and moving walls, which still has a strong Couette character.

<table>
<thead>
<tr>
<th>Wall</th>
<th>( u_x/2U_w )</th>
<th>( p^+ )</th>
<th>( \Delta x^+ )</th>
<th>( \Delta z^+ )</th>
<th>( y_{10}^+ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>APG</td>
<td>0.0145</td>
<td>+0.00285</td>
<td>5.4</td>
<td>2.7</td>
<td>3.0</td>
</tr>
<tr>
<td>FPG</td>
<td>0.0302</td>
<td>-0.00032</td>
<td>11.3</td>
<td>5.6</td>
<td>6.1</td>
</tr>
</tbody>
</table>
with only one sign of $dU/dy$ and $\tau$. The effective FPG and APG wall layers are characterized by the negative and positive (with respect to the reference frame attached to each moving wall) wall-normal total shear-stress gradients $d\tau/dy_w$, also shown in Figure 1. The level of equilibrium of the time- and $(x, z)$-plane average, which was gathered over a period of approximately $460h/U_w$, can also be inferred from this figure by comparing the total stress profile to the linear idealization defined by the pressure gradient. This figure also shows that the viscous shear stress is confined to thin regions, compared with $h$; this widens the region over which pure turbulent behavior can be hoped for.

Although the linear stress profile reflects a mature solution very close to equilibrium, it appears the roll-cell structures may not have reached their final (stationary) configuration at the beginning of the averaging period. This is suggested by the difference between the streamwise-velocity contours in $y-z$ planes at times corresponding to the beginning (top figures) and end (bottom figures) of the averaging, which are shown in figures 2 and 3 (the former showing a single $y-z$ plane, the latter the streamwise-domain average). The difference is consistent with the roll structure ‘splitting’ laterally from one to two, transitioning from a state in which the roll energy resides primarily in the $(k_z^+, k_x^+)$ = $(k_z L_z/2\pi, k_x L_x/2\pi) = (0, \pm 1)$ mode (where $k_z$ and $k_x$ are the streamwise and spanwise wavenumbers) to one in which $(0, \pm 2)$ dominates. This has been confirmed by examination of the velocity spectra from the channel centerline at the two times in question. The DNS will need to be continued to ascertain whether the roll’s final state remains ‘locked’ into the $(0, \pm 2)$ mode, and to quantify the effect the roll evolution has on the mean profiles shown below.
Figure 4 initiates the comparison of the two wall regions, each with a normalisation based on its own friction velocity. The influence of the pressure gradient on the near-wall variation of the Reynolds stresses is very visible. The thick-solid line near $y^+ = 0$ gives the slope, in wall units, of the total shear stress. The pressure-gradient effect reaches all the way to the wall, especially for the two wall-parallel stresses $\overline{u'u'}$ and $\overline{w'w'}$; in other words, they grossly violate any ‘law of the wall,’ defined solely in terms of $y^+$ and $u_\tau$. Note however that even without pressure gradient, when varying Reynolds number the diagonal stresses violate what would be a law of the wall to a similar degree, at least for Reynolds numbers currently accessible to DNS (Spalart 1988, Hoyas & Jiménez 2006).

Figure 4: Top, Reynolds- and total-shear stress; bottom, root-mean-squared (RMS) velocity fluctuations, in local wall units.

Figure 5: Turbulence length scales.

Comparison between length scales

In Figure 5 we re-visit the question of the pressure-gradient response of the wall-turbulence semi-theories (1), (2) and (3). As in Johnstone et al. (2010), the log-law version of the length scale (1) is found to be significantly less vulnerable to pressure gradient than the other two. This is seen more clearly with the higher Reynolds number, and applies to both walls. Note that the line $l = y_w$ is not in-between (1) and another curve; in other words, the results do not indicate a mere preference towards (1), they suggest that (3) and especially (2) grossly fail to match reality. This argues against the success of a theory based on a weighted average of the three candidates.

Compared with our first Couette-Poiseuille paper (Johnstone et al. 2010), the higher Reynolds number allows us to refine the conclusions: especially in the region below roughly $y/h = -0.7$, length scale (1) appears to have a smooth and consistent deviation from $\kappa_0 y_w$, where $\kappa_0 = 0.4$. One interpretation could be that this region has a lower value of $\kappa$, of the order of 0.375; this value is quite low, even with the current
uncertainty over the exact value of $\kappa$. Also note that the same attitude applied near $y^+ = +0.8$ and therefore on the APG side would suggest a higher value than 0.4 for $\kappa$. Another interpretation is that the Reynolds number is not sufficient for the result to arrive at the final behavior. However, considering that the Reynolds number has been doubled, it now appears established that the ‘resilience’ of (1) we noted in our earlier study is not perfect.

The trend seen here is consistent with Galbraith’s 1975 experimental findings, which we believe have not been adequately recognized, confirmed, challenged, or adopted as a guide for turbulence modeling. Unfortunately, this line of work remains narrow and isolated.

**Detailed behavior of the velocity profile**

Having established that the velocity profile is closer to universal behavior than the other candidates, we now study it more closely. The effect of the pressure gradient on the law-of-the-wall scaling of the mean velocity is shown in Figure 6, which includes results from both the present and earlier Couette-Poiseuille DNS, along with the pure-Poiseuille profile from Hoyas & Jiménez (2006), for which $p^+ = -5.0 \times 10^{-4}$ (indicating a weak FPG). The higher Reynolds number of the new simulation is evident in the clearer distinction between the buffer, (nominally) logarithmic, and wake regions for both the FPG and especially the APG sides. The FPG profile agrees well with the reference higher-Reynolds-number profile of Hoyas & Jiménez, while the APG result falls well below the channel benchmark: the viscous sublayers all agree to plotting accuracy, but at larger $y^+$ the APG profiles dip below the FPG mean; the deviation becomes noticeable near $y^+ = 15$. Note that the grid resolution in wall units is more favorable for this wall, with its lower $u_\tau$, so that a higher level of numerical error near this wall is not suspected. At $y^+ = 30$, the total shear stress is about 8% higher than at the wall, which can already be considered a significant deviation. In other words, if measured by the shear stress the FPG cases are actually clustered very close together, and the APG case is isolated; this makes the behavior of the velocity less surprising.

A more sensitive measure of the velocity profile is presented in Figure 7, in terms of what we refer to as the Kármán measure $\kappa_M = d(\ln y^+)/dU^+$. It is equal to the length scale in (1), divided by $y^+$. Also included are the Hoyas & Jiménez (2006) channel data and results from a series of Ekman-layer DNS over a range of Reynolds numbers (Spalart et al. 2009; Johnstone 2012). The Kármán measure equals the Kármán constant $\kappa$ in an exactly logarithmic region; the lack of a plateau (expected to begin around $y^+ = 100$, roughly) indicates that such a layer is not present for the flows examined here. This may be blamed on the relatively low Reynolds numbers amenable to DNS, but perhaps not totally, considering that values more than 20 times larger than in the pioneering DNS of the 1980s have
been reached. If the current thinking among some experimentalists (based on very high Reynolds number pipe-flow measurements) – that a constant-κ region should only be expected for Reynolds numbers large enough that \( y^+ = 10^3 \) falls well below 0.1δ (where δ is the layer thickness) – then a ‘DNS answer’ for the value of κ – and confirmation that it is indeed universal – is many years away.

For now, we note that Figures 6 and 7 support the validity of the general law of the wall (i.e. that \( dU^+/dy^+ \) depends only on \( y^+ \)), which is unaffected by system rotation (acting in the Ekman flow) and the sign and magnitude of pressure gradient (in the pure and Couette-Poiseuille channels), for 0 < \( y^+ < 35 \).

Focusing only on the FPG results, a further case can be made that the range of established universality extends to \( y^+ \approx 400 \) or so, since the rotating-boundary-layer and channel results agree here. The trend versus Reynolds number is very encouraging. Although some questions remain open, this finding tends to contradict claims made by some that even the high-Reynolds-number limit of κ would be flow-type dependent, that is, different for example in channels, pipes and various versions of boundary layers. The behavior in APG is a little dissonant, but we pointed out that its pressure gradient in wall units is still fairly strong.

**Figure 8:** Values of \( U^+ \) at \( y^+ = 50 \) for various pressure gradients, from experiment and simulation. New results are shown by solid red upward triangles.

We return to the pronounced downward shift with increasing \( p^+ \) seen for \( y^+ > 15 \) in Figure 6. Figure 8 (essentially the same as Figure 6 in Johnstone et al.) documents the variation of \( U^+(50) \), the velocity at \( y^+ = 50 \), for a range of pressure gradients. This includes a wide group of earlier DNS and experiments, some with much stronger values of \( p^+ \) than the present ones, in both directions. The new results are in line with the old ones. Both our old and new APG results are somewhat below the general trend. The results are compatible with the conjecture that \( U^+(50) \) primarily depends on \( p^+ \), as opposed to other parameters such as Reynolds number. The general conjecture would be that the velocity profiles follow a law of the type \( U^+ = f(y^+, p^+) \), with the flow Reynolds number and other measures of the outer flow having a much weaker effect than \( p^+ \) does, over a useful range of \( y/\delta \) where \( \delta \) is a measure of the outer-layer thickness. Such a finding could be used to construct a pressure-gradient-dependent wall function for \( U^+ \) in non-separated boundary layers. However, there are many issues with this, such as the difference between \( p^+ \) and \( d\sigma^+/dy^+ \) in flows other than channels (Johnstone et al. 2010). Finally, recall that mixing-length reasoning would predict a positive slope in this figure (Spalart & Watmuff 1993), thus repeating the egregious failure of that approximation seen in Figure 5.

**Figure 9:** Kármán measure implied by SST and SA models.

**Results of turbulence models**

We conclude by examining the ability of two widely-used RANS models to reproduce the DNS results, with attention given to possible roll-cell effects.
The models are Menter’s (1994) SST and the Spalart-Allmaras (1994) (SA) models, the latter with and without the quadratic-constitutive-relation (QCR) option (Spalart 2000). The SA/QCR model is exercised in the spanwise-periodic mode introduced, in a study of pure Couette flow by Spalart et al. (2014), with various values for the period $L_z$, which controls the ‘roll cells.’ Briefly, the approach is to obtain RANS solutions that are steady and independent of $x$, but have a $z$ dependence and three velocity components: $(U, V, W)$ are functions of $(y, z)$. Spalart et al. (2014) found that eddy-viscosity models combined with a simple QCR (and only these models, so far) sustain roll cells that resemble those known in Couette-flow experiments and DNS (evoking Figure 3), and account for sometimes half of the momentum transfer in the core region of the flow. It was also found that this transfer depends quite strongly on the rolls’ spanwise spacing, which is arbitrary within a range; that is, the equations accept the rolls only over a band of wavelengths. Note that the $(k_x^*, k_z^*) = (0, \pm 2)$ mode associated with the DNS rolls in Figure 3(bottom) implies their lateral spacing is $\lambda_z = L_z/2 = \pi h$, such that an SA/QCR run with $L_z/h = \pi$ corresponds to the most mature DNS spacing.

The Kármán-measure profiles are shown in Figure 9. The SST model is not very accurate in the buffer layer; this is a known issue, ultimately tied to the non-use of a viscous damping function similar to $f_{\epsilon 1}$ in the SA model. Farther from the wall, SST is in noticeably better agreement with DNS than SA, unless SA/QCR is used with the most favorable value of $L_z/h$, namely 2 (a value which gives the best results for both walls, but is not very close to the current DNS value, namely $\pi$). This confirms that the roll cells have a major influence on the RANS results, not only in Couette flow but also in the present blend with Poiseuille flow. Runs with SST-QCR and roll cells will also be instructive, although the use of the model without roll cells is certainly appropriate.

In Figure 10, we examine the three length scales as produced by the turbulence models. It confirms Figure 9 in terms of ranking the models for accuracy. The figure also gives a commentary on the nature of transport-equation turbulence models, as opposed to algebraic models. A mixing-length algebraic model would agree precisely with equation (3), for instance, up to some distance from the wall of order $h$. This does not happen with either of the present models. These models were constrained to agree with (1), (2) and (3) in a constant-stress layer, and it could have been that they fortuitously agree with one of the three in general. Instead, they agree with (1) better than (2) or (3); this is a favorable trend, since this is also what DNS does, but this is not by design and simple behavior is not to be expected. In the SA model, the behavior could become ‘by design’ if the $f_w$ function were adjusted to match new results.
4 Summary and Future Work

A new Couette-Poiseuille DNS is used to explore the universality and robustness of conflicting versions of near-wall similarity. The impact of pressure gradient on the log-law relationship for the mean velocity is found to be significantly weaker than it is on eddy-viscosity and mixing-length alternatives. Compared to our previous findings, the present conclusions are less clouded by low-Reynolds-number effects, and are thus more compelling. On the other hand, the effect of the large-scale streamwise roll cells/vortices suspected in the DNS is not yet fully resolved, and we must not over-estimate the authority of RANS results for such phenomena. The reality is that Couette-Poiseuille DNS is far from immune to the problem of domain size that affects Couette flow.

We again take note of an encouraging trend among many datasets for a possible pressure-gradient-based correction of the log law in Figure 8, but recognize that a much larger body of evidence is needed before serious proposals are made.

Further DNS (now underway) is needed to complete the study. We aim to quantify the evolution of the roll structure, and its effect on both the dynamics of the flow (in terms of momentum transport) and the implications for turbulence theory and RANS modeling. It is remotely possible that the ranking of the ‘winners’ in the length-scale ‘contest’ (Figure 5) will be re-ordered once this is done. This will involve examining time- as well as streamwise-averaged fields, to ascertain whether a cell remains at a fixed spanwise location, meanders in time and/or streamwise direction, or even has a finite life. A plausible separation of the Reynolds stresses into ‘roll-cell’ and ‘small-scale’ contributions would be used after studying the two-dimensional spectra in the $x$-$z$ plane. Statistics gathered from fields that have had the energy of the modes corresponding to the cells removed would be used to recompute the length-scale profiles examined above.

In the longer term, the pressure gradient and the wall-velocity difference will not have to be in the same direction, so that skewed wall-bounded flows can be simulated by the same method, and compared with the Ekman layer.
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