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ABSTRACT

We report the first direct and robust measurement of the faint-end slope of the Ly-α emitter (LAE) luminosity
function at z = 5.7. Candidate LAEs from a low-spectral-resolution blind search with IMACS on Magellan-
Baade were targeted at higher resolution to distinguish high redshift LAEs from foreground galaxies. All
but 2 of our 42 single-emission-line systems are fainter than F = 2.0 × 10−17 ergs s−1 cm−2, making these
the faintest emission-lines observed for a z = 5.7 sample with known completeness, an essential property for
determining the faint end slope of the LAE luminosity function. We find 13 LAEs as compared to 29 foreground
galaxies, in very good agreement with the modeled foreground counts predicted in Dressler et al. (2011a) that
had been used to estimate a faint-end slope of α = −2.0 for the LAE luminosity function. A 32% LAE fraction,
LAE/(LAE+foreground) within the flux interval F = 2−20 × 10−18 ergs s−1 cm−2 constrains the faint end slope
of the luminosity function to −1.95 > α > −2.35 (1σ). We show how this steep LF should provide, to the limit
of our observations, more than 20% of the flux necessary to maintain ionization at z = 5.7, with a factor-of-ten
extrapolation in flux reaching more than 55%. We suggest that this bodes well for a comparable contribution
by similar, low-mass star forming galaxies at higher-redshift — within the reionization epoch at z >∼ 7, only
250 Myr earlier — and that such systems provide a substantial, if not dominant, contribution to the late-stage
reionization of the IGM.
Subject headings: galaxies: high-redshift – galaxies: evolution – galaxies: formation

1. INTRODUCTION

Our understanding of galaxy evolution during the epoch
of reionization has improved with the deep near-IR imag-
ing from WFC3 on the Hubble Space Telescope. Numerous
Lyman-break galaxies (hereafter, LBGs) have been found at
redshifts z = 6 − 9, with a luminosity function (hereafter, LF)
that spans a factor of ∼100 in brightness (e.g., McLure et al.
2013; Ellis et al. 2013; Bouwens et al. 2014; Oesch et al.
2014). Although the photometric redshifts of these young
galaxies are reasonably secure, spectroscopic confirmation of
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Lyα emission has proven elusive in most cases (Fontana et al.
2010; Pentericci et al. 2011; Schenker et al. 2012; Caruana
et al. 2012, 2014; Bunker et al. 2013). There is mounting evi-
dence that this is due to a significant fraction of remaining HI
that substantially attenuated any Lyα emission escaping these
young objects (Stark et al. 2010; Ono et al. 2012; Treu et al.
2013; Tilvi et al. 2013; Momose et al. 2014; cf. Dijkstra et al.
2014) .

Young stellar populations in early galaxies were the likely
sources of high-energy (E > 13.6 eV) photons responsible
for reionization of the intergalactic medium (IGM). However,
it is well known that the brighter galaxies provided a small
fraction of the required flux, so that much larger numbers
of fainter, unobserved galaxies would be needed to balance
or exceed the ionizing budget (Bunker et al. 2010). In fact,
recent surveys that reach deeper do suggest that the LF of
Lyman-break galaxies is steep, with faint-end slope α∼ -2.0
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(Bradley et al. 2012; Alavi et al. 2014; Schmidt et al. 2014;
Bouwens et al. 2014 ). The observed galaxies alone account
for of approximately 10% of the required Lyman-continuum
flux: if a slope of α ∼ -2.0 continues to a luminosity ∼10-
100 times lower, then these galaxies should account for a
substantial fraction of the flux required for full reionization
(Robertson and Ellis 2012; Robertson et al. 2013; Schmidt
et al. 2014).

On the other hand, it is not clear that Lyman-break galax-
ies can supply sufficient Lyman-continuum photons into the
IGM. Even at lower redshifts, z = 5 − 6, where neutral hydro-
gen is gone from the IGM, Lyα emission is only sometimes
detected in Lyman-break galaxies (e.g., Shapley et al. 2003;
Kornei et al. 2010; Stark et al. 2010; cf. Curtis-Lake et al.
2014), as it of course is for the class of galaxies defined by
strong emission — the Lyα-emitters (LAE). As described by
Schaerer (2014), LAEs and LBGs at high redshift are closely
related star forming systems whose differences in observable
properties could be due entirely to differences in dust con-
tent. The lower (on-average) stellar mass of LAEs compared
to LBGs may be connected to their systematically lower dust
contents. It is possible, then, that the mature stellar popula-
tions in Lyman-break galaxies, evident in their strong stellar
UV-continua, entrain enough dust to prevent many Lyα pho-
tons, and most Lyman-continuum photons, from leaving the
galaxy. For example, from observations of LBGs and LAEs at
z ∼ 3, Nestor et al. 2013 find Lyman-continuum escape frac-
tions 2-4 times higher than for LAEs. For this reason, the
needed Lyman-continuum photons may preferentially come
from LAEs, where stellar continuum radiation is weak, and
the dominance of emission is the signature of a younger star-
burst — perhaps the first major episode of star formation in
the system.

The largest collections of LAEs at z > 5 come from
narrow-band imaging surveys with the Subaru telescope (e.g.,
Shimasaku et al. 2006; Ouchi et al. 2008; Hu et al. 2010;
Kashikawa et al. 2011). With the wide field-of-view of
the SuprimeCam, narrow-band searches are an efficient way
to find high redshift LAEs with luminosities L >∼ L∗, ≈
1043 ergs s−1. Thus, these studies have a good purchase on two
of the Schechter function parameters, Φ∗ and L∗, within their
significant covariance. However, as explained in Dressler
et al. (2011a), MNS2) and reiterated in §3.2 of this paper,
detections of LAEs below L* become rapidly incomplete for

narrow-band observations of ∼150Å FWHM. Although some
fainter objects are detected, incomplete sampling makes such
data at z = 5.7 unsuitable for measuring the faint-end slope α.

Our Multislit Narrowband Survey, hereafter MNS, was
specifically designed to produce complete samples of LAEs
up to ten-times fainter than the narrow-band imaging surveys.
Basically, this is accomplished by searching the same low-
OH-background part of the spectrum as for imaging surveys

for z = 5.7 LAEs (8110 − 8270Å), but by adding a grism to
disperse the light so that each emission-line-detection com-
petes against a ten-times-lower sky background. The origin of
the technique, and our application of it using the 27 arcmin-
diameter field of the IMACS f/2 channel, is detailed in Martin
et al. (2008, MNS1) and in MNS2.

MNS2 describes the analysis of an excellent observing run
in 2008 that produced ∼20 hours of integration for each of
two fields, netting a sample of 210 single-emission-line, no-
detected-blue-continuum sources that were candidate LAEs at
z = 5.7. These spectra reached a 50% completeness at a line

flux of F = 3.5× 10−18 ergs s−1 cm−2, sufficiently faint for the
first credible measurement of the faint-end-slope of the LAE
luminosity function (hereafter, LF). However, because of the

relatively low spectral resolution of ≈10Å FWHM and the

∼150Å coverage of the search spectra, LAEs could not be
reliably separated from foreground galaxies producing [O II],
[O III], Hβ, or Hα emission, which together were expected
to outnumber the LAEs by about 2-to-1. In MNS2 we used
published results of counts of these foreground sources — ex-
trapolated to the fainter limits of the MNS survey — to statis-
tically correct for the foreground contamination and construct
the residual LAE LF. This process depended most sensitively
on the faint-end slope of each of the foreground populations,
whose value and range we needed to estimate. Our best esti-
mates of these quantities led to a faint-end slope of the LAE
LF of α = -2.0, but values as low as -1.5 or as high as -2.5
could not be ruled out.

Confirmation of a steep slope for LAEs at z ∼ 6 has im-
portant implications for questions of galaxy formation, the
production of heavy elements in the universe, and reioniza-
tion, so we have been strongly motivated to confirm the re-
sult of a steep slope of the LAE LF forecast by our statis-
tical correction for foreground contamination. Accomplish-
ing this requires higher dispersion spectra for a statistically
significant sample of the faintest LAE candidates. Our first
efforts to do this have been described in Henry et al. (2012,
MNS3), where LAEs were positively identified in the COS-
MOS field using spectra from Keck-DEIMOS with a resolu-

tion of λ ≈ 2Å; these results are briefly reviewed in §4.1. In
this paper we present similar spectra for a significantly larger
sample of faint LAEs in our 15h field (LCRIS), leading to a
determination α = −2.15± 0.20, in good agreement with the
results of MNS2.

The paper is organized as follows: §2 describes the new
data taken with IMACS on Magellan; §3 describes how these
objects were matched to those found in the low-resolution
search, and the criteria for separating LAEs from foreground
galaxies; §4 explains how we used these data to constrain the
faint-end slope of the LAE LF; §5 explores the implication of
this now-confirmed steep slope of the LAE LF for reioniza-
tion; and §6 gives our conclusions.

2. THE DATA: HIGHER DISPERSION SPECTRA OF CANDIDATE
LAES

The experimental technique of the 2008 MNS search was
to use 100 parallel long slits crossing the full field of view of
the IMACS f/2 camera, a circle of 27 arcmin diameter. The
spacing was chosen to allocate about ∼70 pixels in the disper-
sion direction per slit, which covered a “low-OH-emission"

spectral band of λ = 8115 – 8250Å at 2.0Å pix−1. The 2008
MNS search used this setup, described in MNS2, to cover
∼55 sq arcmin (∼10% of the full f/2 imaging field) in both
the COSMOS field and the Las Campanas Redshift Survey
field (Marzke et al. 1999). Slits 1.5 arcsec wide produced a

spectral resolution of 14Å for objects that fill the slits, but
for the typical size and profile of the discovered single-line
sources, and the good seeing conditions of the search (<0.6

arcsec FWHM) a 10Å FWHM resolution was typical. Still, at
this resolution, spectra of LAEs are usually indistinguishable
from single-emission-line foreground galaxies, since a resolu-

tion of less than <∼5Å is required to resolve the characteristic
asymmetry of most Lyα emission lines, or to split the dou-
blet of [O II] foreground sources at z ≈ 1.20. Because these



data could not be used to unambiguously identify the LAEs at
z ≈ 5.7, the result from MNS2 of a steep slope of α ≈ −2.0
for the LAE LF depended on a statistical correction for the
foreground contamination. Since this further depended on an
extrapolation of the LFs for foreground sources to fainter lim-
its than observed, the putative steep slope of MNS2 required
further spectroscopy, to identify LAEs on an individual basis.

Such follow up spectral observations at 2-3Å FWHM res-
olution were planned with both IMACS and Keck-DEIMOS
starting in 2010. Observations planned in 2010, 2011, and
2012 for IMACS on Magellan-Baade were thwarted by poor
weather, but observations in 2010 and 2011 with DEIMOS of
LAE candidates in the COSMOS field were moderately suc-
cessful in terms of observing conditions. The DEIMOS ob-
servations confirmed 6 LAEs from the faint sample; the basic
results of MNS3 are reviewed in §4.1.

In April 2013 and March 2014, two mostly-clear 5-night
runs at Las Campanas Observatory, with average, on-target
seeing of 0.68 arcsec and 0.71 arcsec (approximately the me-
dian seeing at Magellan), were successfully completed using
IMACS in f/4 mode (Dressler et al. 2011b) with a 600-l/mm
+13◦ blaze grating, delivering a scale of 0.378Å pix−1 and

a spectral resolution (1.0 arcsec-wide slit) of ∼3Å. The de-
tector readout was rebinned by a factor-of-two in the spatial
direction to increase signal over read noise, resulting in a scale
of 0.22 arcsec pix−1. A single slit mask was designed and fab-
ricated for each year; each mask targeted LAE candidates in
the 15h field of the Las Campanas Redshift Survey (Marzke
et al. 1999). The position angle of slits was rotated by 90◦
from that of the long slits in the 2008 search mask, in order
to place along the slit the coordinate that includes a degen-
eracy between sky position and line wavelength. The multi-
slit masks of the IMACS f/4 cover a field of 15 arcmin x 15
arcmin. For the 2013 and 2014 runs, total integration times
were 27.4 and 17.5 hours, respectively. The spectral range

extended out to 9000Å for all spectra, and for most extended

down to ∼6000Å, important for confirming those cases where
Hα was the line detected in the search window.

The new IMACS f/4 spectra were reduced
using the COSMOS software package —
http://code.obs.carnegiescience.edu/cosmos/Cookbook.html,
augmented by programs written in Python by Kelson that
facilitated the reduction of emission-line only sources, a de-
parture from the common data reduction with COSMOS that
makes use of object continua for fine-tuning object detection.
Wavelength calibration and registration were performed
using He+Ne+Ar lamp spectra taken in proximity to each
set of science frames, while the modeling and subtraction
of sky was done using the Kelson (2003) procedure. The
reductions produced 2D frames of sky subtracted spectra
that were shifted and added using IRAF ‘imcombine’ to
produce a single frame for each year’s observations. These
were examined with Viewspectra, a COSMOS routine for
interactive examination of 2D spectra and for extracting 1D
spectra.

Redshifts were measured for 45 of the 52 LAE candi-
dates ("single-emission-line, no-blue-continuum sources" —
see MNS2), an 87% success rate of recovering the targets
from the 2008 search catalog. The other 13% failed to show
an emission-line at or near the predicted spatial or wavelength
position; in fact, none of these showed a convincing line
over the full wavelength band. Twelve of the 52 candidates
were repeated in the 2014 spectroscopy. Nine of the repeats

FIG. 1.— Wavelengths of single-emission-line sources from the 2008
search for faint LAEs compared to confirmation observations with higher
spectral dispersion in 2013 and 2014. The dispersion and offset is dominated
by uncertainties in the 2008 search data, for which wavelength calibration is
difficult. The apparent clumping of the LAEs into three systems with a typical

separation of ∼200 km s−1 is likely to be real and indicative of a significant
cosmic variance.

were recovered spectra in good agreement with the 2013 data,
while for three no object was found, as in 2013.

3. RESULTS

The final sample consists of 45 spectra: 13 sources are
identified as LAEs and 32 as foreground galaxies (identified
through criteria described below). For 3 of foreground galax-
ies the recovered emission line was an order-of-magnitude
brighter than than that of the 2008 candidate.1 These were
judged to be cases where the LAE candidate was actually
an H II region of a foreground galaxy, and the galaxy to
which it belonged revealed when the slit orientation was
changed by 90◦ to remove the wavelength-position ambigu-
ity (see §2). Also, two of the foreground galaxies are ex-
cluded from the following analysis because, though they are
confirmations of the 2008 candidate data, they have fluxes
of F = 27 & 84 × 10−17 ergs s−1 cm−2: this is a factor-of-ten
brighter than the flux interval we are interested in. The prob-
ability of finding a LAE this bright is less than 1% for the
area covered by our survey. This leaves a sample of 13 LAEs
and 27 foreground galaxies covering the range in flux F = 2-
20× 10−18 ergs s−1 cm−2, the relevant range for the determina-
tion of the faint-end slope of the luminosity function (fainter
than L∗), as can be seen in Figures 10 and 11 of MNS2.

Concerning the measured fluxes of these sources, we note
that photometry is problematical with spectroscopic data, due
to the uncertainty of object position with respect to slit and
the fact that some objects are bigger than the slit width (slit
losses). For the faint objects of our study, sky subtraction and
flat-fielding errors add to the difficulty. Furthermore, those at
the flux limit of our sample, F ∼ 3× 10−18 ergs s−1 cm−2, are
only S/N ≈ 3 − 4 detections (see MNS2, Figure 3). The com-
bined effect, evident in comparing our 2008, 2013, and 2014
data sets, is that photometry accurate to <∼10% is not possible
— typical errors are typically two or three three times larger.

1 One of these was at the wrong spatial position and another had a strong
continuum as well.



In MNS3 we implemented a maximum-likelihood methodol-
ogy capable of deriving the luminosity function in the pres-
ence of such photometric scatter and the uncertain positions
of objects within the slits of the blind search. In this paper we
take an alternative approach based on the LAE fraction which,
as we show in §4, is also robust to these effects.

We retained the fluxes measured from the 2008 search spec-
tra for the following analysis, however, among the 27 fore-
ground sources of the final sample (but for none of the LAE
sample) 4 objects were significantly brighter in the 2013, 2014
spectroscopy than in the discovery spectra, 2 by ∼30% and 2
by a full factor-of-two. We judged these to be cases of slit-
losses in the discovery spectra — a reasonable fraction — and
revised them to the higher value.

3.1. Criteria for discriminating z = 5.7 LAEs from foreground
galaxies

We have a high degree of confidence in the sample of LAEs
we report here. The criteria that underlie this confidence is
a series of qualifications. First, to be considered a "recov-
ered candidate" from the the 2008 search, an emission line in
the 2013 and/or 2014 spectra must agree with the wavelength
found in the search data. Figure 1 shows this comparison for
both the LAEs and foreground sources in the new data. Com-

pared to the ∼120Å range of the bandpass, the ∼5Å scatter
in the relation is small, ergo, there is no question that the re-
covered objects are the ones found in the 2008 search.2 The
recovered spectra were also required to lie within ±2 arcsec of
the spatial position on the slit predicted from the 2008 search
data.

Second, all the foreground objects are easily identified
through their spectral signatures. Figure 2 shows extracted
spectra from the 2D data. [O II] emission at z ≈ 1.20 ac-
counts for ∼60% foreground contamination. As shown in the
middle panel, the [O II] doublet is well-resolved and the lines
easily distinguished, even for the faintest objects. Emission-
line galaxies at z ≈ 0.64 are also a major component of the
foreground: the λ5007 line of [O III] is shown for 6 out of
the 8 cases (right-hand column of Figure 2) and in all these
cases λ4959 is also detected, and usually Hβ as well. Hα at
z = 0.25 and Hβ at z ≈ 0.68 accounts for only 10% of the
foreground, and only one of these show accompanying [N II]
emission, but in all but one case Hα is ruled in or out by
the detection of [O III] at an observer-frame wavelength of

∼ 6250Å. A rare [Ne III] line, confirmed by the presence of
[O II] , was also found, but together [O II] , [O III] /Hβ, and
Hα should account for 99% of the foreground, since these are
much stronger than any other lines from [O II] to Hα . Hγ or
Hδ emission could have been found, but [O II] would always
accompany them.

The remaining 13 emission lines are identified as Lyα,
shown in the left column of Figure 2. The characteristic asym-
metry of Lyα is seen in 8 of the 13 objects, and 3 others,
although not clearly asymmetric at this signal-to-noise, are

2 The dispersion in wavelength, as well as the ∼10Å shift between the
search data and the follow-up data is dominated by the former. Repeat mea-
surements in 2014 of 12 objects observed in 2013 show a typical error of

less than 1Å, from well-calibrated arc lines spanning of several thousand
angstroms. The are no comparison arc lines in the narrow band of the 2008

search data, which covers only ∼150Å. We used the narrow-band interval
itself to define the wavelength scale, but the bandpass shifts with angle from
the optical axis, and the "venetian blind" mask made used in the LCRIS (15h)
search added additional uncertainty because of departure from sphericity of
the highly perforated mask, another source of error in the wavelength.

clearly too broad to be foreground lines: [O III] /Hβ, Hα —
are all ruled out, as described above, and the small velocity
broadening expected for these foreground dwarf galaxies (M
∼ -17), σ <∼ 50 km s−1, rules out the possibility of broadened
[O II] . Three additional Lyα lines are narrower: they resem-
ble those of fainter LAEs from the Subaru-SuprimeCam stud-
ies (Kashikawa et al. 2011) and two examples from our own
Keck-Deimos spectra (MNS3). For the three found here, la-
beled 1.9, 2.6, and 3.5 in Figure 2, [O II] , [O III] /Hβ, and Hα
(by lack of [O III] emission, see above) are all ruled out.

In summary, we consider these 13 Lyα identifications to be
secure, and the foreground identifications as well.

Basic data for these 13 LAEs, including positions, are given
in Table 1.

3.2. These are the faintest LAEs yet detected at z ∼ 6

All 13 LAEs are fainter by a factor of 2 to 5 than the com-
pleteness limits of two Subaru Suprime-Cam narrow-band
surveys, COSMOS F ≈ 2×10−17 ergs s−1 cm−2, and the Sub-
aru Deep Field, F ≈ 1.6× 10−17 ergs s−1 cm−2 (see Figure 1
of Takahashi et al. 2007). Although Kashikawa et al. (2011)
include LAEs 2-3 times fainter than these limits, the detec-
tions have large errors, S/N < 3, with the result that they are
drawn from a very incomplete sample. For this reason, the
faint-end slope of the LAE LF is unconstrained by the Subaru
narrow-band data, as is apparent from the renderings of the
LF in Kashikawa et al.’s Figures 7 & 9. Our MNS study has
the only sample of LAEs that constrains the faint end slope of
the LAE LF at z = 5.7.

4. MEASURING THE SLOPE OF THE LAE LUMINOSITY FUNCTION

The slope of the LAE LF is the critical determinant of the
contribution of low-luminosity LAEs to reionizing flux in the
early universe. Uncertainties in the other Schechter function
parameters — a lower characteristic luminosity L∗ or even a
lower space density Φ∗ — are quickly overcome if the slope
is steep, α< −1.5, needing only a factor-of-two more "depth"
to reach the photon flux capable of reionizing the universe.

In MNS2 we presented a sample of 210 galaxy spectra that

showed only a single emission line in a 140 Å-wide search

band centered at λ≈ 8180 Å. The source counts of these can-
didate LAEs rose rapidly with decreasing flux, but we recog-
nized that most of these sources had to be foreground galax-
ies. Lacking the high-resolution spectra we now have (or any
reliably way separate LAEs from foreground), we used pub-
lished data from Taniguchi et al. (2007) of foreground [O II],
[O III], and Hα emitters to remove the foreground statisti-
cally, leaving a possible LAE LF. In particular, subtracting our
best Schechter-function fits to the foreground counts (shown
in Figure 8 of MNS2) produced an LAE LF with a faint end
slope α≈ -2.0 that matched up well with an LAE LF with the
same slope from Shimasaku et al. 2006 (see MNS2, Figure
10) — one of three acceptable fits to the LAE LF they made
using their sample of L >∼ L∗ LAEs.

Unfortunately, the LAE LF we derived with this method
was not unique: our Schechter fits to the LFs of the 3 fore-
ground populations could not be tightly constrained because
they required an extrapolation to the faint flux levels of our
study: the Taniguchi et al. data come from narrow-band imag-
ing observations that, like the LAEs, become rapidly incom-
plete for log F < -17.0. For this reason, we needed to consider
perturbations on the "best-fitting" foreground LFs to assess
the robustness of our result of an LAE LF with slope α = -2.0.



FIG. 2.— Spectra of LAE candidates from 2013 and 2014 observations with IMACS on Magellan-Baade. The number to the left of each spectrum is its flux

in units of 10−18 ergs s−1 cm−2. The left column shows the 13 detected LAEs at z ≈ 5.7. The middle column shows 12 of the 16 detected [O II] emitters at z ≈
1.20, which account for ∼60% of the foreground sample. The third column shows 8 of the remaining 11 foreground spectra, 6 of the 8 detected [O III] emitters
(z ≈ 0.64, ∼30% of the foreground) and the three remaining foreground sources, Hα , Hβ , and [Ne III].

In that exercise, we learned that we could not rule out a
much shallower slope for the LAE LF, even to α = -1.0, or
even a slope as steep as α = -2.5. Here we use the term “re-
alization" to refer to each of the possible LAE LFs we gener-
ate by modifying the foreground LFs within their uncertain-
ties. In the process of making such realizations in MNS2, we
also found — not surprisingly — that the fraction of LAEs,
LAE/(LAE+foreground) was a sensitive function of the LAE
LF slope. The power of the new data presented in this paper is

that even a small sample of 40 LAE+foreground sources can
greatly reduce the range of acceptable realizations. This is the
approach that we now describe.

In MNS2 we adopted the Shimasaku et al. Schechter LF
fits to their LAE data3 with faint end slopes of -1.0, -1.5, and
-2.0, as models for the different “realizations" of the LAE LF
we had made by subtracting slightly different levels of fore-

3 Parameters for these LFs are closely matched by those in Hu et al. (2010).



FIG. 3.— Flux distribution for LAE and foreground sources, showing the
increasing fraction of LAE compared to the foreground population with de-
creasing flux.

ground contamination. This means that each realization was
made to match a Shimasaku et al. LF of slope α, including
its Φ∗ ‘normalization.’ The Shimasaku et al. LFs predict 16-
18 bright LAEs (log F > -17.0) — depending on the slope
— over the volume of our survey (see MNS2 Figure 10). A
deficiency of that analysis, however, was the graphical, rather
than analytical, comparison of our realizations of the LAE LF
with the Shimasaku et al. models (MNS2 Figure 11). We rec-
tify this here by measuring the steepness of the cumulative
LAE LF in the Shimasaku et al. models, R = NLAE (log F > -
17.6)/NLAE (log F > -17.3) — the ratio of the integrated LAE
counts over this flux interval, and adjusting the foreground LF
fits (within their uncertainties) to achieve the same quantity
for each LAE LF realization.4 (Each realization also matches
the Φ∗ normalization discussed above.) Table 2 lists the R
values for each model and realization and the values of α, log
L∗, and logΦ∗ for [O II] , [O III] , and Hα foregrounds that
were used to achieve the match.5

If we now calculate LAE/(LAE+foreground) — the LAE
fraction — over the interval F = 2 − 20× 10−18 ergs s−1 cm−2,
for each of these three realizations, we find values of 0.099,
0.142, and 0.260, corresponding to an expected number of
LAEs of approximately 4, 6, and 10, respectively, for a 40-
object sample. These are to be compared with the 13 we ac-
tually found. In the next section we describe a simple test of
the likelihood of these and other realizations that, in the end,
constrain the allowable realizations to a small range of slopes.

4.1. The LAE fraction of different realizations and
comparison with observations

In §3 we discussed the substantial uncertainties in the fluxes
of our faint sources. Even at this level of accuracy, the
data are probably good enough to fit a Schechter function
— as we did in MNS3, but in this paper we use a new
method that is robust to photometric errors, measuring only
the LAE fraction LAE/(LAE+foreground) over a flux inter-

4 R is a proxy for the asymptotic slope α, which our data — although well
below L∗ — do not reach.

5 Allowing for cosmic variance in the Φ∗ normalizations of the foreground
LFs is necessary to reproduce physically meaningful LAE LFs, that is, with-
out negative LAEs or an LF that diverges with increasing depth. Although
cosmic variance of order 30% is expected for the combined foreground pop-
ulations, in this case we made changes in Φ∗ of only ≤10% from the LFs
we adopted from Taniguchi et al. (2007). This was expected, since these
LFs were made in one of our fields, COSMOS, and the LCRIS and COS-
MOS fields have similar distributions of number counts versus flux (compare
Figures 1 and 2 in MNS2). The method would work in another field with sig-
nificantly different levels of the foregrounds, and would produce z = 5.7 LAE
LFs with the appropriate cosmic variance of ∼20% for fields of this size.

val, F = 2 − 20× 10−18 ergs s−1 cm−2, and comparing this
with expectations based on luminosity functions of varying
slopes. This ratio is well measured — despite the uncertainty
in fluxes — because both LAEs and foreground galaxies are
well bounded, on the faint end by the flux limit of all detec-
tions, and on the bright end by L* for both LAEs and fore-
ground. Figure 3 shows that for F > 2× 10−17 ergs s−1 cm−2

there is only one foreground galaxy out of the total sample of
27, and no LAEs.

Table 3 lists realizations of the MNS2 data we made for the
3 Shimasaku et al. models but also spaning the full range of
plausible faint-end slopes, −1.5 > α > -2.5, in steps of 0.1.
These interpolated Shimasaku et al. models were generated
by quadratic fits to log Φ∗ and log L∗, each as a function of
α, based on the three models of slope α = -1.0, -1.5, and -
2.0. Table 3 lists these Schechter function parameters for each
model and its R value, which is compared to the R value of
the realization of the data that matches this model. With this
full range of realizations of the 2008 data, each matching a
Shimasaku et al. LAE LF, we use our new data to test the
likelihood of each. This was done by calculating the predicted
LAE fraction, LAE/(LAE+foreground), over the range F = 2−
20× 10−18 ergs s−1 cm−2 for each realization, and comparing
it to the LAE fraction of our new data, 13/40, or 0.325.

We use a Monte Carlo test to determine how often the ob-
served LAE fraction of 0.325 would be reproduced in each of
our realizations of the LAE LF — these results are shown in
Table 3. For example, the LAE LF realization with αLAE =
-1.0 has an LAE fraction of 0.099 — 4 LAEs out of 40 to-
tal (single-emission-line-only) detections for this nearly flat
slope. The Monte Carlo test uses a random draw from a 40
object sample to determine that the observed number of 13
LAEs would be found only once in 10,000 trials if only 4 are
expected. This possible LAE LF is therefore ruled out. The
slopes -1.5 and -2.0, considered in MNS2, have LAE fractions
of 0.142 (∼6 LAEs) and 0.260 (∼10 LAEs), corresponding to
probabilities of 0.19% and 22%, of finding at least 13 LAEs.
The “best fit" of ∼40% is between the LAE LF realizations of
α = -2.1 and -2.2. The likelihood falls for greater slopes: for
the realization α = -2.5 the LAE fraction is 0.477 (∼19 LAEs)
and the probability of finding as few as 13 LAEs for a 40 ob-
ject sample has decreased to (100-98) = 2%. In comparison
with MNS2, the flat and modest slopes of -1.0 and -1.5 for the
LAE LF — although compatible with the brighter data of Shi-
masaku et al. — produce too few LAEs and are ruled out by
our 13 LAE detections, as is the -2.5 slope, which produces
too many.

The result is a probability distribution that is close to Gaus-
sian, with the mean value of α = -2.15 and a standard devia-
tion of 0.20. The 2σ value is reached at -1.75, as expected, but
the 2σ on the steep side comes in at -2.50 rather than -2.55.
The shot noise associated with this relatively small sample
suggests a systematic error of ∼0.1 in the slope.

The LAE LF with a faint-end slope of α = -2.15 passes two
other tests that show how well it fits the data. The first con-
siders how well the percentage of each foreground population
in our new data compares to values derived in MNS2 for the
COSMOS field (where there are data for the foregrounds, as
described in MNS2), but applied to both of the 2008 search
fields. (In this paper we used that 2008 model as a starting
point to set the Φ∗ of each foreground.) With our best-fitting
realization of slope α = −2.15), the relative foreground con-
tributions over the log F = -16.8 to -17.7 range are 57% for



[O II] compared to observed 63% (1σ bounds 42% - 70%),
34% [O III] compared to observed 30% (23%-45%), and 9%
for Hα compared to observed 7% (4% to 16%). This validates
the foreground model used to derive slopes for the LAE LF of
α ∼ −2.0 in MNS2, that is, the parameters for the Schechter
functions describe the foregrounds well.

The second test concerns the LAE-to-foreground ratio as a
function of decreasing flux. Although we have simply gath-
ered together all the LAEs and foreground galaxies in the flux
interval and focused on a single parameter — the LAE frac-
tion, we can learn something from Figure 3 about the dis-
tribution — the increasing fraction of LAE/foreground with
decreasing flux. Again, the best fit LAE LF derived with the
new data is in agreement this observed trend: brighter than
log F = -17.0, foreground galaxies in the model outnumber
LAEs by 9 to 1. At log F = -17.0 this ratio has dropped to
4.4 to 1, and at log F = -17.6 ergs s−1 cm−2 LAEs are almost
one-to-one with the foreground. For all the uncertainty in the
fluxes, this is what the data of Figure 3 show.

4.2. Comparison with the Keck-DEIMOS results
In MNS3 the results of Keck-Deimos observations in 2011

and 2012 were presented and analyzed, including the first re-
covery of faint LAEs in MNS, 6 LAEs with fluxes between
F = 5−10 × 10−18 ergs s−1 cm−2. A maximum likelihood tech-
nique was used to find a LF faint-end slope of α∼ −1.7, shal-
lower than found here, but the α∼ −2.0 slope found in MNS2
using a statistical correction of the foreground contamination
is within the 1σ uncertainty of the both MNS3 and the present
result. The methodology used here to measure the faint-end
slope is not easily applied to the MNS3 data, since there was
a prioritization of DEIMOS targets — based on previous low-
resolution IMACS spectroscopy — that favored objects that
were narrowed-down to be either LAE or [O II] foreground
over those without additional information following the orig-
inal detection in the 2008 search data (see MNS3). Also, the
LAEs found in MNS3 cover only the brighter part of this pa-
per’s sample (see Figure 3), which means that the LAE frac-
tion is expected to be smaller, 26% instead of 33% — accord-
ing to the best-fit model we find here. Still, it appears that the
result of MNS3 points to a flatter slope. We stress, however,
that the derivation of a probable α = -2.15 slope is completely
compatible with the data and analysis of MNS3.

A strength of the present work is that the LAE and fore-
ground spectra represent a nearly complete (∼85% of targeted
objects) sample, randomly selected by the spatial constraints
of the multislit mask technique, that should be unbiased. This
simplifies the analysis here. The unbiased selection of tar-
gets, and the much larger sample of confirmed LAEs, makes
the present work the best assessment of the faint LAE popu-
lation to-date, providing the strongest constraint on the faint-
end slope α of the LAE LF.

5. THE LAE POPULATION COULD BE THE DOMINANT SOURCE
OF REIONIZING PHOTONS

At z = 5.7, our sample lies past the redshift of full reioniza-
tion at z = 6.0 — our LAEs contribute to maintaining ioniza-
tion by balancing recombination. However, because z = 5.7
and z = 6.0 are separated by only by 64 million years, and
by an additional 200 Myr to z = 7, it is reasonable to believe
that our sample is representative of the similar emission-line
galaxies within the reionization epoch. Furthermore, since HI
absorption seems to substantially attenuate the Lyα signal at

z >∼ 7 (see §1), observing LAEs at z = 5.7 may turn out to be
the best epoch to study the properties of LAEs at earlier times.

In MNS2 we reviewed a number of issues that were related
to the possibility that the faint-end slope of the LAE LF is
steep, α ∼ −2.0, something that the present study confirms.
In that discussion, the identification of these faint LAEs as
systems of halo mass 1010 −1011 M�, at a space density equiv-
alent to several objects per today’s L∗ galaxy, motivated our
contention that these are the likely progenitor components of
L∗ galaxies, and that these lower mass systems are the prob-
able source of the metal enrichment of the IGM at this early
epoch. In this connection, the resolved profiles of most of
the Lyα sources we have presented in this paper are consis-
tent with large outflow velocities of hundreds of kilometers
per second, but a reliable measurement of outflow velocity
requires an as-yet-unmeasured local-standard-of-rest.

Here we consider only the ramifications of this now well-
measured faint-end slope of the LAE LF at z = 5.7 for the
question of the sources of reionization of the IGM. In MNS1
and MNS2 we derived the star formation-rate-density re-
quired to maintain ionization at z ∼ 5.7 from the LAE LF
flux. The uncertain parameters for calculating this quan-
tity are the production rate and escape fraction of Lyα and
Lyman-continuum photons and the clumping factor of the
IGM. MNS1 derived the equation for the critical luminosity
density L in Lyα required to maintain ionization at z = 5.7,

(1) L = 3.0×1040 ergs−1 s−1 Mpc−3 × ζ×
(

1 + z
6.7

)3(
Ωbh2

70

0.047

)2

where

(2) ζ = C6(1 − 0.1 fLyc,0.1)

(
fLyα,0.5

fLyc,0.1

)

combines the clumping factor, the Lyα escape fraction, and
the Lyman-continuum escape fraction, normalized to values
of 6, 0.5, and 0.1, respectively. A value of ζ ≈ 1 represents
current estimates of these values.

The rising LF for faint LAEs we have confirmed here is an
important step towards showing that galaxies at z = 5.7 are
capable of maintaining ionization and, by implication, that a
similar population of low-mass, low dust galaxies made a sub-
stantial contribution to reionization at z >∼ 7, only ∼300 Myr
earlier. In Figure 4 we reframe Figure 12 of MNS2 with the
new limits on the faint-end slope, confirming that such sys-
tems have played a substantial, perhaps dominant role in the
ionization of the IGM. Figure 4 shows the luminosity-density
in Lyα as a function of the limiting luminosity of the LAE
LF that has been measured. The critical flux density, L, from
Eqn. (1), is shown for 10%, 50%, and 100% of the flux re-
quired for full ionization. The blue shaded region shows how
1σ limits on the faint-end slope map onto the reionization flux.
Assuming a modest factor-of-three extrapolation in limiting
luminosity of our faint-end slope, our observations already
reach a level of ∼35% of the critical density, and a factor of
three further extrapolation brings us to the ∼55% level.

A faint end slope α > −2.0 is unphysical, of course, in the
sense that extrapolation of this LF indefinitely is unbounded.
However, there is no reason to suspect that the physics re-
sponsible for the steep interval found here — significantly
steeper than for any lower-redshift sample of galaxies, con-
tinues to apply. A shallowing of the slope α or even a cutoff
for much fainter LAEs would not be unexpected. Further-



FIG. 4.— Level of luminosity density required for maintaining reionization
at z ≈ 5.7 with a population of faint LAEs. The blue and green shadings
show the ±1σ and ±2σ bounds of a best-fit slope is α = −2.15 and σ = 0.20.
Within these limits, there is substantial progress toward reaching critical flux
density, ζ = 1: 22% is reached at the flux limit of our observations, 35% if the
LF continues to a factor-of-three-fainter flux limit, and ∼56% if it continues a
full factor-of-ten. If the Lyman-continuum escape fraction reaches as high as
20%, the full reionizing budget could be reached at that point. Such a higher
escape fraction is consistent with trends of increasing redshift and decreas-
ing luminosity found in lower-redshift samples, increasing the likelihood that
LAEs alone can provide the critical flux density to complete reionization at
z ∼ 6.

more, the steep slope we find for the LAE LF may not be
entirely due to a steep increase in the actual number of ob-
jects, since an increasing Lyα escape-fraction, also not un-
expected in lower-luminosity (lower-mass) systems (Schaerer

et al. 2011), could be partly responsible. Finally, we note that
Figure 4 uses an escape fraction of Lyman-continuum pho-
tons of only 10%, a conservative value that may also be in-
creasing with higher redshift and lower-mass systems (Hayes
et al. 2011; Blanc et al. 2011; Nestor et al. 2011, 2013; Di-
jkstra & Jeeson-Daniel 2013; Jones et al. 2012; Jones et al.
2013; Cassata et al. 2014). If so, reaching the full flux needed
to maintain or drive reionization may be achieved with a con-
tinuation of the steep LF for only a factor-of-ten beyond the
luminosity range covered in this study. This contrasts with the
situation described in Robertson and Ellis (2012) and Robert-
son et al. (2013) where an extrapolation of a factor of 100 to
MUV = -13 or fainter was required for Lyman-break galaxies.

6. CONCLUSION

We have confirmed a steep slope of Lyman-α emitters at
z = 5.7 by finding a ∼32% fraction of LAEs in a sample of 40
extremely faint emission-line galaxies. A robust test shows
that this fraction of LAEs is inconsistent with faint-end slopes
much flatter than α = -1.90, and that a slope of α = -2.0 or
greater has a high probability. A slope this steep suggests a
substantial, perhaps dominant contribution by LAEs to main-
taining reionization at this epoch, with a moderate extension
of the α≈ -2.0 slope by a factor of ∼10 or to fainter systems
needed account for much or even all the required flux. Con-
sidering the proximity in time of these LAEs to objects within
the reionization epoch, it is reasonable to imagine that similar
emission-line galaxies at z> 7 make a substantial contribution
to reionization in the early universe.
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TABLE 1
IDENTIFIED LAES AT z = 5.7

# Identification RA DEC λLyα Flux ×1018

(2000.0) (2000.0) angstroms ergs s−1 cm−2

1 14.5+3-0.91 15:23:00.333 -00:13:28.18 8199 11.5
2 17.5-2-0.18 15:23:12.900 -00:15:33.56 8196 8.7
3 54.5+6-0.43 15:23:08.617 -00:01:24.37 8146 7.8
4 58.5+5-0.94 15:23:18.792 -00:02:31.55 8167 7.0
5 40.5-4-0.95 15:23:43.210 -00:15:01.20 8127 6.1
6 31.5+6-0.66 15:22:56.159 -00:06:23.60 8157 5.0
7 44.5+4-0.54 15:23:12.015 -00:05:46.11 8192 4.6
8 63.5+8-0.92 15:23:08.087 +00:01:53.87 8121 4.6
9 13.5+3-0.45 15:22:58.690 -00:13:24.69 8201 4.0

10 55.5-5-0.43 15:23:57.310 -00:13:16.30 8157 3.5
11 32.5-2-0.74 15:23:27.052 -00:13:47.32 8147 3.3
12 46.5-5-0.75 15:23:51.911 -00:15:05.34 8141 2.6
13 56.5-4-0.68 15:23:53.999 -00:12:04.48 8221 1.9

TABLE 2
SHIMASAKU ET AL. LAE LF MODELS AND MNS2 LAE LF REALIZATIONS

model LFLAE Rmodel Rrealization Foreground LF parameters
α,L∗,Φ∗ N(-17.6)/N(-17.3) N(-17.6)/N(-17.3) [O II] [O III] Hα

-1.0, 42.72, -2.92 1.621 1.628 [-1.44, 41.47, 0.768] [-1.69, 41.42, -0.172] [-1.69, 41.49, -1.392]
-1.5, 42.90, -3.20 1.895 1.891 [-1.39, 41.52, 0.773] [-1.68, 41.42, -0.080] [-1.67, 41.49, -1.287]
-2.0, 43.20, -3.80 2.284 2.286 [-1.30, 41.48, 0.836] [-1.60, 41.42, -0.134] [-1.60, 41.49, -1.303]

NOTE. — (1) LFLAE Schechter function parameters from Shimasaku et al. (2006); (2) ratio of integrated LAE counts, N(log F > -17.6 ergs s−1 cm−2)/N(log F

>-17.3 ergs s−1 cm−2), for Shimasaku et al. model, and (3) for MNS2 data realization; (4) Foreground LFs: Schechter parameters [α, log L∗, log Φ∗]

TABLE 3
LF FUNCTION FITS AND PROBABILITIES

model LFLAE Rmodel Rrealization Foreground [O II] LF LAE fraction LAEs Monte Carlo Probability
α,L∗,Φ∗ N(-17.6)/N(-17.3) N(-17.6)/N(-17.3) α,L∗,Φ∗ LAE/(LAE+fore) expected n = 13 %

-1.0, 42.72, -2.92 1.621 1.628 -1.44, 41.47, 0.768 0.099 4.0 1.0E-4 0.01%
-1.5, 42.90, -3.20 1.895 1.891 -1.45. 41.52, 0.790 0.142 5.7 1.9E-3 0.19%
-1.6, 42.95, -3.30 1.959 1.957 -1.39, 41.49, 0.796 0.151 6.0 3.2E-3 0.32%
-1.7, 43.01, -3.40 2.029 2.027 -1.39, 41.49, 0.804 0.177 7.1 0.015 1.5%
-1.8, 43.07, -3.52 2.105 2.107 -1.39, 41.49, 0.812 0.198 7.9 0.039 3.9%
-1.9, 43.13, -3.65 2.171 2.171 -1.39, 41.49, 0.822 0.218 8.7 0.076 7.6%
-2.0, 43.20, -3.80 2.284 2.286 -1.30, 41.48, 0.836 0.260 10.4 0.224 22%
-2.1, 43.28, -3.95 2.392 2.391 -1.21, 41.41, 0.754 0.285 11.4 0.345 35%
-2.2, 43.36, -4.12 2.506 2.508 -1.17, 41.41, 0.756 0.302 12.1 0.550 45%
-2.3, 43.45, -4.30 2.637 2.639 -1.16, 41.41, 0.712 0.363 14.5 0.741 26%
-2.4, 43.54, -4.50 2.783 2.781 -1.11, 41.41, 0.680 0.416 16.6 0.907 9.1%
-2.5, 43.63, -4.71 2.944 2.944 -1.05, 41.38, 0.593 0.477 19.1 0.981 2.0%

NOTE. — (1) LFLAE Schechter function parameters based on Shimasakuet al. (2006); (2) ratio of integrated LAE counts, N(log F > -17.6 ergs s−1 cm−2)/N(log

F >-17.3 ergs s−1 cm−2) for Shimasaku et al. model, and (3) for MNS2 data realization; (4) LFOII Schechter function parameters; (5) LAE fraction over flux
interval-17.6 > log F > -17.3; (6) expected number of LAEs; (7) fraction of cases in Monte Carlo test with 13 LAEs and 27 foreground; (8) Probabiliy of LFLAE
slope α.
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