Numerical Predictions of Mode Reflections in an Open Circular Duct: Comparison with Theory
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The NASA Broadband Aeroacoustic Stator Simulation code was used to compute the acoustic field for higher-order modes in a circular duct geometry. To test the accuracy of the results computed by the code, the duct was terminated by an open end with an infinite flange or no flange. Both open end conditions have a theoretical solution that was used to compare with the computed results. Excellent comparison for reflection matrix values was achieved after suitable refinement of the grid at the open end. The study also revealed issues with the level of the mode amplitude introduced into the acoustic field from the source boundary and the amount of reflection that occurred at the source boundary when a general nonreflecting boundary condition was applied.

I. Introduction

Many different sources of noise exist that may generate sound within a ducted system, a rotating fan near a fixed stator being one common example. With the ducting being finite in extent, the sound propagates along the duct toward the exit and eventually escapes out the open end to radiate into the far field. Not all of the sound escapes. Some of it reflects from the exit location back into the ducted system. At low frequencies where the wavelengths are large compared to the duct radius, acoustic plane waves propagate. The lowest frequency waves completely reflect at the opening and as the frequency increases, more of the incident sound propagates out the duct. With increasing frequency and shorter wavelengths, the sound begins to bounce around inside the duct making patterns, called modes, in the sound field across the duct area containing nodes and anti-nodes. The shape of the modes depends on the duct cross-sectional area shape and the complexity of the modal pattern increases with frequency. A particular mode may exist or propagate in a duct above a certain frequency known as the cut-off frequency. At frequencies less than the cut-off frequency, the mode cannot propagate and decays rapidly with distance along the duct axis. When a mode propagating at a frequency higher than its cut-off frequency reaches an open end, it tends to readily radiate outward. Many of these duct mode characteristics have been described mathematically.

The computation of duct modes using closed-form mathematical functions such as those for rectangular and circular ducts is well known. The formulas clearly identify those modes that propagate within the duct and those modes that are cut-off and do not propagate. When a propagating mode encounters an open duct end, the mathematical analysis required to predict what happens to the mode, its reflection back into the duct, its scattering into other modes, and its transmission outward from the duct into the free space, becomes complicated and depends on the geometry of the duct termination. A duct terminating in a large wall or flange that extends outward over a great number of wavelengths is analyzed in the classical works of Rayleigh2 and of Morse.3 Though different approaches have been used, see for example Norris & Sheng,4 they all tend to initially follow the approach of Zorumski5 for the generalized solution for any mode incident on the open end of a flanged duct. Zorumski derived an equation for the reflection matrix that includes the reflection coefficient for the incident propagating mode that reflects into the same mode propagating in

∗Senior Research Scientist, Acoustics Branch, Senior Member AIAA
†Associate Professor, Senior Member AIAA
the opposite direction and the conversion coefficients of the incident mode into any other propagating and
non-propagating modes in the opposite direction. While complicated, the solution for mode reflection at the
open end of a flanged duct is simpler than that required for the solution at the open end of an unflanged
(thin) duct. The case of the incident plane wave was analyzed by Levine & Schwinger\(^8\) for an unflanged,
circular duct. Subsequent analysis by Lansing et al.\(^7\) and by Rienstra\(^8\) present reflection and conversion
coefficients for all incident modes in circular ducts, as well as annular ducts, and add the effects of a mean
flow. A generalization of the duct exit conditions using hyperboloid shapes has been explored by Cho.\(^9\) In
these studies using unflanged ducts, the walls of the duct are infinitely thin. Ando\(^10\) provides a solution for
the reflection of a plane wave at the open end of a circular duct with wall thickness.

Numerical calculations are required to solve the integrals inherent in the analytical solutions obtained
for open end ducts with circular geometries. For complicated geometries and the general inclusion of mean
flow effects, computational aeroacoustics (CAA) techniques are applied to solve for the propagation and
attenuation of sound in ducts and the radiation of sound to the far field.\(^11–13\) Examples of techniques
using various finite difference approaches are found in the proceedings for the Second CAA Workshop on
Benchmark Problems.\(^14\) In that proceedings, the Category 2 problems are related to the calculation of
sound propagating within ducts. The second problem in the category specifies for a given source that the
propagating sound be computed within a duct and the directivity of the sound radiated from the open end
be computed in the far field. In solving the problem, the circular duct geometry was made part of the grid
system both internal and external to the duct. A source was defined within the duct and radiation boundary
conditions were applied outside the duct. Any reflection at the duct end was expected to naturally occur
though calculation of the reflection coefficients were not specified as part of the problem statement. Samples
of the computed pressure field within the duct showed the presence of standing waves indicative of reflections
from the open end. For the solutions given in the proceedings, there was a 43 percent difference between the
solution with the largest standing wave and the solution with the smallest standing wave. Evidently there
were issues with the solutions within the interior of the grid where reflections were generated at the duct
open end.

Finite elements are another CAA technique applied to solving for sound propagation in and radiation from
ducts.\(^11\) This method can easily be applied to ducts with simple geometries (i.e. circular) and to ducts with
more complicated geometries such as with varying area. The method can be set up for a known set of modes
propagating toward the open duct end. Then within the duct, the method solves for both the mode shapes,
estimated using finite element basis functions, and the reflected mode amplitudes. Reflection coefficients are
then computed. Examples of using this approach are found in Astley,\(^15\) Meyer,\(^16\) and Nallasamy et al.\(^17\)
Astley found excellent comparison of the finite element code computed reflection coefficients with results from
an analytical solution.\(^9\) The latter two publications present results for reflection coefficients with various
changes in geometry, frequency, mode shape, and flow speed. No comparisons were made to results from
analytical solutions or measured data.

In a previous study, Dahl et al.\(^18\) compared reflection coefficients determined from in-duct measurements
with those determined from numerical code calculations. The preliminary results did not agree and further
investigation was suggested to determine the accuracy of both the measured results and the computed
results. In this paper, the accuracy of the numerical code to calculate the propagation and reflection of
higher-order modes in a circular duct with an open end is explored. The issues affecting the numerical
calculations to be discussed are the input boundary condition and the grid spacing near the open end of
the duct. The accuracy of the results was determined by post-processing the numerical data, computing
reflection coefficients, and comparing those to reflection coefficients computed from the analytical theories
found in Zorumski\(^8\) and Rienstra.\(^8\) To study the input boundary, calculations were performed using a simple
closed end duct geometry with and without a damping layer at the end opposite the source. The results
revealed how well the numerics introduced the source conditions into the field domain within the duct and
how much acoustic energy propagating within the duct was reflected rather than absorbed by the inflow
boundary condition at the source end of the duct.

II. Numerical Solution of the Governing Equations

Numerical calculations were performed using the NASA Glenn Broadband Aeroacoustic Stator Simulation
(BASS) code. This code is an unsteady CAA code that uses explicit fourth-order time marching schemes
combined with high-order spatial differencing schemes to accurately solve the unsteady nonlinear Euler or
Navier-Stokes equations. Using a finite-difference time-domain approach, the BASS code solves these equations in chain-rule, curvilinear form. For topological flexibility, the code uses structured multiblock grids. BASS is written in standard Fortran 2008 for portability and maintainability and is parallelized using the MPI-2 standard. BASS has been tested on a range of compilers and MPI implementations, and has been validated on a number of benchmark aeroacoustics problems.

The BASS code has a number of spatial differencing schemes, artificial dissipation methods, and explicit time marching schemes implemented. For this work, the BASS code was run using the HALE-RK67 time marching scheme. An automatic shock-capturing dissipation model was used, based on the explicit filters of Kennedy and Carpenter. The Tam and Webb 7-point optimized fourth-order DRP scheme was used for the spatial differencing. The nonreflecting boundary conditions of Giles were used at the driver and far-field boundaries, combined with a source term used to impose acoustic modes at the driver boundary.

III. Computational Details

The computational domain has a far-field boundary outside the duct, continues into the duct and has another boundary at the acoustic driver location inside the duct. The incoming acoustic modes are imposed at this boundary. The Giles nonreflecting boundary condition is used to allow outgoing waves to exit the computational domain with minimal reflection.

For all cases, a reference grid is generated using the GridPro/az3000 grid generator. This reference grid has a duct wall of zero thickness. A representative acoustic field solution using this grid, referred to as the unflanged or thin duct, is shown in Figure 1a. The duct wall is made thicker by removing grid blocks from the reference grid. Figure 1b shows an example acoustic field for a thicker walled duct with a wall thickness of 0.28R, where R = 24 inches (0.61 m) is the duct radius. This duct is labeled the ‘medium’ flanged duct. The last part, Figure 1c, shows an example acoustic field for the infinite flanged duct. In all cases, the duct length is 100 inches (2.54 m). The grids have a minimum of 10 grid points per wavelength of the highest-frequency acoustic modes, which is well within the resolution capabilities of the DRP scheme. The grid is clustered radially and axially around the duct exit as shown in Figure 2. The acoustic source location is at the right end in this figure and the sound propagates toward the open end with the infinite flange on the left.

IV. Numerical Data Post-Processing

The numerical solution generated by the BASS code contains transients during the initial phase of the calculations. Once this phase has passed, the numerical solution was the steady state acoustic field generated by the source located at the driver boundary. Now, as each time step was taken in the calculations, each spatial grid in the field provided a time history of the acoustic field at that point. These data were processed to determine the acoustic modes in the duct including mode amplitude and direction of propagation.

The unsteady solution was desired at particular locations on cross-sectional planes perpendicular to the axis in the acoustic field within the circular duct. Specifically, nine axial locations were chosen. At each axial location, 31 radial points were chosen on the planar surface and at each radius, there were 64 uniformly-spaced, azimuthal points. Bilinear interpolation, as necessary, was applied to the unsteady flow data to obtain the solution at these locations.

The acoustic field in the duct may be represented analytically as a combination of acoustic modes

\[
p(x, r, \theta, t) = \Re \left\{ \sum_s \sum_{m=-M}^M C_s^m(x, r) e^{-j2\pi f_s t} e^{j m \theta} \right\}
\]

where \( p \) is the real acoustic pressure that is shown to be a cyclical function of time \( t \) and the azimuthal direction \( \theta \) since in a circular duct, the pressure must be repetitive in that direction. It is also shown to be a general summation of spatial modes \( C_s^m(x, r) \) over all existing frequencies \( f_s \) and circumferential mode indices \( m \). To begin to extract the modal information from the computed acoustic pressure, a discrete Fourier transform

\[
\hat{P}(\ell) = \frac{1}{K} \sum_{k=0}^{K-1} p(k) e^{j2\pi k \ell/K} \quad \ell = 0, 1, 2, \ldots, K - 1
\]
was performed on $p(k)$, the discrete samples of the time history at each spatial location. With the acoustic source generating sound at a particular frequency, the discrete time history form of equation (1) for the acoustic pressure at a single frequency and at a particular spatial location becomes

$$
p(x_1, r_i, \theta_v, k) = \Re \left\{ \sum_{m=-M}^{M} C_m^s(x_1, r_i) e^{-j2\pi sk/K} e^{jm\theta_v} \right\}
$$

(3)

The now single, source frequency $f_s$ is related to the frequency increment $\Delta f$ according to

$$
f_s = s\Delta f
$$

where $\Delta f^{-1} = K\Delta t$ and the variable $s$ is, in general, not necessarily an integer. Performing the transform on equation (3) gives

$$
\hat{P}(x_1, r_i, \theta_v, \ell) = \frac{1}{2} \sum_{m=-M}^{M} C_m^s(x_1, r_i) e^{jm\theta_v} h(s - \ell) + \frac{1}{2} \sum_{m=-M}^{M} C_m^{*s}(x_1, r_i) e^{-jm\theta_v} h(K - s - \ell)
$$

(4)

where $h$ is a function that accounts for spectral leakage if $s$ is not an integer. The second term on the right side of equation (4) is the complex conjugate of the first term. The time histories are $K = 32$ points long over two periods of data with the source generator set to $f_s = 960$ Hz. Thus, $f_s = K\Delta t/2$ resulting in $s = f_s/\Delta f = 2$, an integer, and $h \rightarrow \delta$ a unit delta function at $\ell = s$ and is zero otherwise. The data at this frequency was identified in the transformed results and stored for the next step.

A spatial transform is now performed on the $N_\theta = 64$ points in the azimuthal direction obtained for the amplitude data from equation (4) at $\ell = 2$ at a particular radial and axial location. The spatial discrete Fourier transform is

$$
P(\mu) = \frac{1}{N_\theta} \sum_{\nu=0}^{N_\theta-1} \hat{P}(\nu) e^{-j2\pi \nu \mu / N_\theta} \quad \mu = 0, 1, 2, \ldots, N_\theta - 1
$$

(5)

Writing the discrete version of equation (4) using $\theta_v = 2\pi \nu / N_\theta$, for the data points at $\ell = 2$ as

$$
\hat{P}(x_1, r_i, \nu, \ell) = \frac{1}{2} \sum_{m=0}^{M} C_m^\ell(x_1, r_i) e^{j2\pi \nu \mu / N_\theta} + \frac{1}{2} \sum_{m=-M}^{M} C_m^{*\ell}(x_1, r_i) e^{-j2\pi \nu \mu / N_\theta}
$$

(6)

$$
\nu = 0, 1, 2, \ldots, N_\theta - 1
$$

Substitute into equation (5) and reduce to the form

$$
P(x_1, r_i, \mu, \ell) = \frac{1}{2} \sum_{m=0}^{M} C_m^\ell(x_1, r_i) \delta(m - \mu) + \frac{1}{2} \sum_{m=0}^{M} C_m^{*\ell}(x_1, r_i) \delta(N_\theta - m - \mu)
$$

(7)

The outputs of this spatial transform are the complex acoustic pressure amplitudes for the circumferential mode at the radial, $r_i$, and axial, $x_1$, locations. For circumferential modes that exist in the duct with $m \geq 0$, their amplitudes will appear in the first term on the right side at $\mu = m$. The amplitude values for any circumferential mode with $m < 0$ will appear in the second term at $\mu = N_\theta - m$. (Note that a positive integer $m$ is used in this term.)

The amplitude data as a function of radius at each axial location were processed in the manner described in Dahl et al.\(^{18}\) to obtain the separate radial and circumferential mode amplitudes. The $x$-axis is located on the centerline of the duct with $x = 0$ located at the end of the duct and the positive direction of the $x$-axis points outward from the duct away from the source. If it is first assumed that the modes propagate in only one direction, then the amplitude $C_m^s(x_1, r_i)$ at each radial measurement location $r_i$ and location $x_1$ may be further decomposed into a sum of radial basis functions as

$$
C_m^\ell(x_1, r_i) = \sum_{n=0}^{N_{max}-1} P_{\ell mn} E_{\ell mn}(r_i; x_1) \quad i = 1, 2, \ldots, N_1
$$

(8)
where $N_1$ is the number of radial measurement points and $N_{\text{max}}$ is the number of radial mode shapes. The mode amplitudes $P_{mn}$ will be constant with variations in $x_1$ if modes propagate in only one direction. Otherwise, if modes are propagating in both directions within the duct, then $P_{mn}$ will be the local amplitude of the resulting standing wave. To separate the propagation direction for the radial and circumferential mode amplitudes, the amplitude at each axial location is determined from the sum of $+x$-direction and $-x$-direction propagating modes plus the inclusion of any evanescent modes. To extract the radial mode amplitudes, the numerically computed acoustic pressure amplitudes obtained from equation (7) are written as the sum of propagating modes plus the inclusion of any evanescent modes. To extract the radial mode amplitudes, the amplitude at each axial location is determined from the sum of +$x$-direction and -$x$-direction propagating modes.

For a constant area, circular duct with no flow, the radial basis functions become only a function of radius and may be determined from the closed-form solution as

$$E_{\ell mn}^+(r) = E_{\ell mn}^-(r) = \sqrt{N_m J_m(\kappa_{\ell mn} r)}$$

where $J_m$ is a cylindrical Bessel function of the first kind and the factor $N$ is used to normalize the Bessel function and ensures that the integral of $E^2$ across the area of the duct equals the duct cross-sectional area. In addition, the axial wave numbers become

$$k_{\ell mn}^+ = -k_{\ell mn}^- = k_{\ell mn}$$

and the radial eigenvalue is related to $k$ by

$$\kappa_{\ell mn}^2 = \left(\frac{2\pi \ell f}{c}\right)^2 - k_{\ell mn}^2$$

where $c$ is the average speed of sound value across the duct cross-sectional area. However, as described in Dahl et al., numerical computations were performed to get the axial wave numbers and the radial basis functions with results equivalent to the closed-form solution. The complex radial mode amplitude solutions to equations (8) and (9) are obtained using the least-squares method. The solution is to minimize the residual sum of squares

$$e = \|c - BP\|_2^2$$

where $c$ is a vector of length $n_p$ for the complex acoustic pressure amplitude data from the left side of equation (8), $n_p = N_1$, or equation (9), $n_p = N_1 + N_2$. The solution vector $P$ of length $n_c$ contains the complex radial mode amplitudes $P_{\ell mn}$ from equation (8) with $n_c = N_{\text{max}}$ or the terms within braces in equation (9), $n_c = 2N_{\text{max}}$, that result in the $P_{\ell mn}^+$ and $P_{\ell mn}^-$ complex amplitudes. The matrix $B$ is for the remaining coefficients in equations (8) and (9) of size $n_p \times n_c$. By ensuring that the number of radial data points totaling $n_p$ is greater than the number of radial basis functions represented by $n_c$, the problem is overdetermined and the solution is easily computed using the singular value decomposition method. See Dahl et al. and Dahl & Sutliff for complete details.
V. Results

The BASS code computed the acoustic field generated by a source at one end of the duct. At the opposite end of the duct, both open end and closed end conditions were considered. The computed results from the open end duct conditions were used to test the accuracy of the computations by comparing the reflection matrix results determined from the computed data with results from analytical theory. The closed end duct computed data were used to determine the behavior of the boundary condition at the source end of the duct.

V.A. Open End Duct

The acoustic field was computed for the sound propagating toward the open end for each of the three open end duct geometries shown in Figure 1. The source was a single acoustic mode imposed on the cross-sectional plane at the boundary. The shape of the mode for the acoustic pressure was given by equation (10) with an amplitude $P_{mn} = 1.4186$ Pa for the desired $(m,n)$ mode. ($1.4186$ Pa is equivalent to a nondimensional pressure of $10^{-5}$ at standard day conditions.) The acoustic velocities at the source were determined from the solution to the momentum equations. Figure 3 shows results from the post-processing technique to obtain the acoustic pressure mode amplitudes for both the single-point analysis, equation (8), and the two-point analysis to separate mode propagation direction, equation (9). The open end of the duct is located at $x/R = 0$ and the positive direction of the $x$-axis points outward from the duct. A reference point for the data analysis is at $x/R = -0.2$ and the single-point mode amplitude for this location is shown by the isolated blue symbol. Single-point analysis results are shown in green for the other eight locations along the $x$-axis. These single-point results show a portion of the standing wave generated by the incident and reflected modes to and from the open end of the duct. Taking each variable point and the reference point, a two-point analysis was performed to extract the $+x$- and $-x$-direction propagating mode amplitudes. These results are also plotted in the figure. For the results in Figures 3a and 3b, the grid was clustered near the wall and near the open end using the discretization labeled as the ‘coarse’ grid in Table 1. This grid did not provide sufficient spatial resolution in computing the acoustic field interactions that occur near the open end. The mode amplitudes for both the $+x$-direction and $-x$-direction propagating modes are varying in the direction of propagation when a constant amplitude was physically expected. To improve spatial resolution, a ‘medium’ grid was generated. The effect of this increased clustering on the computed propagating mode amplitudes is shown in Figures 3c and 3d. For the $(2,0)$ mode incident on the open end, Figure 3c shows that the $+x$-direction incident mode amplitude was about constant as a function of axial distance and that only small differences occur in the level of the reflected mode amplitude when comparing the results with the three different open end conditions. Much larger variations in the reflected mode amplitudes occur for the incident $(2,2)$ mode as shown in Figure 3d.

Table 1: Identification for grid clustering near the open end of the duct.

<table>
<thead>
<tr>
<th>Name</th>
<th>$\Delta r/R$</th>
<th>$\Delta x/R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>coarse</td>
<td>0.0145</td>
<td>0.0417</td>
</tr>
<tr>
<td>medium</td>
<td>0.00675</td>
<td>0.00754</td>
</tr>
<tr>
<td>fine</td>
<td>0.00428</td>
<td>0.002253</td>
</tr>
</tbody>
</table>

Figure 3d also illustrates the possible effects of two numerical issues. At the input boundary, propagating acoustic modes with constant amplitudes were introduced to the numerical calculations. The $+x$-direction propagating mode amplitudes are different for each of the open end configurations when they should be the same within any small numerical uncertainty as shown in Figure 3c for the $(2,0)$ mode. This may indicate that reflections are returning into the computational domain from the input boundary condition. Secondly, no physical dissipation was included in the governing equations and numerical dissipation was minimized; hence, the propagating mode amplitudes should be constant along the duct. The $+x$- and $-x$-direction propagating mode amplitudes in Figure 3d are varying slightly in the axial direction. This may be due to a lack of convergence in time of the solution to a steady state before data were collected for post-processing. The latter issue was considered by extending the computational time by 50% more from that of the original ‘medium’ grid solution. The mode amplitude results for the $(2,2)$ mode input are shown in Figure 4a.
decrease in mode amplitude variations with axial location was found. A further improvement was sought by further clustering the grid near the open end using the ‘fine’ grid listed in Table 1. Figure 4b shows the (2, 2) mode amplitude results for the three open end conditions. The +x-direction mode amplitudes are in close agreement with slight differences in the reflected mode amplitude. These results were used to compute the reflection coefficients that are compared to reflection coefficients derived from theoretical analysis.

The post-processing of the numerically generated acoustic field in the duct produced the amplitudes for the modes propagating in each direction within the duct. A single propagating mode was generated by the source. As the mode interacts with the open end, energy was reflected back into the duct with the same mode shape. To match the boundary conditions at the open end where some energy was reflected back into the duct and the remainder radiated outward from the open end, some energy was converted into other modes of the same circumferential order. If these modes are not cut off, they will propagate away from the open end and back toward the source. The coefficients of reflection and conversion were computed from the post-processed numerical data by dividing the −x-direction propagating mode amplitudes by the amplitude of the single +x-direction propagating mode. These results were compared to results from theoretical calculations. Figure 5 shows reflection and conversion coefficients determined from the computed data shown in Figures 3 and 4 for different grids for an open duct with an infinite flange compared with the results computed from the theory by Zorumski\(^5\) for each of the three indicated single incident modes (2, 0), (2, 1), and (2, 2). These three modes propagate in the duct. All other modes are cut off and decay rapidly if generated.

Since the reflection and conversion coefficients were determined from mode amplitudes relative to the same incident mode amplitude, the lower computed values shown in Figure 5a were due to insufficient spatial grid resolution at the open end to properly handle the energy transfer between the interacting modes. The 90 degree corner where the duct wall meets the infinite flange creates a grid singularity resulting in first-order accuracy in the numerical solution.\(^3\) The effect of increased clustering on the calculation of reflection and conversion coefficients from the numerical data is shown in Figures 5b and 5d. As can be seen, as the clustered grid spacing is made smaller, the computed reflection and conversion coefficients from the BASS computed data are much closer to the theoretical results. The results show that it was easier to resolve the (2, 0) and (2, 1) modes upon reflection or conversion from any incident mode. These modes have less radial variation than the (2, 2) mode. The open end singularity causes more difficulty in accurately computing the (2, 2) mode at the point of reflection or conversion from any incident mode.

Table 2: Amplitudes for +x- and −x-direction propagating modes within a duct with an infinite-flanged open end and comparison of reflection and conversion coefficients from BASS computed data with theory.

<table>
<thead>
<tr>
<th>Source mode</th>
<th>((m, q) = (2, 0))</th>
<th>((m, q) = (2, 1))</th>
<th>((m, q) = (2, 2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>((m, n))</td>
<td>((2, 0))</td>
<td>((2, 1))</td>
<td>((2, 2))</td>
</tr>
<tr>
<td>(</td>
<td>P_mn^+</td>
<td>) a</td>
<td>1.4219</td>
</tr>
<tr>
<td>(</td>
<td>P_mn^-</td>
<td>)</td>
<td>1.0171</td>
</tr>
<tr>
<td>((</td>
<td>P_mn</td>
<td>^+</td>
<td></td>
</tr>
<tr>
<td>((</td>
<td>P_mn</td>
<td>^Z))</td>
<td>0.0003</td>
</tr>
<tr>
<td>(</td>
<td>\Gamma_mn</td>
<td>/</td>
<td>P_mn^q</td>
</tr>
<tr>
<td>(</td>
<td>\Gamma_mn^q</td>
<td>) b</td>
<td>0.0784</td>
</tr>
<tr>
<td>Difference</td>
<td>−0.2%</td>
<td>−0.2%</td>
<td>−0.6%</td>
</tr>
</tbody>
</table>

a Amplitudes \(P\) are in Pa.
b Reflection matrix from theory by Zorumski.\(^5\)

To consider the ‘fine’-grid numerical results in more detail, the mode amplitudes and the reflection and conversion coefficients related to the infinite flange results in Figure 5d are shown in Table 2. A single mode was imposed at the source boundary to propagate in the +x direction with amplitude \(P_m^* = 1.4186\) Pa. This generated mode is shown to dominate the +x-direction propagating modes. However, two other modes other than the generated mode may propagate at the selected frequency of the source and the start of the numerical calculations may excite these modes as well. The results show that the other two +x-direction propagating modes exist but have amplitudes at least one order of magnitude smaller than the desired dominant single propagating mode incident upon the open end. The −x-direction propagating mode amplitudes \(P^-\) were determined from the numerical data. They show that \(|P^-_{20}|\) and \(|P^-_{21}|\) are comparable in level and always

---

\(^{1}\)American Institute of Aeronautics and Astronautics
less that the $|P_{22}^{+}|$ amplitude. Given that there is some energy in each of the three $+x$-direction propagating modes, the value $|P_{mn}^+| |\Gamma_{mn}^Z|$, where $\Gamma_{mn}^Z$ is the theoretical reflection coefficient for incident and reflected $(m, n)$ modes, shows that the only significant reflected energy is in the same mode as the incident mode. The other two $-x$-direction reflected mode amplitudes have an order or more magnitude less than the $P^-$ mode amplitudes generated through conversion from the incident mode. Thus, the $P^-$ mode amplitudes are all due to reflection of or conversion from the single incident mode. The reflection and conversion coefficient $\Gamma_{mnq}$ computed from the numerical data is compared to $\Gamma_{mnq}^Z$ computed from the theory. The difference is shown to be less than 3% where the minus sign indicates that $|\Gamma_{mnq}| < |\Gamma_{mnq}^Z|$. Similar results are shown in Figure 6 for the unflanged, open duct condition. Here, the reflection and conversion coefficients from the Rienstra theory are given for comparison. In general, it was more difficult to resolve the solution near the unflanged (thin) duct open end. The reflection and conversion coefficients determined from the BASS computed data are less accurate at the same grid resolution compared with the infinite flange results. Details from the ‘fine’-grid results are shown in Table 3. Compared to the infinite flange results shown in Table 2, the dominant $+x$-direction mode amplitude incident upon the open end are all about the same. All the other mode amplitudes are higher due to higher levels of mode reflection and conversion from the unflanged duct open end. Nonetheless, even though the differences in the computed and theoretical reflection matrix values are all higher than those for the infinite flange, they are all less than about 4% using the ‘fine’ grid.

<table>
<thead>
<tr>
<th>Source mode</th>
<th>$(m, q) = (2, 0)$</th>
<th>$(m, q) = (2, 1)$</th>
<th>$(m, q) = (2, 2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(m, n)$</td>
<td>$(2, 0)$</td>
<td>$(2, 1)$</td>
<td>$(2, 2)$</td>
</tr>
<tr>
<td>$</td>
<td>P_{mn}^+</td>
<td>^a$</td>
<td>1.4215</td>
</tr>
<tr>
<td>$</td>
<td>P_{mn}^-</td>
<td>^a$</td>
<td>0.1348</td>
</tr>
<tr>
<td>$</td>
<td>P_{mn}^+</td>
<td></td>
<td>\Gamma_{mn}^Z</td>
</tr>
<tr>
<td>$</td>
<td>\Gamma_{mnq}</td>
<td>=</td>
<td>P_{mn}^+</td>
</tr>
<tr>
<td>$</td>
<td>\Gamma_{mnq}^R</td>
<td>^b$</td>
<td>0.0988</td>
</tr>
<tr>
<td>Difference</td>
<td>$-4.0%$</td>
<td>$-3.7%$</td>
<td>$-3.8%$</td>
</tr>
</tbody>
</table>

*a* Amplitudes $P$ are in Pa.

*b* Reflection matrix from theory by Rienstra.

Lastly, Figure 7 shows reflection coefficients from BASS computed data using the three single incident modes for the three open end configurations. There is no theoretical result for the reflection coefficient when non-plane-wave modes are incident upon the open end of the ‘medium’ flange duct. It was expected that the infinite flange and the unflanged duct reflection coefficients would be limiting values and that the ‘medium’ flange duct would have reflection coefficients for these modes that lie in between the limiting values. The results in Figure 7 support this expectation.

### V.B. Input Boundary Condition

As discussed above, the incoming acoustic modes were imposed at the closed end boundary of the duct and at the same location the Giles nonreflecting boundary condition was applied with the intent to allow waves returning toward the source to exit the computational domain. Specifically, the Giles inflow boundary condition was implemented. Table 2 shows an example of the amplitudes for modes propagating within an open end duct with an infinite flange. The imposed single mode amplitude, $P_{mn}^s = 1.4186$ Pa, was expected to be the $+x$-direction mode amplitude incident upon the open end under ideal conditions for the imposed source mode and no reflections from the source plane. The $|P_{22}^s|$ and $|P_{21}^s|$ mode amplitudes were close to the source amplitude, but $|P_{22}^s|$ appeared to be noticeably lower. This could be due to how well the source mode was imposed at the boundary or the interference by the reflection of sound from the input nonreflecting boundary or both. Two tests were conducted to help identify the computed behavior of the sound field at the source input location. In one test, the source mode was imposed into a long duct with a damping layer at the
opposite end to prevent reflections. Thus, the amplitude of the +x-direction propagating mode generated by the source mode could be identified. The second test placed the Giles inflow boundary condition at the exit to determine the level of reflection created by the boundary condition. This boundary condition is known to work well for plane waves at normal incidence but increasingly reflects acoustic energy as the angle of incidence of the incoming wave increases. The higher-order, propagating modes imposed by the source have wavefronts that propagate at an angle away from the axial direction and bounce off the walls of the duct. These wavefronts impact the boundary at an angle of incidence and thus some of the sound will reflect off the boundary.

To identify the mode imposed by the source, the duct was lengthened to 550 inches (14 m) with a damping layer at the end of the duct. With the origin of the x-axis at x/R = 0 marking the start of the damping layer, the damping increased until reaching a maximum at x/R = 2.08 and remained at maximum up to the boundary at x/R = 2.5. The source was located at x/R = −20.42. The two-point analysis to determine the propagating mode amplitudes in both directions within the duct was conducted at three axial locations along the duct. The results are shown in Table 4 and summarized as follows:

- The imposed source modes were the dominant modes propagating in the +x direction. The other propagating modes have amplitudes 2 to 3 orders of magnitude less than the dominant mode. Thus, the source does not put any significant acoustic energy into any propagating modes other than the desired mode.
- The (2, 0) and (2, 1) propagating modes had amplitudes that were very close to the source amplitude near the source at x/R = −20.17, |P_{20}^x| = 0.995|P_{s}^x| and |P_{21}^x| = 0.991|P_{s}^x|. The (2, 2) mode amplitude was slightly smaller than the source amplitude, |P_{22}^x| = 0.966|P_{s}^x|.
- The +x-direction propagating mode amplitudes vary slightly with axial location with a tendency to decrease away from the source.
- The damping layer produced minimal reflection of the incident mode and produced no significant scattering of acoustic energy into other propagating modes.
- While the changes in propagating mode amplitudes were noticeable, the mode power results show that the source power was transmitted into the dominant propagating mode with the (2, 0) and (2, 1) propagating modes showing no significant change in power while the (2, 2) propagating mode power showed a 0.3 dB to 0.5 dB loss in power from the imposed source sound power level.

Table 4: Propagating mode amplitudes and sound power levels in a long duct terminated by a damping layer boundary condition.

<table>
<thead>
<tr>
<th>(m, n)</th>
<th>x/R = −20.17</th>
<th>x/R = −11.83</th>
<th>x/R = −3.50</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(2, 0)</td>
<td>(2, 1)</td>
<td>(2, 2)</td>
</tr>
<tr>
<td></td>
<td>P_{mn}^x</td>
<td>^a</td>
<td>1.4186</td>
</tr>
<tr>
<td></td>
<td>P_{mn}^+</td>
<td></td>
<td>1.4118</td>
</tr>
<tr>
<td></td>
<td>P_{mn}^-</td>
<td></td>
<td>0.0006</td>
</tr>
<tr>
<td></td>
<td>W_{mn}^x</td>
<td>^b</td>
<td>94.3</td>
</tr>
<tr>
<td></td>
<td>W_{mn}^+</td>
<td>94.3</td>
<td>93.4</td>
</tr>
<tr>
<td>other</td>
<td>P_{mn}^+</td>
<td>^c</td>
<td>0.0012</td>
</tr>
<tr>
<td>conv.</td>
<td>P_{mn}^-</td>
<td>^d</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

|a| Amplitudes P are in Pa. |
|b| Mode power in dB re. 10^{−12} watts. |
|c| Maximum amplitude of other modes propagating away from the source. |
|d| Maximum amplitude of other modes converted from incident mode at the boundary. |

The loss in mode amplitude from the source into the acoustic field may be due to the structure of the grid and the shape of the mode. The circular grid in the duct interior contains grid singularities that result in lower order of accuracy numerical calculations near those points. Near the source, this inaccuracy affects
how well the accurately defined source mode is transmitted into the computational domain. The result will depend on both the grid resolution and the mode shape. For the fixed grid at the source location, the effects show up as there is more variability in the mode shapes. Here, the mode shapes have fixed circumferential variation and as the radial mode index \( n \) varies form 0 to 2, there is more radial variation. The low order accuracy has greater effect on modes with higher radial variation. Thus, the greater loss seen in the \((2,2)\) mode amplitude from the source to the acoustic field. This may be resolved by refining the grid near the source.

Table 5: Propagating mode amplitudes and sound power levels in a long duct terminated by the Giles boundary condition.\(^{30,34}\)

<table>
<thead>
<tr>
<th>( (m, n) )</th>
<th>( x/R = -22.67 )</th>
<th>( x/R = -14.33 )</th>
<th>( x/R = -6.00 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>P_{mn}^s</td>
<td>)</td>
<td>(2,0) 1.4186 1.4186 1.4186</td>
</tr>
<tr>
<td>(</td>
<td>P_{mn}^+</td>
<td>)</td>
<td>(2,1) 1.4112 1.4056 1.5134</td>
</tr>
<tr>
<td>(</td>
<td>P_{mn}^-</td>
<td>)</td>
<td>(2,2) 0.0299 0.1682 0.5859</td>
</tr>
<tr>
<td>(</td>
<td>P_{mn}^-</td>
<td>/</td>
<td>P_{mn}^+</td>
</tr>
<tr>
<td>( W_{mn} )</td>
<td>(2,1) 94.3 93.4 90.4</td>
<td>(2,1) 94.3 93.4 90.4</td>
<td>(2,1) 94.3 93.4 90.4</td>
</tr>
<tr>
<td>( W_{mn}^- )</td>
<td>(2,2) 94.3 93.4 90.9</td>
<td>(2,2) 94.3 93.4 90.8</td>
<td>(2,2) 94.3 93.3 90.6</td>
</tr>
<tr>
<td>other (</td>
<td>P^+</td>
<td>)</td>
<td>(2,0) 0.0012 0.0080 0.0120</td>
</tr>
<tr>
<td>conv. (</td>
<td>P^-</td>
<td>)</td>
<td>(2,1) 0.0004 0.0030 0.0067</td>
</tr>
</tbody>
</table>

\( ^a \) Amplitudes \( P \) are in Pa.

\( ^b \) Mode power in dB re. \( 10^{-12} \) watts.

\( ^c \) Maximum amplitude of other modes propagating away from the source.

\( ^d \) Maximum amplitude of other modes converted from incident mode at the boundary.

The second test with modes propagating in a long duct had the Giles inflow boundary condition placed at the end and since there was no mean flow, the boundary condition only absorbed or reflected incoming acoustic waves. In this case, the origin of the \( x \)-axis was placed at the boundary resulting in a source location of \( x/R = -22.92 \). The results for the propagating mode amplitudes and sound power levels at three axial locations are shown in Table 5. Similarly to the damping layer results in Table 4, the acoustic energy of the source was imposed into the desired dominant propagating mode and no energy was converted into other propagating modes at the boundaries. However, the Giles boundary condition produced a significant reflected acoustic mode. As the approximate plane-wave angle of incidence increased from 16.4 degrees for the \((2,0)\) mode to 67.3 degrees for the \((2,2)\) mode, the magnitude of the reflection coefficient \( |\Gamma_{mn}| = |P_{mn}^-|/|P_{mn}^+| \) increased from 0.0212 to 0.4207 as determined at \( x/R = -6.00 \). This results in the high level of \(-x\)-direction propagating mode amplitudes that subsequently affect the amplitudes of the modes propagating in the \(+x\) direction. It was possible at this point to estimate a range of amplitudes for the \(+x\)-direction mode that would result from interaction with the reflected mode. Using a simplified model, the total \(+x\)-direction propagating mode amplitude is taken to be the sum of the initial propagating mode from the source end of the duct plus a second \(+x\)-direction propagating mode that results from two reflections, one from each end of the duct. A phase shift occurs as the acoustic mode propagates from one end of the duct to the other that affects the amplitude of the combined modes propagating in one direction. By setting the cosine of the phase shift to \( \pm 1 \), limiting values for the mode amplitude may be determined. The minimum and maximum amplitude for the total \(+x\)-direction propagating mode is given by

\[
|P_{mn}^+| = |P_{mn}^{1+}| (1 \pm |\Gamma_{mn}|^2) .
\]

To get the range of amplitudes, \( |P_{mn}^{1+}| \) is obtained from the \( |P_{mn}^+| \) values at \( x/R = -20.17 \) in Table 4 and \( |\Gamma_{mn}| = |P_{mn}^-|/|P_{mn}^+| \) is obtained from Table 5 at \( x/R = -6.00 \). The results are

\[
1.4112 \leq |P_{20}^+| \leq 1.4124 \quad |P_{20}^+| = 1.4112 \\
1.3846 \leq |P_{21}^+| \leq 1.4258 \quad |P_{21}^+| = 1.4056 \\
1.1279 \leq |P_{22}^+| \leq 1.6130 \quad |P_{22}^+| = 1.5134
\]
The right side amplitudes are for the $+x$-direction modes near the source and as can be seen, they lie within the estimated range of possible mode amplitudes when reflections are occurring within the duct.

VI. Concluding Remarks

The BASS code was used to compute the acoustic field within a circular duct generated by a source placed at one end of the duct. At the source plane, a higher-order acoustic mode was imposed for a mode that would propagate along the duct. The opposite end of the duct had a termination that was either open or closed. When the end was open, the computational domain extended outward from the duct and ended with a nonreflecting boundary condition. The geometry of the open end determined the physical behavior of the acoustic reflection back into the duct from the open end. Three shapes were used for the computational geometry: the infinite flange duct, the unflanged (thin) duct, and an intermediate flange (medium) duct. The closed end duct had either a damping layer or a computational, nonreflecting boundary condition.

The open end duct, computational solution was used to study the accuracy of the code to compute the proper physical interaction at the open end between a single, higher-order, incident mode and all the modes that return from the open end and propagate back towards the source. The relative change between these modes and the incident mode were used to determine the reflection matrix containing the reflection coefficient for the incident mode and the conversion coefficients for all the other propagating modes created from the incident mode at the open end. Theoretical reflection matrix values were computed for the infinite flanged and unflanged ducts and compared to the values determined from the computed data. The infinite flanged duct computed values were within 3\% and the unflanged duct values within 4\% of the theoretical reflection matrix values after grid refinement near the open end was performed. Since the reflection matrix values are relative to the incident mode amplitude, the absolute accuracy of the mode amplitude was not required to determine an accurate reflection matrix.

When the accuracy of the mode amplitude was checked for the single propagating mode imposed by the source, discrepancy in amplitude was noted. The study using the closed end duct showed:

1. The acoustic field contained only the incident mode propagating towards the closed end with the damping layer to suppress reflections. There were three propagating modes with increasing radial variation. The propagating mode amplitude within the duct was lower than the source amplitude with a larger discrepancy as the radial variation of the mode increased. It is suspected that grid singularities near the source inhibit transmission of the acoustic source into the field. A possible resolution is to refine the grid near the source. This is a subject for future work.

2. Placing the same computational nonreflecting boundary condition at both ends of the duct showed the actual level of reflection occurring with the higher-order modes propagating within the duct. Thus the boundary condition at the source, meant for allowing reflecting acoustic modes to leave the computational domain, was actually reflecting those modes back into the duct. Depending on their phase relationship, this reflected mode from the source plane would add or subtract from the initial incident mode and change the amplitude from that initially imposed by the source.
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Figure 1: Computational examples for the (2,2) mode propagating in a duct with various open end configurations.

Figure 2: Outer surface grid for a circular duct with an infinite flange at the open end. Pressure contours are shown on the surface for propagating (2,2) mode.
(a) Coarse grid mode (2,0)  
(b) Coarse grid mode (2,2)  
(c) Medium grid mode (2,0)  
(d) Medium grid mode (2,2)

Figure 3: Comparison of one-point and two-point analyses for mode amplitude using BASS computed data with different open end conditions. 960 Hz. Unflanged (thin) duct (triangle, dashed line); Medium flanged duct (square, long dashed line); Infinite flanged duct (circle, solid line). Vertical dotted lines are practical limits for valid two-point analysis.  

(a) Medium grid mode (2,2) longer time  
(b) Fine grid mode (2,2)

Figure 4: Comparison of one-point and two-point analyses for mode amplitude using BASS computed data with different open end conditions. 960 Hz. Unflanged (thin) duct (triangle, dashed line); Medium flanged duct (square, long dashed line); Infinite flanged duct (circle, solid line). Vertical dotted lines are practical limits for valid two-point analysis.
Figure 5: Infinite flanged duct reflection and conversion coefficients for the single incident mode indicated in the legend. Solid black symbols are theory results. Open red symbols are results from BASS calculations.
Figure 6: Unflanged (thin) duct reflection and conversion coefficients for the single incident mode indicated in the legend. Solid black symbols are theory results. Open red symbols are results from BASS calculations.
Figure 7: Comparison of reflection coefficients for the indicated single incident mode for the infinite flanged duct, the medium flanged duct, and the unflanged (thin) duct.