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High-order methods are quickly becoming popular for turbulent flows as the amount of computer processing power increases. The flux reconstruction (FR) method presents a unifying framework for a wide class of high-order methods including discontinuous Galerkin (DG), Spectral Difference (SD), and Spectral Volume (SV). It offers a simple, efficient, and easy way to implement nodal-based methods that are derived via the differential form of the governing equations. Whereas high-order methods have enjoyed recent success, they have been known to introduce numerical instabilities due to polynomial aliasing when applied to under-resolved nonlinear problems. Aliasing errors have been extensively studied in reference to DG methods; however, their study regarding FR methods has mostly been limited to the selection of the nodal points used within each cell. Here, we extend some of the de-aliasing techniques used for DG methods, primarily over-integration, to the FR framework. Our results show that over-integration does remove aliasing errors but may not remove all instabilities caused by insufficient resolution (for FR as well as DG).

I. Introduction

Accurate and efficient numerical methods for the simulation of complex aerodynamic flows are desired to help reduce the design and development costs of aerodynamic vehicles and aeropropulsion systems. The primary challenge lies in the prediction of the turbulent motion within the flow and its effect on the overall motion of the fluid. Advanced methods such as large-eddy simulation (LES) and direct numerical simulation (DNS) offer great advancements in predicting turbulence, but these methods require significant improvements in accuracy and efficiency in order to become widely used. Focusing on either the accuracy or efficiency aspect of the underlying numerical algorithms, when developing a computational fluid dynamics (CFD) code, usually demands concessions from the other parameter.

Promising results have been found applying LES in the realm of aeropropulsion, but the spatial and temporal resolution needed for LES requires high-order (higher than second) numerical schemes historically only found in structured grid methods with large stencils. These methods have numerous drawbacks: difficulty in grid generation, high sensitivity to grid quality, complex boundary conditions, and poor scalability for parallel computing. These drawbacks severely limit the ability of these codes to compute complex aeropropulsion configurations, e.g., noise suppressing nozzles. 1

In an attempt to alleviate the difficulties of structured grid generation for complex geometries, researchers have applied LES methods to unstructured grids. 2,3 However, the limited second-order accuracy of current unstructured methods requires an exorbitant number of grid points and offers little incentive over the traditional structured methods. 4,5 The flux reconstruction (FR) method 6–9 provides a simple, efficient, and easy to implement method for solving the Navier-Stokes equations on unstructured grids and is accurate to an arbitrary order. By employing the high-order FR method with LES on unstructured grids, limitations related to structured grid generation, grid resolution, and computational efficiency can be overcome. 9–12

High-order spectral-/finite-element type methods, including discontinuous Galerkin (DG) and FR methods, use a finite set of basis functions to construct a numerical solution within each grid cell. When applied
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to nonlinear equations, all of these methods can generate errors if any of the modes arising from the nonlinear terms are outside the span of the set of basis functions. In these cases, the energy from the unresolved (under-integrated) modes are aliased onto the lower modes producing so-called aliasing errors. The effect aliasing errors can have on a given simulation is highly unpredictable, and many researchers have shown they can produce severe instabilities within a problem.\textsuperscript{13–21}

Aliasing errors have been extensively studied in reference to DG methods resulting in numerous stabilization techniques aimed at de-aliasing the numerical solution. One of the most commonly used techniques is a modal filter\textsuperscript{16, 18, 22} which is used to add dissipation to the highest modes, thus reducing the magnitude of the oscillations within the polynomial. However, the common exponential filter contains three adjustable parameters and the amount of filtering required to remove any instabilities is highly dependent on the problem being solved. Therefore, filtering in general is not very user friendly. Other stabilization methods include but are not limited to: the spectral vanishing viscosity method\textsuperscript{13, 19, 23–27} (artificial viscosity), superconsistent collocation,\textsuperscript{28, 29} and polynomial de-aliasing\textsuperscript{13, 14, 18, 19} which is also referred to as over-integration.

Regarding FR methods, the study of aliasing errors has mostly been limited to the selection of the nodal points used within each cell.\textsuperscript{17, 20, 21, 30–33} In this work, we look to extend some of the de-aliasing techniques used for DG methods, primarily over-integration, to the FR framework. In section II, we briefly review the FR method for the 1D conservation law. In section III, we derive the interpolation and projection operators and subsequently describe their use for over-integration within the FR method. Section IV describes the governing Euler equations. In section V, we apply over-integration to many different cases of the isentropic Euler vortex problem to see the effects it has on simulations of varying resolutions. Finally, conclusions and discussion are provided in section VI.

II. Numerical Methods

II.A. Spatial Discretization

We briefly review the FR method below. Consider the 1D conservation law

\[ u_t + f_x = 0 \]  

(1)

where the subscripts \( t \) and \( x \) denote partial differentiation with respect to time and space, respectively. Let the computational domain \( \Omega \) be divided into an arbitrary number of nonoverlapping cells. Each cell is transformed from physical space within the global domain to a common reference space/element, \( \mathbf{I} \), which in 1D is the line interval, \( \mathbf{I} = [−1, 1] \). With \( r \) denoting the local coordinate variable in the reference space, the mapping function \( \chi(x) \) is used to complete this transformation. Similarly, the inverse function \( x = \chi^{-1}(r) \) maps the reference element back to physical space. The details of such mappings, especially for higher dimensions, are beyond the scope of this paper; the interested reader can find additional information in many texts on spectral-/finite-element type methods, including but not limited to Ref. 15, 16, 19, 34. The following review focuses on using the FR method to solve the transformed version of equation (1) within each reference element.

At a given time \( t \), let the exact solution to the transformed conservation law within the reference element be given by \( u_e(r, t) \) which may be a nonsmooth and/or discontinuous function. Let \( u(r, t) \) be a polynomial of degree \( P \) and approximate \( u_e(r, t) \) within the reference element. This approximate solution polynomial, \( u(r, t) \), is local to each element, and is generally discontinuous across cell interfaces. With the dependence on time being understood, we will drop the variable \( t \) from \( u_e(r, t) \) and \( u(r, t) \) to simplify notation.

Let \( N_P \) refer to the minimum number of solution points needed to define the solution polynomial within the reference element, and let \( \xi \) denote the set of solution points, \( \xi_n, n = 1, 2, \ldots, N_P \). Using tensor products to extend this to higher dimensions, the \( N \)-dimensional conservation law requires \( N_P = (P + 1)^N \) solution points within each computational cell.

The Lagrange polynomial is defined as the interpolating polynomial through a set of nodal points, for example \( \xi \), that takes the value 1 at \( \xi_n \) and zero at all other points \( \xi_{i \neq n} \):

\[ \ell_n(r) = \prod_{i=1 \atop i \neq n}^{N_P} \frac{r - \xi_i}{\xi_n - \xi_i} \]  

(2)

Note that the Lagrange polynomial in equation (2) is a polynomial of degree \( P = N_P - 1 \) and the set of Lagrange polynomials for all solution points in \( \xi \) is a set of \( N_P \) polynomials each of degree \( P \).
A nodal coefficient of the solution, denoted by \( \tilde{u}_n \), is simply the value of the approximate solution polynomial evaluated at the solution point, \( \xi_n \), i.e., \( \tilde{u}_n = u(\xi_n) \). Let \( \tilde{u}_P \) denote a vector containing the set of \( N_P \) nodal coefficients for the solution at each of the solution points. Assuming that all of \( \tilde{u}_P \) is known, we can use the Kronecker delta property of equation (2) to construct the approximate solution polynomial as

\[
u(r) = \sum_{n=1}^{N_P} \tilde{u}_n \ell_n(r) \tag{3}\]

The above relation is why the set of Lagrange polynomials can also be referred to as a nodal basis set. In this section and section III, the tilde accent will be used exclusively to identify the nodal coefficients for a polynomial function.

The derivative of the solution polynomial is a linear combination of the derivatives of the polynomial basis functions

\[
\frac{d}{dr} \nu(r) = \nu_r(r) = \sum_{n=1}^{N_P} \tilde{u}_n \left[ \frac{d}{dr} \ell_n(r) \right] \tag{4}
\]

Using the previous equation, we can define the derivative operator, \( D_r \), as the \( N_P \times N_P \) matrix with elements

\[
D_r[i, j] = \left[ \frac{d}{dr} \ell_j(r) \right] \bigg|_{\xi_i} \tag{5}
\]

that transforms the nodal coefficients, \( \tilde{u}_P \), into the derivative nodal coefficients, \( \tilde{u}_r \). Note that this derivative is exact only when the function being differentiated is a polynomial of degree \( P \) or less.

If we use the nodal solution to evaluate the flux function, \( f \), at each solution point, then interpolate these \( N_P \) values by a polynomial of degree \( P \), we get what is called the discontinuous flux function. It only uses information inside a given cell and does not account for interaction between it and the data in the neighboring cells. Using the superscript ‘D’ for discontinuous, the discontinuous flux polynomial, \( f^D(r) \), is given by

\[
f^D(r) = \sum_{n=1}^{N_P} \tilde{f}_n \ell_n(r) \tag{6}
\]

where the nodal coefficients of the discontinuous flux, \( \tilde{f}_n \), are evaluated at the solution points using the nodal coefficients of the solution, i.e., \( \tilde{f}_n = f(\tilde{u}_n) \). This collocation projection results in \( f^D(r) \) being a polynomial of degree \( P \), which only matches the true flux function if the conservation law in equation (1) is the linear advection equation. For a nonlinear conservation law such as those found in the Euler equations or Navier-Stokes equations, the true flux function evaluated using the solution polynomial is of much higher degree than \( P \) and possibly even irrational, and \( f^D(r) \) above may not provide a good approximation. We will explore other ways of approximating the true flux function later.

With \( f^D(r) \) given by equation (6), we can compute the derivative of the approximate discontinuous flux using the derivative operator from equation (5). Denoting \( \hat{f} \) as the column vector containing the coefficients \( \tilde{f}_n, n = 1, 2, \ldots, N_P \), the derivative \( \frac{d}{dr} [f^D(r)] \) can be approximated using the matrix-vector product

\[
\hat{f}_r = D_r \hat{f} \tag{7}
\]

where, \( \hat{f}_r \) is the column vector containing the values of the approximate flux derivative at each solution point. Note that the collocation projection of the discontinuous flux in equation (6) is of degree \( P \). Consequently, its derivative is of degree \( P - 1 \).

The method for computing the divergence of the discontinuous flux given by equation (7) will be referred to as the Lagrange polynomial (LP) method since it utilizes the derivative of the Lagrange polynomials to evaluate \( f^D_r \). An alternative method can be formulated by using the chain rule to rewrite equation (7) as

\[
\hat{f}_r = \frac{\partial f}{\partial u} D_r \tilde{u}_P \tag{8}
\]

Naturally, this will be referred to as the chain rule (CR) method and requires the evaluation of the flux Jacobian at each solution point, making it more expensive than the LP method. Whereas numerical experiments have shown that the CR method yields more accurate solutions over the LP method for nonlinear...
polynomial of degree $k$.

Ref. 36 that ensures conservation.

If we employ either of the above methods for $f^o_r$ to evaluate $f_x$ for the conservation law, we obtain erroneous solutions since such a derivative does not include the interaction of the data between adjacent cells. Therefore, we seek to construct a so-called continuous flux function, denoted by $F(r)$, which accounts for this interaction between adjacent cells and approximates the discontinuous flux function in some sense, to which we can then calculate its derivative. The continuous flux function will be obtained by adding a correction to $F^o$, the discontinuous one.

To this end, at each (cell) interface, let $u_l$ and $u_r$ be the values taken on by the solution polynomials to its left and right, respectively. An upwind flux value common for the two adjacent cells, denoted by $f^* = f^*(u_l, u_r)$, can then be defined via the wind direction. Here, for the case of the Euler equations, we use Roe’s flux37 with an entropy fix.38

Let $f^*_{lb}$ denote the upwind flux at the ‘left boundary’ of the cell and $f^*_{rb}$ denote the upwind flux at the ‘right boundary’ of the cell. We can then construct the continuous flux function, $F(r)$, as a polynomial of degree $P + 1$ by requiring that it takes on the upwind flux values at the two cell interfaces, and it approximates $f^o$ via $P - 1$ conditions. Instead of defining $F$, we define $F - f^o$, which approximates the zero function. At the two interfaces $r = \pm 1$, the function $F(r) - f^o(r)$ takes on the following values, which are called the flux jumps:

$$F(-1) - f^o(-1) = f^*_{lb} - f^o(-1) \quad \text{and} \quad F(1) - f^o(1) = f^*_{rb} - f^o(1)$$

Therefore, $F(r) - f^o(r)$ has prescribed left and right interface values, is of degree $P + 1$, and approximates zero.

We now separate the prescription of the jump at the left interface from that of the right. This separation plays a critical role in the new approach. Again, using the local coordinate, let $g_{lb}$ be the correction function for the left interface of the reference element defined by

$$g_{lb}(-1) = 1, \quad g_{lb}(1) = 0$$

and $g_{lb}$ is a polynomial of degree $P + 1$ approximating the zero function in some sense. We always choose $g_{nb}$ by reflection: $g_{nb}(r) = g_{lb}(-r)$. As a result,

$$g_{nb}(-1) = 0, \quad g_{nb}(1) = 1$$

Consider the left interface $r = -1$. The polynomial

$$f^o(r) + [f^*_{lb} - f^o(-1)]g_{lb}(r)$$

provides a correction at the left interface for $f^o(r)$ by changing the flux value at this interface from $f^o(-1)$ to $f^*_{lb}$, while leaving the value at the right interface unchanged, namely, $f^o(1)$. Next, the polynomial

$$F(r) = f^o(r) + [f^*_{lb} - f^o(-1)]g_{lb}(r) + [f^*_{rb} - f^o(1)]g_{nb}(r)$$

provides corrections to both interfaces; using equations (10) and (11), one can easily verify that $F(-1) = f^*_{lb}$ and $F(1) = f^*_{rb}$. Thus, the above $F(r)$ is of degree $P + 1$, takes on the upwind flux values at the two interfaces, and approximates $f^o(r)$ in the same sense that $g_{lb}$ and $g_{nb}$ approximate the zero function.

The derivative of $F(r)$ at the solution point $\xi_n$ is evaluated as

$$\left. \frac{\partial F(r)}{\partial r} \right|_{\xi_n} = F_r(\xi_n) = f^o_r + [f^*_{lb} - f^o(-1)]g^r_{lb}(\xi_n) + [f^*_{rb} - f^o(1)]g^r_{nb}(\xi_n)$$

Finally, $F_r$ is transformed from reference space to physical space using the inverse mapping $\chi^{-1}$, where it can then be employed to approximate $f_x$ at each solution point within the physical grid cell. The solution to equation (1) is then advanced in time via an explicit Runge-Kutta method.

In order to complete this brief review of the FR method, we must define the correction function $g_{lb}$; the definition of $g_{nb}$ follows by reflection as previously discussed. With $L_k$ denoting the (standard) Legendre polynomial of degree $k$, the right Radau polynomial of degree $k$ (with $k > 0$) is defined by

$$R_{R,k} = \frac{(-1)^k}{2} (L_k - L_{k-1})$$
Figure 1: An example of polynomial aliasing when computing a nonlinear flux function. The blue curve is the solution polynomial and the blue dots give the value of this polynomial at the solution points. The red curve is the analytic flux polynomial and the green marks give the flux function evaluated at the solution points. A collocation projection results in the green curve which is the “aliased” flux polynomial through the flux values at the solution points. The brown curve is the $L^2$ projection of the analytic flux onto the solution polynomial space.

A family of correction functions for the left boundary that results in stable schemes is given by

$$g_{lb} = \alpha R_{R,P+1} + (1 - \alpha) R_{R,P} \quad \text{with} \quad 0 \leq \alpha \leq 1 \quad (16)$$

Note that $\alpha = 1$ results in the DG method, and $\alpha = \frac{P+1}{2P+1}$ results in the modified Spectral Difference (SD) method that is stable.

II.B. Temporal Discretization

The results presented in this paper were integrated in time using the 3-stage strong stability preserving (SSP) Runge-Kutta method, which is 3rd-order accurate in time. All of the results used a constant (global) time step to advance the solution in time. The size of the time step for each simulation was chosen to be sufficiently small meaning further reduction in its size would not produce significant changes in the solution error.

III. De-Aliasing using Over-Integration

High-order spectral-/finite-element type methods, including DG and FR, use a finite set of basis functions to construct a numerical solution within each grid cell. When applied to nonlinear equations, all of these methods can generate errors if any of the modes arising from the nonlinear terms are outside the span of the set of basis functions. In these cases, the energy from the unresolved modes are aliased onto the lower modes producing so-called aliasing errors. The effect these errors can have on a given simulation is highly unpredictable, and many researchers have shown they can produce severe instabilities within a problem.

An example of how these aliasing errors can develop is shown in figure 1 where we have defined the flux function to be the square of the solution, i.e., $f(u) = u^2$. The blue curve represents the solution within the grid cell as a polynomial of degree 4 and the five blue dots give the value of the solution at each of the solution points. Analytically applying the flux function to the solution polynomial results in the analytic flux polynomial, which is shown as the red curve and is a polynomial of degree 8. Evaluating the analytic flux polynomial at each of the solution points results in the green ‘x’ symbols. A collocation projection of the analytic flux is the polynomial of degree 4 that interpolates these values of the flux function evaluated at the solution points. This is represented as the green curve in figure 1 and illustrates how the analytic flux polynomial is “aliased” onto a polynomial space of lower degree. Finally, a Galerkin or $L^2$ projection of the analytic flux onto the solution polynomial space is the best possible approximation in the $L^2$ norm that we can achieve of the analytic flux as a polynomial of degree 4. This projected flux polynomial is given by the brown curve and the brown squares mark the value of the polynomial at the solution points in order to show the difference from the collocation flux values.

One way to prevent aliasing errors is through over-integration, which is also referred to as polynomial de-aliasing. Let the analytic flux, $f_{\alpha}$, be the exact analytic expression resulting from the evaluation of the
flux function using the solution polynomial \( u \), i.e., \( f_\lambda = f(u) \). The goal of over-integration is to get an optimal approximation of the analytic flux as a polynomial within the solution polynomial space. This is accomplished by using a set of quadrature points to increase the sampling of the flux function above what is capable by the solution points. The interpolating polynomial created from this increased sampling is of a higher degree than the solution polynomial space. Finally, applying an \( L^2 \) projection to this higher-degree flux polynomial results in the best possible approximation of analytic flux in the \( L^2 \) norm as a polynomial within the solution polynomial space.

If the analytic flux happens to be a polynomial, we can recreate it with minimal error if enough sampling points are used. Figure 1 is an example of the analytic flux being a polynomial. For this particular example, if we used the value of the solution polynomial at 9 optimally-located points to evaluate the flux function, we could recreate the red curve exactly. However, care must be taken to limit the amount of over-integration that is used to only what is necessary to exactly recreate the analytic flux. At some limit, further sampling becomes superfluous, wasting computational resources to yield no additional information.

On the other hand, if the analytic flux is not a smooth and/or continuous function, no amount of oversampling will be able to exactly recreate the analytic flux as a polynomial, and some aliasing error will be introduced because of this approximation. In these situations, we choose an amount of over-integration and hopefully the aliasing error will be negligible compared to the overall simulation error.

We implemented over-integration into our FR solver in two different ways. The first method uses the quadrature points to over-sample the flux function resulting in an approximation of the analytic flux as a polynomial of degree greater than \( P \). An \( L^2 \) projection is then used to project this over-sampled flux onto the solution polynomial space. This method will be referred to as flux over-integration, and it involves a complex series of steps that adds two interpolation and two projection operations to the base FR method. The second method uses the quadrature points to over-sample the residual function to get an optimal approximation of the residual within the solution polynomial space. Referred to as residual over-integration, this method is much easier to implement since it adds only one projection operation to the base FR method. However, residual over-integration is generally more expensive since it requires computing the complete residual function using the quadrature points. Further details on both of these methods are provided in sections III.B and III.C.

### III.A. Interpolation and Projection Operators

In order to use over-integration, we need to define two matrix operators: the interpolation and projection operators. The projection operator, \( P_\eta \), is used to project a nodal solution onto the space of polynomials of degree \( n \), i.e., \( P_n \). The interpolation operator, \( I_\eta \), is used to evaluate a function at a set of arbitrary nodal points, \( \eta \). For the sake of brevity, some details will be omitted in the process of defining these two operators that is to follow. A more thorough explanation of the general procedure being presented here can be found in Ref. 19.

We start by identifying some fundamental parameters and their respective notation. Recalling that \( P \) is the degree of the solution polynomial, let \( Q \) refer to the degree of the polynomial used for over-integration, where \( Q \geq P \). Let \( N_Q \) refer to the minimum number of quadrature points needed to define the over-integration polynomial within the reference element \( I \). Using tensor products to extend the 1D reference element to higher dimensions, the total number of quadrature points for the \( N \)-dimensional reference element is \( N_Q = (Q + 1)^N \).

Note that we will use the term nodal, as in nodal set or nodal points, to refer to any arbitrary set of points within the reference element, e.g., both the solution and quadrature points are sets of nodal points. In order to discern between these two nodal sets we will adhere to the following notation. We retain the notation from section II.A when referencing the solution points: \( \xi \) will denote the set of \( N_P \) solution points, and the subscript \( P \) will denote a set relating to the solution points with the index \( n \) referring to a component of such a set, e.g., \( \xi_n \). We define similar notation for the quadrature points: \( \eta \) will denote the set of \( N_Q \) quadrature points, and the subscript \( Q \) will denote a set relating to the quadrature points with the index \( q \) referring to a component of such a set, e.g., \( \eta_q \). The term \( \zeta \) will be used to denote an arbitrary nodal set containing \( N \) nodal points, \( \zeta_i \), whenever we need to present a concept that is not unique to either the solution or quadrature points. Finally, the subscripts \( i \) and \( j \) will represent dummy indices which will be used whenever one of the dedicated indices is already present within an equation.

To help illustrate the various nodal sets used within the reference element, an example of a 2D reference element is provided in figure 2. This example corresponds to an element with \( P = 1 \) and \( Q = 4 \) resulting.
in \( N_P = (P + 1)^2 = 4 \) solution points (shown as blue squares) and \( N_Q = (Q + 1)^2 = 25 \) quadrature points (shown as red ‘\( \times \)’ symbols). Shown along the edges of the element in figure 2 are the interface/flux points required to account for interaction between adjacent cells. The nodal points along each edge correspond to the respective 1D nodal sets, with the solution flux points shown as green squares and the quadrature flux points shown as black circles.

The choice of nodal sets that are used can have an affect on the stability, accuracy, and efficiency of nodal-based polynomial methods like FR\(^{31}\) and DG\(^{40,41}\). There are two families of nodal points that are used within this work: the Gauss-Legendre and the Lobatto-Gauss-Legendre nodes. In 1D, the Gauss-Legendre nodes, or more simply the Gauss nodes, correspond to the \( N \) zeros of the Legendre polynomial of degree \( N \) within the interval \([-1, 1]\). The Lobatto-Gauss-Legendre nodes, or more simply the Lobatto nodes, correspond to the \( N - 2 \) zeros of the derivative of the Legendre polynomial of degree \( N - 1 \) within the interval \([-1, 1]\), plus the two end points \( \pm 1 \).

Each of these nodal sets is associated with a quadrature rule that defines a matching set of quadrature weights for each nodal point. Note that the terms quadrature rule and quadrature weights imply no direct reference to the quadrature points and simply refers to a set of nodes and matching weights that can be used to numerically approximate an exact integral by finite summation. Let \( \mathbf{w} \) denote the set of \( N \) quadrature weights, \( w_i, i = 1, 2, \ldots, N \), associated with each of the nodal points in \( \zeta \). With \( a(r) \) representing some arbitrary function defined on \( I \), we can use the quadrature rule associated with \( \zeta \) to approximate the following integral as

\[
\int_{-1}^{1} a(r) \, dr \approx \sum_{i=1}^{N} a(\zeta_i) w_i \quad (17)
\]

The benefit of using the set of \( N \) Gauss nodes and associated quadrature weights is the approximation in equation (17) is exact when \( a(r) \) is a polynomial of degree \( 2N - 1 \) or less. When using the set of \( N \) Lobatto nodes, the approximation in equation (17) is exact when \( a(r) \) is a polynomial of degree \( 2N - 3 \) or less.

Next, the inner product between two arbitrary functions, \( a(r) \) and \( b(r) \), within the reference element \( I \), is defined by the equation

\[
(a, b) = \int_{I} a(r) b(r) \, dr \quad (18)
\]

The two functions \( a(r) \) and \( b(r) \) are considered orthogonal to each other if the integral in equation (18) evaluates to 0. Using the quadrature rule associated with \( \zeta \), equation (18) can be approximated as

\[
(a, b) \approx \sum_{i=1}^{N} a(\zeta_i) b(\zeta_i) w_i \quad (19)
\]

Let \( \mathbf{a} \) and \( \mathbf{b} \) denote vectors that contain the values of their respective functions, \( a(r) \) and \( b(r) \), evaluated at each of the nodal points in \( \zeta \). Additionally, let \( \mathbf{w}_{\zeta} \) denote the set of quadrature weights associated with \( \zeta \).
In equation (20), the assumptions have been made that $a$ and $b$ are both polynomials and the quadrature rule associated with the nodal set $\zeta$ is sufficiently accurate to exactly evaluate the integral in equation (19).

We wish to define an interpolation operator, $\mathcal{I}$, which outputs the nodal coefficients at the quadrature points when given the nodal coefficients at the solution points. Let $\tilde{u}_q$ and $\tilde{u}_p$ relate to the quadrature points and be the respective equivalents to $u_n$ and $\hat{u}_p$. The nodal coefficients for all the quadrature points, can be found using equation (3)

$$\tilde{u}_q = u(\eta_q) = \sum_{n=1}^{N_P} \tilde{u}_n \ell_n(\eta_q) \quad \text{for} \quad q = 1, 2, \ldots, N_Q$$  \hfill (21)

It is clear that the Lagrange polynomial term on the right side of equation (21) is simply a $N_Q \times N_P$ dimensioned matrix that is multiplied by the vector $\tilde{u}_p$ resulting in $\tilde{u}_q$. Therefore, we can rewrite equation (21) in matrix form as

$$\tilde{u}_q = \mathcal{I}_q \tilde{u}_p$$  \hfill (22)

where the interpolation operator, $\mathcal{I}_q$, with elements $\mathcal{I}_{qn} = \ell_n(\eta_q)$, is a matrix that interpolates the solution nodal coefficients to the quadrature points, $\eta$. For example, if $P = 1$ and $Q = 2$, the interpolation operator is the matrix

$$\mathcal{I}_q = \begin{bmatrix} \ell_1(\eta_1) & \ell_2(\eta_1) \\ \ell_1(\eta_2) & \ell_2(\eta_2) \\ \ell_1(\eta_3) & \ell_2(\eta_3) \end{bmatrix}$$  \hfill (23)

where $\ell_n$ is used to specify the Lagrange polynomial that takes the value 1 at the solution point $\xi_n$ and zero at all other solution points $\xi_{i\neq n}$.

Instead of using the nodal form of the solution polynomial given by equation (3), we can decompose the polynomial into hierarchical modes by using a set of modal basis functions and their corresponding modal coefficients. For an $N$-D solution, let $N_M$ refer to the maximum (or final) mode which corresponds to a polynomial basis function of degree $N \times P$. Whereas $N_M$ denotes the maximum mode, the total number of modes is actually the same as the total number of solution points because we have defined the modal index, $m$, to begin at 0; this was done to signify that the first mode, i.e., $m = 0$, corresponds to the constant mode where all the polynomial exponents are 0. Thus, the value of $N_M$ is $N_M = (P + 1)^N - 1 = N_P - 1$. Combining all of these notations, let $\hat{u}_p$ denote the set of modal coefficients, $\hat{u}_m$, $m = 0, 1, \ldots, N_M$; we have used the ‘hat’ accent in order to distinguish it from the tilde accented nodal coefficients.

Let $\phi_m$ be the set of $N_P$ modal basis functions, $\phi_m(r)$, $m = 0, 1, \ldots, N_M$, that directly correspond to the modal coefficients in $\hat{u}_p$. Note that for the 1D case, the basis function $\phi_m(r)$ is a polynomial of degree $m$. Let $B$ denote the basis matrix where each entry in the matrix is given by $B_{ij} = \phi_j(\zeta_i)$. Thus, each column vector of the matrix represents one of the basis functions evaluated at each point in a nodal set, whereas each row vector of the matrix represents each basis function evaluated at a specific nodal point.

In the formulation of the projection operator, we will deal with two basis matrices. The first basis matrix, which retains the notation $B$, or $B_{Q,P}$, has the dimensions $N_Q \times N_P$ and corresponds to each of the $N_P$ basis functions evaluated at each of the $N_Q$ quadrature points. Using the same example of $P = 1$ and $Q = 2$ from equation (23), the basis matrix expands to

$$B_{2,1} = \begin{bmatrix} \phi_0(\eta_1) & \phi_1(\eta_1) \\ \phi_0(\eta_2) & \phi_1(\eta_2) \\ \phi_0(\eta_3) & \phi_1(\eta_3) \end{bmatrix}$$  \hfill (24)

In the present work, the normalized Legendre polynomials are used as the modal basis functions. These are ideal because they fit the hierarchical requirement and the Legendre polynomial of degree $m$ is orthogonal to $\mathcal{P}_{m-1}$.

The second basis matrix that we will use is denoted by $V$, and represents the $N_P$ basis functions evaluated at each of the $N_P$ solution points, i.e., $V = B_{P,P}$. The matrix $V$ is denoted differently than $B$ to immediately recognize that it is square and invertible, whereas $B$ is generally not square and thus not invertible.
Using the modal coefficients and corresponding basis functions, the approximate solution polynomial from equation (3) can be reconstructed using

$$u(r) = \sum_{m=0}^{N_M} \hat{u}_m \phi_m(r)$$  \hspace{1cm} (25)$$

If we use equation (25) to evaluate the nodal coefficients for each of the $N_Q$ quadrature points, we end up with

$$\tilde{u}_q = u(\eta_q) = \sum_{m=0}^{N_M} \hat{u}_m \phi_m(\eta_q) \quad \text{for} \quad q = 1, 2, \ldots, N_Q$$  \hspace{1cm} (26)$$

Similar to how equation (21) was rewritten as equation (22), we can rewrite equation (26) in matrix form as

$$\tilde{u}_Q = B \hat{u}_P$$  \hspace{1cm} (27)$$

If we were instead to use equation (25) to evaluate the nodal coefficients for each of the $N_P$ solution points, we end up with the matrix equation

$$\tilde{u}_P = V \hat{u}_P$$  \hspace{1cm} (28)$$

Because the matrix $V$ is invertible, we can very easily rearrange the above equation to solve for the modal coefficients given the nodal coefficients at the solution points, i.e.,

$$\hat{u}_P = V^{-1} \tilde{u}_P$$  \hspace{1cm} (29)$$

From the previous equations, we can see that the basis matrix is essentially an operator that transforms the modal solution into the nodal solution. This completes the definition of all the necessary components that are required for us to define the projection operator.

Before we continue on to the projection operator, however, we take the opportunity to quickly present an alternative method for evaluating the interpolation operator from the basis matrices. If we plug equation (29) into equation (27), and then set the result equal to equation (22), we end up with

$$B \left[ V^{-1} \tilde{u}_P \right] = \tilde{u}_Q = \mathcal{I}_\eta \tilde{u}_P$$  \hspace{1cm} (30)$$

The alternative formulation of the interpolation operator is clearly

$$\mathcal{I}_\eta = BV^{-1}$$  \hspace{1cm} (31)$$

We now continue on with defining the projection operator. Because the exact solution, $u_e(r)$, is not necessarily in the space of polynomials spanned by the basis functions of the approximate solution, $u(r)$, the residual error, $R(u)$, from the approximation can be expressed as

$$R(u) = u_e(r) - u(r)$$  \hspace{1cm} (32)$$

Let $\varphi$ represent an arbitrary test function. We can apply the inner product of equation (32) with respect to the test function, $\varphi$, resulting in

$$\left( \varphi, R(u) \right) = \left( \varphi, u_e \right) - \left( \varphi, u \right)$$  \hspace{1cm} (33)$$

From the method of weighted residuals, we require that the left hand side of the previous equation is 0.

The Galerkin projection, also referred to as the $L^2$ projection, uses the modal basis functions, $\phi$, as the test functions in equation (33). Let us assume that we have used a set of quadrature points, $\eta$, that is large enough to sufficiently sample the exact solution such that

$$u_e(r) \approx \sum_{q=1}^{N_Q} \tilde{u}_q \ell_q(r)$$  \hspace{1cm} (34)$$

After setting the left hand side of equation (33) to zero, if we replace $u_e$ with the approximation in equation (34), $u$ with the modal formulation from equation (25), and the test function with the set of modal basis functions, we end up with

$$\left( \phi_i, \sum_{m=0}^{N_M} \hat{u}_m \phi_m \right) = \left( \phi_i, \sum_{q=1}^{N_Q} \tilde{u}_q \ell_q \right) \quad \text{for} \quad i = 0, 1, \ldots, N_M$$  \hspace{1cm} (35)$$
The summations can be pulled out of the inner products since $\tilde{u}_q$ and $\hat{u}_m$ are just coefficients within their respective summations. Thus equation (35) simplifies to

$$
\sum_{m=0}^{N_M} \hat{u}_m (\phi_i, \phi_m) = \sum_{q=1}^{N_Q} \tilde{u}_q (\phi_i, \ell_q) \quad \text{for} \quad i = 0, 1, \ldots, N_M
$$

Using equation (19) and the quadrature rule associated with the quadrature points, the inner products in equation (36) can also be expressed as summations

$$
\sum_{m=0}^{N_M} \hat{u}_m \sum_{j=1}^{N_Q} \phi_i(\eta_j) \phi_m(\eta_j) w_j = \sum_{q=1}^{N_Q} \tilde{u}_q \sum_{j=1}^{N_Q} \phi_i(\eta_j) \ell_q(\eta_j) w_j \quad \text{for} \quad i = 0, 1, \ldots, N_M
$$

Using equation (20), this can be rewritten in matrix form as

$$
B^T WB \, \hat{u}_p = B^T W I \, \tilde{u}_Q
$$

where $I$ is the identity matrix created from the Lagrange polynomials for the quadrature points, i.e.,

$$
I = \ell_q(\eta_j) = \delta_{qj} \quad \text{for} \quad q, j = 1, 2, \ldots, N_Q
$$

The leading term on the left hand side of equation (38), $B^T WB$, results in a square matrix that can be inverted and moved to the right side giving

$$
\hat{u}_p = \left[ (B^T WB)^{-1} B^T W \right] \tilde{u}_Q
$$

The previous equation takes the set of $N_Q$ nodal values defined at the quadrature points, $\tilde{u}_Q$, and projects these values onto the solution polynomial space of degree $P$, resulting in the set of modal coefficients for the basis functions of the solution polynomial, $\hat{u}_p$.

Using equation (28), we can transform the projected modal coefficients from equation (40) into the physical values at the solution points. Multiplying $V$ by the term in square brackets from equation (40) gives the final projection operator,

$$
P_p = V \left( B^T WB \right)^{-1} B^T W
$$

where $P_p$ denotes that the projection is onto the polynomial space of degree $P$. Thus, the projection operator is used to project the $Q$-degree polynomial defined by the nodal coefficients $\tilde{u}_Q$ to a polynomial of degree $P$, which is then evaluated at the solution points resulting in the nodal coefficients $\tilde{u}_p$, i.e.,

$$
\tilde{u}_p = P_p \tilde{u}_Q
$$

Note that the projection operator above is simply a matrix and its use only requires multiplying it by the vector of nodal coefficients for the quadrature points. Since the matrices defining the operator are based on quadrature rules and basis functions that do not change during a simulation, the operator matrix is only required to be defined once during the preprocessing phase of the simulation.

As a quick exercise, we take a look at what happens to the projection operator if over-integration is not used, i.e., $Q = P$ and $\eta = \xi$. In this specific case, the basis matrices $B$ and $V$ are equivalent. Substituting $V$ for $B$ throughout equation (41) results in

$$
P_p = V \left( V^T WV \right)^{-1} V^T W
$$

Since all of these matrices are now square and invertible, we can use some matrix identities to expand equation (43) as

$$
P_p = V V^{-1} W^{-1} (V^T)^{-1} V^T W
$$

After canceling terms, the above projection operator is clearly the identity matrix. This is exactly what we expect because here we are trying to project a polynomial of degree $P$ onto the polynomial space of degree $P$. 
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III.B. Flux Over-Integration

The first over-integration method focuses on preventing aliasing errors that might arise from the evaluation of two flux related terms: the discontinuous flux divergence within the cell interior and the common flux at the cell interfaces. Because these two terms are independent of each other, we can split this method into two phases with each phase corresponding to one term. Both phases are similar in that they involve four basic steps: interpolating the nodal solution to the quadrature points, evaluate a flux function at the quadrature points, projecting this higher-order flux polynomial down to the solution polynomial space, and finally interpolating this projected flux polynomial from the quadrature points back to the solution points. As we showed in equations (41) and (42), the final step of interpolating the projected flux from the quadrature points to the solution points can be absorbed into the projection operator for improved efficiency since both operations are matrix multiplications.

Let ξ and η respectively refer to sets of solution and quadrature points as in section III.A, where we were exclusively dealing with interior nodal points. However, we are now required to differentiate between interior and interface nodal sets, because the first phase of flux over-integration involves the flux function within the interior of the element, whereas the second phase involves the flux along the interfaces. We therefore introduce the subscripts ‘I’ and ‘F’ to denote the respective interior and interface nodal sets. The legend in figure 2 provides an example of this notation as applied to the reference quadrilateral element.

The interpolation and projection operators for the interior points follow directly from section III.A. It is not immediately clear though, how these operators are applied to the interface nodal points where the spatial dimension is one lower than that of the interior nodal points. The interpolation operator is actually straightforward: assuming we know the location of the interface points, the matrix that interpolates a polynomial from ξ, to either ξL or ηR is evaluated using a method similar to equation (21). Whereas the projection operator for the interface polynomial is still defined using equation (41), it requires all of the matrices on the right side of the equation to be recreated for the face reference element. In equation (41), the matrices V, B, and W are all defined for a N-D element and not applicable to the (N − 1)-D polynomial we are looking to project at the interface. By using ξL and ηR to create interface versions of V, B, and W, we can create the interface projection operator with equation (41).

III.B.1. Over-Integrating the Discontinuous Flux Divergence

The first phase of flux de-aliasing is applying over-integration to the evaluation of the discontinuous flux divergence. We start with assuming that the nodal coefficients are known at the interior solution points, ξI.

The steps for evaluating the de-aliased discontinuous flux divergence are as follows:

1. Interpolate the solution from ξi to ηi.
2. Evaluate the flux function at ηi using the interpolated solutions.
3. Project the flux polynomial to the solution polynomial space.
4. Interpolate the projected flux polynomial from ηi to ξi.
5. Compute the derivative of the projected flux polynomial at each ξi.

Following the previous steps results in the discontinuous flux as a polynomial of degree P, thus its divergence is of degree P − 1. This is same as the base FR method except here f^0 is a better approximation of the analytic flux in the L^2 norm.

Additionally, we can define an alternative method to over-integrate the discontinuous flux by rearranging the final three steps as:

3. Compute the derivative of the flux polynomial at each ηi.
4. Project the derivative of the flux polynomial to the solution polynomial space.
5. Interpolate the projected flux derivative from ηi to ξi.

This slight modification results in f^0(r) being a polynomial of degree P instead of P − 1 as it was before. However, this can create some consistency errors when evaluating the flux jumps at the cell interfaces. The values f^0(±1), which are used to compute the flux jumps at the interfaces in equation (9), need to be consistent with the projected derivative. This means we need to create a discontinuous flux polynomial of degree P + 1 from f^0(r) in order to compute the flux jumps in a consistent manner.

Another consequence of projecting the derivative is that the derivative operator needs to be created from the Lagrange polynomials for the quadrature points instead of the solution points. Therefore, computing the
flux derivative at the quadrature points is significantly more expensive because of the increase in operations required by the matrix-vector product. Brainstorming these and other complications that we encountered led to an alternative method, residual over-integration, which is described in section III.C.

III.B.2. Over-Integrating the Upwind Flux

At each interface/flux point, the upwind flux, $f^*$, is found by solving the Riemann problem that exists from the (generally) discontinuous solution between the two cells on the interface, i.e., $\tilde{u}_L \neq \tilde{u}_R$. Numerous approximate Riemann solvers have been derived for solving this problem; they all operate on a pair of individual states and the underlying algorithms generally contain nonsmooth functions and/or conditional statements. However, for polynomial methods, the Riemann problem at an interface is actually between two discontinuous solution polynomials, $u_L(r) \neq u_R(r)$. The solution to this Riemann problem is extremely complicated and all but guaranteed to not be a polynomial. Therefore, the upwind flux could very likely be the source of aliasing errors if we take an insufficient sampling of the total interface flux.

The quadrature flux points, $\eta_f$, are used to get a better sampling of the total interface flux, which can then be projected onto the solution polynomial space at the solution flux points $\xi_f$. For a given interface between two cells, the steps to achieve this are as follows:

1. From the left and right cells on the interface, interpolate the solution from their respective $\xi_i$ to the shared quadrature flux points, $\eta_f$.
2. Evaluate $f^*$ at $\eta_f$ using the left and right interpolated solutions.
3. Project $f^*$ to the solution polynomial space.
4. Interpolate $f^*$ from $\eta_f$ to $\xi_f$.

After following these steps, each solution flux point will contain the nodal value of the optimal polynomial approximation of the upwind flux within the solution polynomial space.

III.C. Residual Over-Integration

The second over-integration method focuses on preventing aliasing errors by over-sampling the residual function. Using the interpolation and projection operators from section III.A, over-integration of the residual proceeds as follows:

1. Interpolate the solution from $\xi_i$ to $\eta_i$.
2. Use the base FR method at the nodes $\eta_i$ and $\eta_f$ to evaluate the residual function at $\eta_i$.
3. Project the higher-order residual polynomial to the solution polynomial space.
4. Interpolate the projected residual polynomial from $\eta_f$ to $\xi_i$.
5. Update the solution at $\xi_i$ using the de-aliased residual polynomial.

In the previous algorithm, there is a redundancy proceeding through steps 4, 5, and restarting back at step 1. In step 4, the projected residual is interpolated from the quadrature points to the solution points for the sole purpose of evaluating the updated solution in step 5. Restarting back at step 1 just interpolates the updated solution right back to the quadrature points. We can instead skip the interpolations all together and perform the solution update at the quadrature points since this is simply a linear combination of the solution and residual polynomials. This removes any need for using the solution points since all operations are performed at the quadrature points.

The key feature of this second over-integration method is that it is very easy to implement within an existing code since it only requires the addition of a single matrix multiplication to each time (sub-)step. The code is basically mislead into thinking it is running a simulation with the solution order set to the quadrature order. This way the code sets up the simulation with the solution points actually being the quadrature points and all supporting data structures are created accordingly. As the simulation is advanced in time, the residual function is evaluated as usual within each time step or Runge-Kutta stage. Just before the solution is updated after a time step or Runge-Kutta stage, the higher-order residual polynomial is projected down to the solution polynomial space. Finally, the solution is updated using this de-aliased residual polynomial before continuing to the next time step.
IV. Governing Equations

The Euler equations describe the motion of an inviscid fluid such as the isentropic vortex that is the topic of this paper. The 2D Euler equations for a calorically perfect, compressible fluid can be written in differential form as

$$\begin{align*}
\frac{\partial}{\partial t} \begin{bmatrix} \rho \\
\rho v_x \\
\rho v_y \\
\rho E \end{bmatrix} + \frac{\partial}{\partial x} \begin{bmatrix} \rho v_x \\
\rho v_x^2 + \rho v_x v_y \\
\rho v_y \\
v_x (\rho E + p) \end{bmatrix} + \frac{\partial}{\partial y} \begin{bmatrix} \rho v_y \\
\rho v_x v_y \\
\rho v_y^2 + \rho v_x v_y \\
v_y (\rho E + p) \end{bmatrix} &= 0 \tag{45}
\end{align*}$$

where \( \rho, v_i, p, \) and \( E \) respectively refer to the density, velocity in coordinate direction \( i \), pressure, and the total energy per unit mass of the system. Thermodynamic closure is found through the total energy equation

$$\rho E = \frac{p}{\gamma - 1} + \frac{1}{2} \rho \left( v_x^2 + v_y^2 \right) \tag{46}$$

where \( \gamma \) is the ratio of specific heats for the fluid in question. Additionally, the ideal gas law

$$p = \rho R_{gas} T \tag{47}$$

is utilized to relate the temperature, \( T \), to the pressure and density where \( R_{gas} \) is the specific gas constant of the fluid. The speed of sound, \( a \), is computed using the relation

$$a = \sqrt{\frac{\gamma p}{\rho}} = \sqrt{\gamma R_{gas} T} \tag{48}$$

In the present work, the fluid is assumed to be calorically perfect air where \( \gamma = 1.4 \) and the dimensionalized specific gas constant is \( R_{gas} = 287.15 \text{ J/(kg·K)} \).

V. Numerical Results

In the discussion of the results we will frequently refer to the degree of the solution polynomial used for a simulation as well as the degree of the polynomial used for over-integration. Therefore, we need to define a few notational conventions that will be used in this section to refer to these quantities. Let \( \mathcal{P}_n \) refer to a solution polynomial of degree \( n \) that nominally results in a \( (n+1) \)th-order method and let \( \mathcal{Q}_m \) refer to over-integrating using a polynomial of degree \( m \). Combining these, we will use \( \mathcal{P}_n \mathcal{Q}_m \) to refer to a \( \mathcal{P}_n \) solution that is over-integrated to \( \mathcal{Q}_m \).

V.A. Isentropic Euler Vortex Problem

The isentropic Euler vortex problem is commonly used\textsuperscript{16,17,20,36,42–47} for testing the order of accuracy of a numerical method because it is easy to implement and the exact solution is known at all times. This is especially the case for high-order methods that are designed to produce minimal numerical dissipation. This problem is ideal for high-order methods because their theoretical accuracy should allow them to propagate the vortex with minimal entropy production for an indefinite amount of time.

In Ref. 48, we made an attempt to create a definition for the isentropic Euler vortex problem that unifies many of the variations that exist in literature. While performing some \( h \)-refinement studies with this problem, we encountered a few instabilities of varying strengths. We were able to determine that some of these instabilities were caused by poorly chosen boundary conditions and the size of the computational domain being too small. By zeroing the mean flow velocity to keep the vortex stationary, we were able to circumvent the problem with the boundary conditions and successfully complete an \( h \)-refinement study showing the long term stability of the FR method.

Whereas the \( h \)-refinement study was successful, some of the lower-resolution simulations for the stationary vortex still showed signs of instabilities. Since this problem has been shown to exhibit aliasing errors that can affect the stability of the numerical simulation\textsuperscript{17,20,21} we identified these cases as good candidates for testing over-integration as a means of reducing aliasing errors and improving stability. For completeness, we will also explore the effects of over-integration on an extremely under-resolved stationary vortex as well as its general effects related to the nodal quadrature through an \( h/p \)-refinement study.
Additional instabilities can be introduced within the system by periodic boundaries and we need to isolate the effects of over-integration on possible aliasing instabilities. Keeping the vortex stationary is the only way to run the vortex problem for any significant amount of time without using periodic boundary conditions. Therefore, we will use the stationary version of the isentropic Euler vortex problem as defined in Ref. 48.

A condensed definition for the stationary vortex problem follows since we are not concerned about unifying variations of the vortex problem found in literature. The initial conditions for the vortex problem are found by superimposing perturbations in velocity and temperature onto a uniform mean flow. These perturbations are defined such that the entropy, $S = p/\rho^\gamma$, is constant throughout the entire grid domain, i.e., $\delta S = 0$. In order to keep the vortex stationary, the mean flow velocity, $(v_{x,\infty}, v_{y,\infty})$, is required to be zero and the free-stream density, $\rho_{\infty}$, and pressure, $p_{\infty}$, are set to one.

The perturbations in velocity and temperature are defined as

$$
\begin{align*}
\delta v_x &= -y \Omega \\
\delta v_y &= +x \Omega \\
\delta T &= -\frac{(\gamma - 1)}{2} \Omega^2
\end{align*}
$$

(49)

where $\Omega$ is a Gaussian function of the form

$$
\Omega = \frac{5}{2\pi\sqrt{7}} e^{-\frac{1}{2} (1-x^2-y^2)}
$$

(50)

These perturbations, along with the free-stream conditions and the isentropic relations between density, pressure, and temperature, are used to define the initial flow conditions of the primitive variables as

$$
\begin{align*}
\tilde{\rho}_0 &= (1 + \delta T)^\frac{1}{\gamma-1} \\
\tilde{v}_{x,0} &= \delta v_x \\
\tilde{v}_{y,0} &= \delta v_y \\
\tilde{p}_0 &= \frac{1}{\gamma} (1 + \delta T)^\frac{-\gamma}{\gamma-1}
\end{align*}
$$

(51)

where the subscript 0 denotes a quantity given at $t = 0$. The tilde accents on the primitive variables indicate that each is a nondimensional quantity where $\rho_{\infty}$, $a_{\infty}$, and $T_{\infty}$ have been used as the characteristic density, velocity, and temperature scales, respectively.

The last remaining item needed to complete the problem is the definition of the computation domain. For all of the simulations in this work, we used a square domain with grid boundaries located at...
(x, y) = (±10, ±10). A number of different grid resolutions was used with each grid divided into regular, nonoverlapping quadrilateral cells of equal size. Finally, all grid boundaries were set to characteristic boundary conditions to allow for information to flow in/out of the domain as needed. A contour plot showing the initial density profile resulting from this problem definition is shown in figure 3.

The beauty of this problem is that it can be run indefinitely and the exact analytical solution at any point in time is simply the initial conditions. For the propagating vortex, time can additionally be measured in flow-through periods or the number of times the vortex propagates completely through the domain and returns back to its initial location. Even though a flow-through period for the stationary vortex is undefined, we will still use it to measure the elapsed time of our simulations. In this case, one period is equivalent to the amount of time for a propagating vortex with \( v_{x,\infty} = 1 \) to complete one flow-through period.

V.B. Over-Integration Applied to a Very Under-Resolved Case

The first case used for testing over-integration is an attempt to visualize the effect that it has on the modes of the solution. Aliasing errors are more commonly found with under-resolved problems. In these cases, there is modal energy that should exist in modes higher than the span of the polynomial basis functions. These energies are erroneously resolved by the highest modes of the polynomial basis resulting in an aliased solution. Therefore, we should be able to use an extremely under-resolved case to see how well over-integration is able to remove energy from the highest modes in the areas where these modes should not be activated.

To create a very under-resolved case, we used a grid containing 10\(^2\) cells and a P8 solution with and without over-integration to P8Q16. The simulations were run for one period and the absolute value of the density modes were plotted for each grid cell in figure 4, with all modes less than 1.0 \( \times 10^{-7} \) cut off (set to white).

The two images at the top of figure 4 are given to illustrate how the modes are to be interpreted within each cell. These two images show up-close views of the grid cell bounded by the lines \( x = 0, x = 2, y = 2, \) and \( y = 4 \) from the respective image located directly below. The box in the lower left corner of the cell gives the value of the modal coefficient, \( c_m \), for the polynomial term \( c_m x^0 y^0 \), i.e., the constant mode. Moving horizontally, the exponent for \( x \) increases from left to right. Moving vertically, the exponent for \( y \) increases from bottom to top. The box at the top right gives the value of the modal coefficient for the polynomial term \( c_m x^8 y^8 \).

As discussed previously, we would expect to see the modes or boxes towards the top and right sides of each grid cell to be cut off or darker blue when using over-integration. More importantly, we would expect to see the boxes in the outer regions of the domain to have only the constant coefficient activated since those regions only contain the mean flow. Both of these expectations are clearly met when comparing the over-integrated modal solution at the bottom right of figure 4 to the base solution located at the bottom left of figure 4. This is a clear indication that over-integration is working as intended.

V.C. Over-Integration Applied to Well-Resolved Cases

We know that over-integration is working as intended in the previous under-resolved case, but what happens if we apply it to a moderately or well-resolved case? We tested various levels of over-integration on five different grid levels, 40\(^2\), 80\(^2\), 120\(^2\), 160\(^2\), and 200\(^2\), and using P2–P4 order solutions. For each of the combinations of grid level and polynomial order, we computed the density error through one period using three “base” methods without over-integration: Gauss-LP, Lobatto-LP, and Lobatto-CR. We then compare those results to simulations with varying degrees of over-integration applied to the Gauss-LP and Lobatto-LP methods. We did not use over-integration with the Lobatto-CR method since it already offers an additional order of accuracy over the Lobatto-LP method. Instead we wanted to see how over-integration with the Lobatto-LP method compares to the base Lobatto-LP and Lobatto-CR methods.

There are a couple of consistencies between figure 5 and the following figures 6 and 7 to identify before continuing. First, across all three figures the dashed lines give the base Lobatto-LP (long dashes) and Lobatto-CR (short dashes) results and the solid line with square symbols gives the Gauss-LP results. Second, all the results on a given grid resolution are plotted using the same color in all the three figures. More specifically, the red, green, blue, magenta, and black groups of lines respectively represent the grid levels containing 40\(^2\), 80\(^2\), 120\(^2\), 160\(^2\), and 200\(^2\) cells.

Figure 5 shows the results for all of the P2 order simulations on each of the grid levels. Two sets of simulations involving over-integration are shown alongside the three base methods: Gauss-LP (solid line with
Figure 4: Comparison of the $P_8$ modal solution without over-integration (left) and with over-integration to $P_8Q16$ (right). The top two images show a detailed view of the modes for the cells highlighted in red in the respective image below. All modes less than $1.0 \times 10^{-7}$ have been cut off (set to white).
Figure 5: Comparison of $P_2$ solutions with and without over-integration on multiple grid levels.

‘x’ symbols) and Lobatto-LP (solid line with circle symbols) both over-integrating to $P_2Q_4$. The results for the three base methods follow the same trends as found by other researchers. The error of the Lobatto-LP method is between 0.5–1.0 magnitude higher than the Gauss-LP method and the error of the Lobatto-CR method is just slightly higher than the Gauss-LP method. The very interesting result is that the error from both over-integration methods is identical to the base Gauss-LP method across all grid levels.

Figure 6 shows the results for all of the $P_3$ order simulations on each of the grid levels. As with the $P_2$ results, we have included two sets of simulations involving over-integration alongside the three base methods. Again, we have included over-integration to $P_3Q_6$ with the Gauss-LP method (solid line with circle symbols) but this time we reduced the over-integration with the Lobatto-LP method (solid line with ‘x’ symbols) by one order to $P_3Q_5$. Even with this change, all of the over-integration results are again identical to the base Gauss-LP method.

Finally, figure 7 shows the results for all of the $P_4$ order simulations on each of the grid levels. For this case, we did not include any over-integration results for the Gauss-LP method and instead focused on finding what degree of over-integration is required for the Lobatto-LP method to reach the same result as the base Gauss-LP method. We have included three sets of simulations with varying degrees of over-integration with the Lobatto-LP method alongside the three base methods: over-integrating to $P_4Q_8$ (solid line with diamond symbols), $P_4Q_6$ (solid line with circle symbols), and $P_4Q_5$ (solid line with ‘x’ symbols). Again, all of the over-integration results are identical to the base Gauss-LP results.

There are three important conclusions that can be made from applying over-integration to these moderately to well-resolved cases. First, when using Gauss solution points, over-integrating does nothing and gives the same result as if it had not been used at all. Second, when using Lobatto solution points, over-integration improves the answer to that found by using Gauss solution points. Finally, over-integrating by just one degree higher might be enough to remove any aliasing errors inherent to using Lobatto solution points.
Figure 6: Comparison of $P_3$ solutions with and without over-integration on multiple grid levels.

Figure 7: Comparison of $P_4$ solutions with and without over-integration on multiple grid levels.
V.D. Over-Integration Applied to Instabilities

In Ref. 48, some under-resolved cases for the stationary vortex were found that contained instabilities of varying strengths. These instabilities can be split into two categories: “fatal” and “non-fatal” instabilities. A fatal instability is one that caused the simulation to crash due to negative pressure or density. Non-fatal instabilities are those cases that demonstrate instabilities but are still able to finish the simulation without crashing. What we want to see is whether over-integration can suppress these instabilities and provide some additional robustness when applied to an under-resolved simulation. We chose two cases for this test, one exhibiting a fatal instability and the second exhibiting a non-fatal instability.

The case involving a fatal instability uses the Gauss-LP method with a $P^2$ solution on a $40^2$ grid and the base result without over-integration is seen in figure 8a as the black line with square symbols. We repeated this test case using the weak form of the DG Spectral Element Method (DGSEM) to ensure that this instability is not something that was only found using the FR method. The DGSEM results are shown as a blue line with diamond symbols and is exactly identical to the FR Gauss-LP results. Also shown in figure 8a are two additional results that use over-integration with the Gauss-LP method: the first over-integrating to $P^2Q^4$ (green line with ‘x’ symbols) and the second over-integrating to $P^2Q^{10}$ (red line with circle symbols). In figure 8a, where each of the lines terminates is the point in time at which the simulation blows up. Without over-integration, the simulation blew up after four periods for both of the methods without over-integration. Adding over-integration was not able to improve the stability for this test case. Over-integrating to $P^2Q^4$ slightly reduced the magnitude of the overall error but the simulation still diverged at the same point as the simulations without over-integration. Over-integrating to $P^2Q^{10}$ reduced the error and allowed to simulation to proceed longer but only for an additional half period.

The non-fatal instability case is the same as the previous case except that the grid resolution has been increased to a grid containing $80^2$ cells. The base result using the Gauss-LP method is shown in figure 8b as the black line with square symbols. As done with the previous case, we over-integrated to $P^2Q^{10}$ to ensure we had enough resolution to stabilize the solution. However, over-integration did not improve the stability of the simulation and gave a very similar solution to the simulation without over-integration.

VI. Conclusions

The results presented in this work give conflicting stories on the success of using over-integration as a means of preventing aliasing errors for the FR and DG methods. As shown in sections V.B and V.C, over-integrating indeed improves the quality of the solution, especially for under-resolved simulations and for methods utilizing a reduced order quadrature (e.g., solution points are Lobatto points). However, in section V.D, over-integrating applied to some test cases involving numerical instabilities does not improve the robustness of the FR and DG methods.

Because of the difficulties that we have experienced with the vortex problem, it seems likely that the instabilities we were trying to fix with over-integration in section V.D are not due to aliasing errors. One reason for this conjecture is a small detail from the final jump in error that is found in both simulations shown in figure 8b. These jumps coincide with an exponential fit found in Ref. 48 that appeared to be related to the accumulation of machine roundoff errors caused by simulating a closed system with all periodic boundaries. Conversely, this could also be a coincidence and there is still some sort of aliasing driven instability that has yet to be resolved. Either way, further testing is required to determine the cause of these instabilities that we have encountered with the stationary vortex problem.

The results from section V.C show that over-integration successfully removes any aliasing errors that are inherent to the use of Lobatto quadratures. This is especially promising when looking to use triangular grid cells in 2D and tetrahedra and other unstructured cell types in 3D where Gaussian quadrature rules are not defined. Nodal sets based on a barycentric-type mapping of Lobatto quadrature for triangular elements is popular with many unstructured nodal DG methods. Our results indicate that over-integrating by an order or two might be sufficient in removing most of the aliasing errors found in the Lobatto nodal sets for triangles. In general when the flow is well-resolved, aliasing errors often do not cause numerical instabilities. The focus of future work includes applying over-integration to the Navier-Stokes equations and then to 3D unstructured cells (tetrahedra, pyramids, prisms, and hexahedra geometries).
(a) Over-integration applied to a fatal instability. Where each line terminates is the point that the simulation failed.

(b) Over-integration applied to a non-fatal instability. The $P2Q10$ simulation terminates before it reaches 100 periods because it reached the total wall time the job had been allocated and not because it diverged.

Figure 8: Application of different amounts of over-integration to reduce instabilities caused by insufficient resolution.
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