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Concurrent Engineering Centers (CECs) are specialed facilities with a goal of generating
and maturing engineering designs by enabling rapidiesign iterations. This is accomplished
by co-locating a team of experts (either physicallgr virtually) in a room with a focused design
goal and a limited timeline of a week or less. Thgystems engineer uses a model of the system
to capture the relevant interfaces and manage theverall architecture. A single model that
integrates other design information and modeling abws the entire team to visualize the
concurrent activity and identify conflicts more efficiently, potentially resulting in a systems
model that will continue to be used throughout theproject lifecycle. Performing systems
engineering using such a system model is the detioh of model-based systems engineering
(MBSE); therefore, CECs evolving their approach tdancorporate advances in MBSE are more
successful in reducing time and cost needed to megtudy goals. This paper surveys space
mission CECs that are in the middle of this evolutin, and the authors share their experiences
in order to promote discussion within the community

I. Introduction

Concurrent Engineering Center (CEC) is an orgaioizaf people, tools, and facilities with a specioal of
rapidly generating and maturing engineering desieams of experts are assembled and given a dgsan
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with a limited timeline of anywhere from hours ®veral days, and during this time, the teams magig¢e one or
more concepts. The members are purposefully cdddcphysically or virtually, rather than workingofn their

separate offices. This co-location enables rapsigtaterations by improving the speed and qualityommunication
between the team members, which consequently stsottee decision-making cycle. The tools and faeditare

designed to support this process, such as netwardwgbuter terminals, analysis tools often linkegetiber, large
displays and projectors, white boards, and largenfigurable meeting spaces.

A CEC can be used to generate, analyze, and refimeepts in an efficient manner. They typicallysehe early
part of a system's life cycle where there is ladgsign freedom and uncertainty. By bringing togefieople with
different backgrounds, the environment is more cenc to forming new ideas, resulting in a diversit concepts.
The question that drives any specific CEC sess@omplex enough that inputs from various expadgsaeded to
create a feasible design. Rapid iteration is add@pler that allows a design to be matured andeéfvery quickly.
The end product of a CEC session can be a lisivefsk concepts, a more detailed design, a setquiinements to
go into a request for proposal, trade study resoitan independent evaluation of a concept.

One of the tools that is heavily employed by CECthe use of models, which is the simplified alzstoa of the
system being designed. The use of models is nottnesngineering. For example, the use of jargonligaphe
presence of a technical framework or model, andafminology is an important tool to communicate tletails of a
system so that every engineer has the same meodl i sketch on the back of an envelope or aesloalnd-tunnel
aircraft are also examples of models.

CECs have adapted models to drive discussion aalgsas by formalizing their application and by diegng
support tools to create and use them. The sopditicof these tools have increased over timetlagid development
has benefited from advances in model-based systagiseering (MBSE). The International Council orst®yns
Engineering (INCOSE) defines MBSE as "the formalizg@plication of modeling to support system requiats,
design, analysis, verification and validation atiés beginning in the conceptual design phase @nttinuing
throughout development and later life cycle phag¢Rgf. 1).

CECs use models to help facilitate the design m®ead promote understanding of the system antr&egoffs
by providing a framework. Often, the model is acfespreadsheets that represents aspects of tteargyer example
for a satellite, this would often include the pado power, communications, propulsion, and attitedatrol
subsystems. For most specifications of these stdrsgs default values suffice. Then, the constraihthe problem,
such as cost or schedule, will drive the team tor@mise on certain objectives and previous assomgtand due
to the complexity of the design, it may not be ol how changes in one subsystem affect the offikisis where
the model is useful in highlighting the potentiadeoffs.

Software tools have been developed to improve skeofithe models, and the variety tools and tlgihistication
have increased as well. Spreadsheet models camdimple as a one-page spreadsheet or as compiere dksat has
a database and is accessed by multiple users fifteredt geographical locations as the same tintés $haring of
information using linked spreadsheets via compntgworks enables quick iteration despite the laeget more
complex models. Research is also done on devel@siigating relations from historical data for paeders such as
mass, cost, and power, which are important fortcrg&redible solutions.

Due to the similarity in tools and purpose, advanioethe systems engineering (SE) discipline, aastools for
MBSE, are making their way into CEC's software scehd infrastructure. SE encompasses the engreyifle of a
system while CECs are tailored to serve the eanfjign of the design, and Heinz Stoewer has furtvggested that
CECs are indeed the first integrated step of MB8€&abse it is the first setting where different g/pad sources of
technical information are synthesized into a systemdel (Ref. 2). To describe a system with preaisio that there
is no ambiguity, description frameworks and langasgaguch as the Systems Modeling Language (SysMif) @
have been developed. One of the benefits of eshab{j these standards is the emergence of sofecmsystems
which enhance the tool capabilities to extend bdywapturing and describing the system, such aahHigy to run
simulations, to query the model for informationdéao perform checks and validation. Because CE@ities are
heavily software-based and the concept of "modeélarg similar, some of the developments in MBSE lzg#ng
incorporated to CECs and vice versa.

Il. History, Evolution, and Specialties of CECs

Many CECs have been founded, and while all shaet af basic capabilities, each one also has itpierstrength
that it has developed in response to specific spoasd customer needs. For example, Team X at NASA
Propulsion Laboratory (JPL) specializes in maturinterplanetary mission concepts in preparation darly
formulation activities, such as Mission ProposaldMission Concept Reviews. On the other hand, Theogpace
Corporation has the U.S. Air Force's Space andiMiSystems Center as the primary customer, arkkesospace's
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Concept Design Center (CDC), while it shares hgeitaith JPL’'s Team X, is specialized in designirggt-orbiting
satellites and constellations, which is then usedform the requirements generation process fquisdion.
This paper surveys the following six CECs in thacgdomain and highlights the context in which ¢heenters
have evolved:
» The Aerospace Corporation — Concept Design Ce@ec)
* NASA Jet Propulsion Laboratory (JPL) — Product Bestenter (PDC)
* NASA Goddard Space Flight Center (GSFC) — Integr&tesign Center (IDC)
* NASA Glenn Research Center (GRC) - COMPASS
* Rutherford Appleton Laboratory (RAL) Space — Coment Design Facility (CDF)
 NASA Langley Research Center (LaRC) — Engineeriagifn Studio (EDS)
For each of the centers, the following areas aghlighted: History and Purpose, Tools and Proceseeam
Composition and Funding, and MBSE Integration.

A. The Aerospace Corporation — Concept Design Cente€QC)

The origins of the CDC can be traced to the CoreurEngineering Methodology (CEM) that was devetbjpe
1993. Based on Aerospace's experience in implengentincurrent engineering methods, JPL contracerdspace
to build processes and tools for its PDC, and étiie effort, the Distributed CEM architecture wadesveloped. The
success of the CEM and its tools at JPL paved thefar the creation of Aerospace's CDC in 19974B¢ see Refs.
4-6 for more information.)

The main customers are government decision makedsthe CDC studies are conducted to support remeints
analysis for Request for Proposals (RFP) and assesgsponses to these RFPs, to perform tradespataration
and concept development, and to help with techryodogl development planning. The typical result 6C session
is a potential Government Reference Architectura set of feasible point designs rather than agsalp

1. Toolsand Processes

The core of the CDC is a set of interconnected d&oft Excel spreadsheets that represent the vasiaiems
and subsystems of the space, ground, and launciestg; There are different versions of the tooktheling on the
necessary fidelity, and they range from a singleagsheet to a collection of workbooks that arkelihto a SQL
database. There is ongoing research and developmerinhancing the capabilities such as improtegunderlying
heuristics and adding the option to include riskgiderations into the design.

2. Team Composition and Funding
The CDC is managed by the MBSE Office (formerly tbBC Office), and it is responsible for the CDC's
development (tools, processes, infrastructure, skills), administration, and operation. The CDC mtains the
following six teams that are tailored to specifipés of systems:
e System Architecture Team
e Space Segment Team
e Ground Segment Team
e Communications Payload Team
e Electro-Optical Payload Team, and
* Human Spaceflight Team
The MBSE Office itself is minimally staffed, and @52015, it is managed by two full-time engineansl a full-
time system administrator. When there is a CDCigesthe team is assembled with subject matter exom the
Engineering and Technology Group (ETG), and liksh@ECSs, the studies are paid by the customers as-aeeded
basis. In terms of overall number of MBSE experithiw Aerospace, it is small but growing, and theierface
through various projects and through the MBSE Conmitywof Interest (Col) at Aerospace. The membechdwve
different technical backgrounds, report to différime management, and serve different customaersttas provides
the Col with a diversity of perspectives, whicluseful in enumerating the needs, concerns, andasss for MBSE.

3. MBSE Integration

The Aerospace Corporation has been investigatiag3ysML can enhance the current Excel- and databased
models, and several pilot projects have been cdadwer the past few years to link the CDC toolSysML tools,
such as the SimpleCEM, which is a single-workbadalng tool for satellites that the MBSE Office m&ims. One
of the compelling use cases is to output a simgdehthat can serve as the starting point of acjigle model, one
which can grow and evolve with the different phasiethe design, and the challenge has been dewgjdpé process
and model structure that allows for such growthlevheing useable by a wide range of users and tiseicases. To
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tackle this challenge, the MBSE Office is workinigsely with Aerospace’s microsatellites group oritmext
CubeSat to provide life-cycle systems engineerimgpsrt using MBSE, and this will help define thecessary
processes and a reference point for creating rglimodel.

B. Jet Propulsion Laboratory (JPL) Product Design Cenéer (PDC)

JPL's original concurrent engineering team, "Teafhvkas started in 1995, and it has conducted wedr @
thousand studies (for background see Ref. 9) nbvg one of several concurrent engineering tearasseen by JPL's
Innovation Foundry (Ref. 10). Taken as a groupsélteams cover the mission concept design proaeEss/ery early
brainstorming sessions to costed point designs.

1. Toolsand Processes

Team X uses a set of linked Excel spreadsheetsi{(@), each of which analyzes a single subsystedesign
aspect, including mission design, risk, cost, Bt tmajor spacecraft subsystems, ground segmentsystdms
engineering. The spreadsheets exchange paramgtersans of a central relational database, usingd parameter
list of thousands of parameters. The number andotmdity of the spreadsheets has grown over thesyead they
incorporate numerous macros and dynamic user aterlements.

Team Xc, the CubeSat and SmallSat concurrent eaigintgeteam, uses its own custom Excel spreadshedte
frontend GUI and accompanying MATLAB or Python ptsias the backend models, all of which are intedrasing
Phoenix ModelCenter.

2. Team Composition and Funding
The Innovation Foundry is tasked with nurturing ogpts from their early inception, and it operatesfollowing
three concurrent engineering teams:

e TeamX
e« A-Team
e Team Xc

The A-Team facilitates very early brainstorming amahcept exploration (Ref. 7), and Team Xc is allema
concurrent engineering team that is focused on Satseand SmallSats (Ref. 11). All three of theaenteoperate
similarly: they are employed as a service by iraeamd external customers, rather than being a atadgart of the
design process; and for any given study, theydvdlv their membership from across JPL's line ogians. In the

case of Team XRefs. 8 and 9) this means drawing from a poolaf or three trained engineers for each of the

domain chairs, and in the case of A-Team, this tmigban calling in an expert from anywhere withih. JiB all of
these cases, a single study will generally lasbf@r to three one-day or half-day sessions. Additly, the Innovation
Foundry oversees proposal teams for NASA competedions, which last for several months, and theaens do
not operate as concurrent engineering teams.

3. MBSE Integration

The first pilot for MBSE directly in Team X was ty to use SysML directly in a study (Ref. 12). @ersations
with other concurrent engineering experts and erpets at JPL indicated that a naked, unfiltered\y editing
tool would not have sufficient productivity to keep in a Team X session. However, it was thougdit ahcustomized
instance of MagicDraw tuned to an individual chlaimeeds might achieve the needed level of prodtyctiVhe
experiments yielded many interesting results, bdid not show a clear path to adoption that iraéznt the SysML
tool well with the engineering analyses requiredctonplete a study. While this did not rule out Syshhsed
modeling in a concurrent engineering context, @ stiow that the tooling of 2012 was still insufdiotly mature to
make this an easy transition.

Along the way, a few key observations about SysMd the senior engineering staff that support warkéam
X were made. First, the most natural modeling diagy are those that mimic PowerPoint: the IntertatiBDiagram
(boxes and lines with the slide itself as an inmplontext) and the Activity Diagram (basically lavichart). In
addition, specialized iconography was extremelptutin overcoming initial resistance in having tieehnical chair
attempting to use the tool. Also, it is hard forremt graphical modeling tools to match the "quyalaf Microsoft
Office in terms of user control and graphical poliand, the benefits of system modeling are nofalsrto subsystem
engineers (and may be very hard to make obvioubes® benefits accrue at the integrated systent) lesaeany
introduction of new technologies must be cost-malior -neutral.

Finally, there is another high-level observationattuser prototypes in a high-speed environmeatAikream or
Team X: it is not a single effort. Once the tearangaged, engagement must be regular and itessitliesigns that
the team's input is highly respected. Anything le8klead to initial cooperation from earnest prse$ionals, but the
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interest and support will decline if the directidoes not appear to be sufficient to make the neegldts in user
interaction quality.

These observations are a big part of what led ¢onétxt generation approach. The interest was ieréging
structured data models to achieve improvementsg@oncurrent engineering environment. But, it beealear that
making these improvements useable to the team wioutdve a good deal of custom development.

To that end, JPL's Innovation Foundry is curremthgdertaking a software development effort to expand
upgrade its concurrent engineering tools and te tdvantage of modern MBSE practices. This newhikifyais
intended for use throughout the early formulatioocpess by the A-Team, Team X, Team Xc, and propesehs.
The goal is to have tools for study managemergpaironment for modeling and analysis in collabieséngineering
sessions, and several databases for studies, hardesigns, and analysis models. It will allow itheorporation of
analyses in a range of languages and fidelitiesjedlsas being backwards-compatible with Team Xisteng Excel
workbooks. For the design definition and paramekehange functions, the implementation will useaow subset
of SysML vocabulary, sufficient to allow architecdlivariation and to describe the design at an@ppate level of
maturity. This will also allow export to a SysML el which can be handed off to later stages irddsgn process.

C. NASA Goddard Space Flight Center (GSFC) — Integraté Design Center (IDC)

The IDC is an environment that facilitates mulaplinary, concurrent, collaborative, space systeigineering
design and analysis activities to enable rapid ldgveent of science instrumentation, mission, archiggcture
concepts.

The IDC was created as the Integrated Mission De€ignter (IMDC) in 1997 to address the need tooperf
conceptual engineering, test the feasibility of petitive proposals, and provide credibility of twnceptual design.
Two years later in 1999, the Instrument Synthesid Analysis Lab (ISAL) was created to provide tlane
capabilities for competitive instrument conceptse Two labs were combined under an overarchingnizgtion, the
IDC, in 2001. The lab names were updated in 201ih@éoMission Design Lab (MDL) and Instrument Deslgib
(IDL). In 2012 a third lab capability was creatéle Architecture Design Lab (ADL), to fill the neéat additional
flexibility with broad types of instrument and mims architecture studies. To date, over 640 studese been
completed by the IDC. While most are associatetl warth Science (atmospheric, ocean, land, iceyagdtation)
and Space Science (heliophysics, geophysical, f@anend astrophysics) Earth-orbiting missions, IibC has also
studied instruments and missions to the Moon, péagemets, and asteroids; communications sateHitel systems;
satellite servicing concepts; and Internationalcgp@tation and other human-related missions. Tl@&diddies can
range from short, broad architectural concepts titirweek, detailed concept developments, as welfazused
technical reviews and assessments.

1. Toolsand Processes

Both the MDL and IDL use systems engineering irdéign software to assist in the gathering, integnatand
display of subsystem engineering parameters. Fample, the software creates a systems roll-up asraad power
that can be ported into a Master Equipment List (MEhe MDL utilizes a tool that was developed iodlse over 10
years ago, and it is continually reconfigured tefke@p with current operating platforms. The IDL bagn using an
off-the-shelf tool for the past 7 years. Unfortwetgt commercial support has been discontinued,thadDL has
frozen its operating environment to guarantee bidiperformance. Both labs rely heavily on thesmlpcts and are
actively investigating the next generation of dodeative systems engineering tools.

At the subsystem level, each engineer utilizesiglise specific design and analysis tools (e.g.id8brks,
ZEMAX, STK, and MATLAB). These tools are the sammls that the engineers use in spaceflight systems
development. This provides credibility in the erggiring results and also produces study productsatkauseful to
the follow-on development activities.

The Lab Leads and Systems Engineers coordinateddlyeto-day study activities and implement systems
engineering processes within the concurrent andalmmiative environment. These processes allow &midr
development, evaluation, and iteration of the cphdesign with continuous interaction with the ousér team to
ensure convergence towards the study objectives.

2. Team Composition and Funding
The IDC is managed at the Code 500/Applied Enginge& Technology Directorate (AETD) level and is
primarily staffed with engineers spanning all Digiss within AETD:
* 540/Mechanical Systems Division
» 550/Instrument Systems & Technology Division
» 560/Electrical Engineering Division
» 580/Software Engineering Division
5
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» 590/Mission engineering and Systems Analysis Davisi

In addition, participants from other GSFC Directesacontribute to the conceptual design in areels as science
(Code 600), reliability (Code 300), and cost estinga(Code 100). All of the experienced study eegirs apply their
knowledge of current and evolving technology inithespective disciplines to quickly establish best approach to
meet the customer’s study requirements. The custteaen is also a critical part of the collaboratilesign process,
providing continuous input and immediate feedbatkhe evolving design.

The IDC study funding comes from Code 100’'s New @pmities Office (NOO) and Office of the Chief
Technologist (OCT). These offices are responsibleafssembling the proposal teams to address ergeky
instrument, mission, and technology AOs, as welinésrnal technology development activities. Additlly, we
provide our services directly to in-house GSFChiligrograms and projects, HQ programs such as E&®Pfor
external NASA centers and industry.

3. MBSE Integration and Challenges

The IDC has been improving subsystem tools to exple types of missions that can be investigatededisas
improving systems tool outputs so that they capdréed into proposals (e.g. MEL format and evejithk Heritage
appendix templates). These products are criticii¢aevelopment of the basic project schedulepandmetric cost
model.

There are clearly limitations to maintaining lebra¢ evolving towards modern MBSE tools with thetesys
modeling software used now. Previously, the MDLdusted a process improvement study to documeinttatfaces
between subsystem engineers during a typical wagkhission concept study. The MDL is using the itesaf the
study to update the requirements for the next geioer of collaborative systems engineering toole TDC will also
follow a future Department of Defense (DoD) and GS#ffort using MBSE through a 12-to-18-month soungdi
rocket mission to gain a better understanding ef MBSE can best be utilized for rapid design andnickuded as
the architecture for the next generation collabeeatiesign tools. These two separate activities vatter align the
IDC with industry’s current MBSE efforts.

D. NASA Glenn Research Center - COMPASS Team

The COMPASS team is a multidisciplinary, concurrengineering group whose primary purpose is togoerf
integrated systems analysis and concept desigapagfecraft and other engineering systems. It wiableshed at
NASA Glenn Research Center (GRC) in 2006 to meetnided for rapid mission analysis and multi-discaly
systems design for in-space and human missionstelme represents a logical extension of GRC's listpry of
design and analysis of space systems concepts iasthns.

The main focus of the COMPASS lab has been to geotéchnology assessments of programs and prdgects
NASA, other agencies, and private industry. Wifo@us on concept designs that serve as desigrerefemissions
(DRM) for different technologies, the COMPASS teprovides technology developers options for techgplose
and insight into technology investment. Severdhefe technology-focused concept designs havefbetthnology
demonstrator missions bound for flight. Some, th& SCAN test bed (originally called CONNECT wheDMIPASS
did its independent concept assessment) and tleeoddtRedirect Robotic Mission (ARRM) (originallaleed Fetch
when COMPASS did its independent feasibility assesg) have gone on to fly and become a $1.25 biflimgram,
respectively.

The process of assembling what has become the CE@8Ré&am took multiple years and went through variou
starts and stops. The convergence of several fagtore birth to the COMPASS team including theoiwihg:

1. The right people,

2. The appropriate tools,

3. A supportive meeting space, and

4. A challenging and sufficient customer base

More on COMPASS' history and origins can be foun&ef. 9.

1. Toolsand Processes

The COMPASS team'’s primary tool used to performcemrent engineering and concept design is a datadnas
data transfer tool known as GLIDE (GLobal Integdaig@esign Environment). GLIDE is a client-servertaaire
application, which was purpose-built to mitigatesuiss associated with real-time data sharing in woeit
engineering environments and to facilitate disoilto-discipline interaction between multiple ergirs and
researchers. Accessing a MySQL database on thednackCOMPASS' application of GLIDE uses Excellestser
interface to interact with the engineers and tteits as they perform the rapid concept designndutiie standard
COMPASS sessions, which can last 2 to 3 weeks.
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Figure 1. COMPASS team integration

2. Team Composition and Funding

Having access to the team of experts in their gisas is the key to a successful design team.chiege an
effective and productive concurrent design teanuireq the right mix both in skills and personatitidssembling a
team of discipline experts is key to developing aalidating successful technical designs. Toolssageod start, but
it is the people that make the team successfuliri@ captures the essence that the COMPASS tearads up of
experts who are matrixed in from discipline orgatians, and it also depicts the interaction ofdifferent disciplines
throughout the process, which is facilitated usheytools in the COMPASS lab.

3. MBSE Integration

Experimentation in using MBSE and NoMagic's Magia®rto complement COMPASS designs has started as a
systems engineering tool used for the ARRM (AsteRedirect Robotic Mission) program. Starting fré@MPASS
concept design products, the ARRM systems engirteers tailored an MBSE MagicDraw instance to mddel
concept of operations and vehicle interactionshef ARRM mission module and SEP (Solar Electric Bisipn)
module. While this level of detail is applicableato effort on the scale of a project, it has beemd to be too detailed
for the rapid two-week standard COMPASS designisess

Initially, the process for the COMPASS team woult/d allowed for generous pre- and post-sessiorysinal
activities. A concurrent design process was fisstuaned to consist of 1 to 4 weeks of pre-desigsi@eactivities,
several days for a design session, and finallp, 4 weeks of post-session activities. As time hagm@ssed and as
COMPASS has become more in demand, the team hadidel design sessions so that the pre- and psgfrde
session activities overlap. The team typically @rking three sessions at a time: the active sesdsitime room, the
documentation of the previous design study, ancgéhep of the next design study.

The ultimate goal of the COMPASS process for futnctusion of modern MBSE tools is to work with thestems
engineers both within COMPASS and without and é&mdardize the output from a COMPASS study suchitteain
be easily implemented in MagicDraw and other Sysipplications. Investigations into the level of wdeMBSE
during the 2 weeks of the COMPASS sessions afleosiijoing, as is the development of version 3.0@h¢DE
application.

E. Rutherford Appleton Laboratory (RAL) Space — Concurrent Design Facility (CDF)
RAL Space's Concurrent Design Facility (CDF) wasnided in 2011, and it is designed to host feagitsliudies
of science missions and instruments which outpsitesy architecture models.

1. Toolsand Processes

Custom macro-based software is used with MicroBgftel, Visio, and Project to develop models. Sutesys
are modeled with custom tools, requirements, caimgl, assumptions, and risks recorded in the syatehitecture
model. Costing, staffing, and scheduling informatean also be included. The costing is done usoth mternal
(Excel) and European Space Agency (ESA) costints tE©COS) that are linked using custom code. Sdieglis
incorporated by linking to Gantt charts in MicrasBfroject. Several external tools are supportetudieg AGI's
System Tool Kit (STK), Siemens' Solid Edge (limiggbmetries), MATLAB, ANSYS, Agisoft's PhotoScaespoke
battery design tool (BEAST from ABSL), and ESATAN.
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Figure 2. RAL Space CDF Spacecraft Dry Mass Roll-UfFrlow Diagram

System models that are developed by the CDF carséa directly in the next phase of the project. &@mple
in 2012, a feasibility study was performed on a-tmst pathfinder mission to provide early-warnirgpability of
coronal mass ejection (CME) events that can implet Earth. The concept was built around the UK-made
Heliospheric Imager onboard NASA's Solar Terrestialations Observatory (STEREO) spacecraft. Tisaltieg
satellite concept was called HAGRID, which starats'Heliospheric imaging for Assessment of Globad &egional
Infrastructure Damage."

Current development efforts are focused on the gyG&ftware, which will allow links from the spedstltools
and the graphical design tools to the numericalesheld in the CDF data exchange, and it will ssé the more
accessible Excel front-end. MBSE tools will alsoiftegrated as part of the pyCDF effort.
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SIC Power Budget (Worst Case Analysis)
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Figure 3. RAL Space CDF Power Budget Roll-Up Flow Gart

2. Team Composition and Funding

The current RAL Space CDF team consists of twoesgstengineers and receives oversight from the @gste
Engineering Group leader. A Systems Engineer, Broj@nager, and applicable subsystem specialistsraught in
for each study. As RAL Space specializes in insemis, testing, and calibration; most studies ao®imunction with
one or more academic or industrial partner. The Bface CDF has benefitted from core funding fodéneslopment
and maintenance of the facility, but requires addél project specific funding to support individ@DF studies.

3. MBSE Integration and Challenges

The RAL Space CDF uses thread definitions to folloalculations through the various Excel spreadsheet
However, this setup is specific to each core trémtegxample mass budget or power budget, and eftetves with
each study to pull in study specific data wheredeee

Comparing the mass budget and power budget thregllights two main differences. The mass budgetlioes
subsystems component masses with design maturigimsaand system level items like harness masstimate dry
mass at launch, which then goes through the wes walsulation loop. The power budget, however, dsgg cycle
information and can significantly change betweeffedént modes (engineering, calibration, sciengeerational),
between different parts of a mission (thrustenjrioperational observation mode, safe mode), andgl different
thermal cases (eclipse, non-eclipse).

These threads are currently used as an architeitidlow data through the excel workbooks, rattiean an
output created by the system. As such, they arerdtmt on ramp-up effort and vary based on therepe and
desires of the user for a particular study. A systieat could create these flows based on the atesffor data within
it could greatly enhance the system. Capturingutheerlying design cases for each subsystem, anpately
defining inputs and subsystem interdependenciesrifral to getting useful data and results fronDd-Gtudy.
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Figure 4. MagicDraw model showing state diagram crated in EDS session during the concept of operatisrdiscussion

To get more formalized MBSE tools in concurrentieagring studies, the pyCDF software is being degved
internally based on macro-based data exchangeilllbescome the next generation of CDF modeling waft,
allowing links between specialist and graphicaigiesools (such as CAD, FEA, orbital analysis, #metmal analysis
software) into the numerical-model-based CDF datha&nge, still using the more accessible Exceltfeoml.

F. NASA Langley Research Center (LaRC) — Engineeringgign Studio (EDS)

The LaRC Integrated Design Center (IDC) was founitke@003 as a self-service facility for projecteato
perform concurrent engineering sessions (Ref. 14).

A redevelopment effort for the IDC was started imglist 2013 to increase the usefulness and use cethiter up
to the potential of other NASA CECs but scaled &RIC's size and variety of project types. At the eh@014, the
facility moved to a newly constructed IntegratedgiBeering Services Building, and the center wasmed the
Engineering Design Studio. With the move, many tegland changes were also implemented.

1. Toolsand Processes

The EDS uses Microsoft OneNétas the working space for all disciplines in ortiehave a consistent system
model. This links the system information to thedusce in the disciplines and to files that contaialysis and
drawings. A template is loaded and tailored forhesitidy, and this file often becomes the main ED®uwt after
some post-session clean-up.

More linking between subsystems and an automatieupoof calculated numbers is being developed aisin
Microsoft Excel Query to create an EDS team paramtebl. This uses a central Systems Integratiogiri&ering
(SIE) workbook that queries discipline workbook#isTis similar in functionality to GSFC’s MDL Printeol but
without a formal database back end. Additionalhg tworkbooks are attached to the correspondingoseit the
OneNote Notebook, so the Notebook remains theesismlirce of system data during the session asawéfie report
at the end of the session.

2. Team Composition and Funding

There is a pool of scientists and engineers tleabaing trained (as of summer 2015) on a formaktedy process,
and they are helping to refine the collaboratiooldoFrom this pool and the customer team, a teanrdated as
needed for each conceptual phase study to protacedquested deliverables. There is no cost tousmer because
EDS team pool members are authorized to charge réngilar projects for their time (part of NASA'shitespace

0 Trade names and trademarks are used in this rémoidentification only. Their usage does not dinge an
endorsement, either express or implied, by theaasitbr by the National Aeronautics and Space Adstiation.
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policy”). When a contractor is needed for a spégiat lack of availability of civil servants, thiabor is charged to
the customer project.

3. MBSE Integration and Challenges

At the EDS, SysML is now being used during desigssins for CubeSat mission customers to do sortieeof
design work in parallel and to have as a projesbuece afterwards. The INCOSE CubeSat ReferenceeMod
MagicDraw is used as a framework, and known infdiomaabout a system is populated as part of thenom
activity. This typically includes the mission obfiees, top-level requirements and constraints, ephof operations
(as the top-level activity diagram), and logicalkdtecture, and these objects are linked togethenuch as possible.
For example, an action in the concept of operatisatisfies” a requirement and is associated withélement of the
architecture that performs it. During the sesstbe,EDS modeler works with a member of the prdjeatn to add
more details to the model as decisions are mads. mbmber starts taking ownership of the SysML nheahel
becomes the modeler for that project going forward.

Ultimately, the EDS team parameter tool will beegmated with the SysML model so that the parameterpulled
into the SysML model rather than into the SIE wark so that the model becomes the SIE’s main tgibad of
needing an additional EDS modeler. However, itaigdhto envision the modeling moving fast enoughtfiersession
when there is a more complicated and less pre-efiystem than a CubeSat, or one that is beyorehtieconcept
phase.

I1l. Discussion

Based on a survey of six CECs, it is evident thasé centers are using models to support theirucemnt
engineering activities, and each CEC is continumgvolve and improve their tools and processeqyMz# the
models are developed as spreadsheet tools, whieln afsimple way to contain data, to input formutasd
relationships, and to reconfigure the setup to attapew studies. Over time, these spreadsheet Imbdee been
upgraded to communicate to a central databasesantlitiple users can access the information as&imee time, and
this has also allowed the tools to accommodatestampdels with higher fidelity and increased comrjtle These
linked spreadsheets are highly effective when tgpmron a feasible design.

Some of the development efforts within CECs arei$ed on incorporating modern MBSE standards and,too
namely SysML and software tools that support itrélopfront effort is necessary to build a SysML mlptut there
are many benefits to using these tools becausedtier capabilities such as generating up-to-dateuchents and
diagrams, checking for model consistency, and igacequirements. Because SysML was designed tareaptl
aspects of a system and its life cycle, people fawed the language to be too rich and too timesaaring to use in
the conceptual design process. To tackle thisehgdl, JPL's Innovation Foundry, for example, istigyng a limited
set of SysML objects and relationships and custoftware so that it is simple enough to use in gsidAs this new
MBSE paradigm becomes adopted in later stagesdiféhcycle such as in development and produciidrecomes
increasingly desirable for CECs to develop thégéhihodel so that it can be used in the later stage

As CEC participants and customers make that paradlgft to using a single system model, there néeds a
time-efficient way to present the model informatianvarious levels, and this information needs ¢oelasy to
understand. This is especially important becausgystesults need to be disseminated externallundihg bodies,
managers, and subsystem engineers. Rememberinthehatrpose of CECs is to evaluate concepts aptbtade a
robust early design or highlight areas where maeetbpment is needed for the concept to be vighskedefined
ways to view model information such as having apiee for difference audience “viewpoints” in a B{\smodel,
such as those in the Department of Defense Ardhited-ramework (DoDAF). All of this aids in focugimesearch
and development efforts by giving the wider spammmunity visibility of the concept readiness level.

As with anything new, there are many challengesrtbad to be overcome in addition to those alreaelytioned.
Organizing and facilitating a CEC session alreaghyuires a broad range of experience and knowletigdferent
subsystems, and modeling is an additional skill tieeeds to be taught to future CEC engineers. Tihemwt SysML
software tools are not well-suited for agile cortoepdesign studies, but they are slowly being mmpd as the user
community is learning its benefits and defining hitvy want to use it. SysML itself is also evolviagd the manner
in which space systems are expressed is alstatily explored and refined, so it will be an itefafprocess as best
practices emerge. Development of good custom softigaresource intensive, and many of the advansectases
require experienced programmers, which appears sotmething that the aerospace industry lacksvi®ge. Finally,
the MBSE paradigm shift is also a cultural shiftdathe CECs and its customers alike will need trrieto
communicate using the model and not with reporessgntations, and other document artifacts.
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IV. Conclusion

Engineering design activities, including those amtdd in Concurrent Engineering Centers, use madelsl in
communicating and developing systems, and the matte their uses have become more sophisticatedione
These models can be abstract and semantic, ardsircdse, they serve as a conceptual frameworler®tire
numerical and explicitly define relationships, sashheuristic equations for sizing. Many of theent generation of
CECs heavily use linked spreadsheets (or workboaks) the different subsystems spreadsheets, symtopulsion
and power, imply that there is structural meanm@aw the information is organized. Modeling langes such as
SysML try to formally bridge the semantic model,ig¥his typically formed and held in one's mind,wihe data and
parametric models, which are stored in the softwamds. All of the surveyed CECs are evaluatingaotively
incorporating modern MBSE tools so that it can atip SysML model at the end of study because ofatded
benefits of implementing MBSE and because of tlwavgrg adoption of SysML for MBSE implementation @ss
the entire design life cycle.

Appendix

A. Resources for MBSE Development in CECs

Two resources have been helpful as a source of,ide@port, and connections in the writing of fraper, and
they have also been instructive in introducing MBSiBciples into the procedures in the redevelopgroéthe LaRC
EDS. For anyone working on this subject, pleassiclen joining these groups to learn from its meralzerd to share
new experiences:

* INCOSE's Model-Based Conceptual Design Working @tbu
* NASAJ/AIAA Concurrent Engineering Working Grotip

11 Contact David Harvey, MBCD chair: david.harvey@allgooup.com
12 Contact Daniel Nigg, CEWG chair: Daniel.A.Nigg@aerg
12
American Institute of Aeronautics and Astronautics




Downloaded by NASA GLENN RESEARCH CENTER on October 22, 2015 | http://arc.aiaa.org | DOI: 10.2514/6.2015-4437

Acknowledgments
The authors thank and acknowledge the followingrifmmtors of ideas presented in this paper:

Daniel Nigg

Chair of the NASA/AIAA Concurrent Engineering Wonkj Group

Systems Director, Programmatic Assessments, Addb8tadies & Analysis
Former Director, Concept Design Center (CDC), Syst&ngineering Division
The Aerospace Corporation

Jared Lang

Senior Member of the Technical Staff
Model Based Systems Engineering Office
The Aerospace Corporation

Kris Romig
GSFC’s MBSE Coordinator

Mark Steiner
GSFC's Mission Design Lab Team Lead

Frank Kirchman
GSFC'’s Mission Design Lab Systems Engineer

Tammy Brown
GSFC's Instrument Design Lab Team Lead

Research at the Jet Propulsion Laboratory, Calddmstitute of Technology, is carried out undeoatract with
the National Aeronautics and Space Administration.

References

1 INCOSE SE Vision 2020, INCOSE, 2007, INCOSE-TP-2004-004-02.

2 Stowever, H., "Model based Systems Engineering (EB8issing Link In the digital Enterprise StratejyRICOSE Lost
Angeles International Workshop 2014, INCOSE, URL:_http://www.omgwiki.org/MBSE/lib/exietch.php?media=mbse:01-
iwl4-mbse_workshop-keynote-missing_link_in_the_tdigienterprise-a-stoewer.pdf [cited 26 May 2015]L2

3 Object Management Group, "OMG SysML," URL: httpww.omgsysml.org/ [cited 26 May 2015].

4 Aguilar, J. A., Dawdy, A. B., and Law, G. W., "Th&erospace Corporation's Concept Design Cenigth"Annual
International Symposium of the International Council on Systems Engineering. Vol. 2, INCOSE, 1998.

5 Aguilar, J. A. and Dawdy, A. B., "Scope vs. Detdihe Teams of the Concept Design Centédeospace Conference
Proceedings, Vol. 1, IEEE, 2000.

6 Noguchi, R. A. and Nigg, D. A., "Application of MetiBased Systems Engineering to Early Life Cyclst&ys Engineering
Processes in Government AcquisitiolifCOSE Insight, INCOSE, 2014.

7 Ziemer, J., Ervin, J., and Lang, "Exploring Mission Concepts with the JPL Innovatiéaundry A-Team”AIAA Space
Conferences Proceedings, San Diego, California, September 10-12, 2013

8 Sherwood, B., Adler, M., and Wheeler, R., “The NEgam X: Concurrent Engineering Advancement at JPkgsentation
at the 58th International Astronautical Congresgjeiabad, India, September 24-28, 2007.

9 wall, S. D., "Reinventing the Design Process: TeanmsModels." AIAA. 1999.

10 Sherwood, B. and McCleese, D., "JPL Innovation Fioyfi Acta Astronautica, Vol. 89, 2013, pp. 236-247.

11 Zarifian, P. et al., "Team Xc: JPL’s Collaboratizesign Team for Exploring CubeSat, NanoSat, andllSatebased
Mission Concepts," IEEE Aerospace Conference, Z@ilbe submitted).

12 Cole, B., Dubos, G., Banazadeh, P., Reh, J., ®as&/ang, Y., Jones, S., and Picha, F., "Domaireifijgdanguages and
diagram customization for a concurrent engineegimgronment," IEEE Aerospace Conference, March 2pp3L-12.

13 McGuire, M. L., Oleson, S. R., and Sarver-VerheyRT "Concurrent Mission and Systems Design at N&fenn Research
Center: The Origins of the COMPASS Team," AlSgace 2011 Conference and Exposition, NASA Glenn Research Center,
Cleveland, 2011, NASA/TM-2012-217283, AIAA Papei1267240.

14 Gough, K. M., Allen B. D., and Amundsen, R. M., 'll@borative Mission Design at NASA Langley Resea@#nter,"1st
Annual Space Systems Engineering Conference, Georgia Institute of Technology, Atlanta, 2009,-SSEC.A.3.

13
American Institute of Aeronautics and Astronautics



