Disclosed is a novel adaptive control method and system called optimal control modification with normalization and covariance adjustment. The invention addresses specifically to current challenges with adaptive control in these areas: 1) persistent excitation, 2) complex nonlinear input-output mapping, 3) large inputs and persistent learning, and 4) the lack of stability analysis tools for certification. The invention has been subject to many simulations and flight testing. The results substantiate the effectiveness of the invention and demonstrate the technical feasibility for use in modern aircraft flight control systems.
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CONTROL SYSTEMS WITH NORMALIZED AND COVARIANCE ADAPTATION BY OPTIMAL CONTROL MODIFICATION

CROSS-REFERENCE TO RELATED APPLICATIONS

The present invention is based upon and claims priority from prior U.S. Provisional Patent Application No. 61/679,945, filed on Aug. 6, 2012 and U.S. Provisional Patent Application No. 61/798,236, filed on Mar. 15, 2013, the entire disclosure of which are herein incorporated by reference in their entirety.

ORIGIN OF INVENTION

The invention described herein was made by employees of the United States Government and may be manufactured and used by or for the Government of the United States of America for governmental purposes without the payment of any royalties thereon or therefore.

BACKGROUND

The present invention relates to control systems for dynamic systems and more specifically to adaptive control systems for an aircraft or, more generally, a flight vehicle.

Feedback control systems are used to control and improve stability of many physical systems such as flight vehicles. Conventional feedback controls are typically designed using a set of constant-value control gains. As a physical system operates over a wide range of operating conditions, the values of the control gains are scheduled as a function of system parameters. This standard approach is known as gain-scheduled feedback control. A conventional feedback control system generally requires a full knowledge of a physical system for which the control system is designed. Under off-nominal operating conditions when a system experiences failures, damage, degradation, or otherwise adverse events, a conventional feedback control system may no longer be effective in maintaining performance and stability of the system.

Adaptive control has been developed to provide a mechanism for changing control gains on line by adaptation to the system uncertainty. Thus, one advantage of adaptive control is its ability to control a physical system that undergoes significant, but unknown changes in the system behaviors. The ability to adjust control gains online makes adaptive control an attractive technology that has been receiving a lot of interest in the industry. Yet, despite the potential benefits, adaptive control has not been accepted as a mature technology in the industry. There exist several robust modification adaptive control methods that can satisfy conventional certification requirements for adaptive control. Unlike conventional classical linear control which is endowed with many important and useful tools for analyzing performance and stability certification requirements of a closed-loop system, adaptive control suffers a disadvantage of the lack thereof. Consequently, there is currently no fielded adaptive control system certified for use in any production system.

A distinct feature of a typical adaptive control design is the ad-hoc, trial-and-error nature of the design process which involves selecting suitable design parameters such as the adaptive gain, or adaptation rate, without analytical methods for guiding the design. A trial-and-error design process may enable an adaptive control system to work well under a design conditions, but by the same token may fail to work well under other conditions. As a result, this ad-hoc process tends to make the design of adaptive control to be particularly difficult to implement by general practitioners of control systems.

There exist several robust modification adaptive control methods. The two most popular conventional methods are the \( \sigma \)-modification and the \( e \)-modification. Both of these methods were established in the 1980's. The \( \sigma \)-modification adaptive control provides a constant damping mechanism to limit the adaptation process from becoming unstable, and the \( e \)-modification provides a damping mechanism that is proportional to the norm of the tracking error signal to accomplish the same. The projection method is another popular method that is used to bound adaptive parameters to prevent...
issues with persistent learning. As with most adaptive control methods, the aforementioned challenges exist in one form or another.

BRIEF SUMMARY

A novel method for improving performance and stability of control systems has been developed. This method represents a significant advancement in the state-of-the-art in adaptive control technology. The present invention discloses a new type of adaptive control law, called optimal control modification, which blends two control technologies together: optimal control and adaptive control. Unlike the prior art, the present invention provides: 1) the introduction of a damping mechanism that is proportional to a property known as persistent excitation to improve robustness of adaptation in the presence of persistently exciting signals, 2) the existence of linear asymptotic properties that make the method well suited for design and analysis for performance and stability guarantee, and 3) the use of a time-varying adaptive gain by two methods: normalization and covariance adjustment to further improve stability of the control systems in the presence of time delay and unmodeled dynamics.

The method has gone through a series of validation processes ranging from many desktop aircraft flight control simulations to a pilot evaluation in high-fidelity motion-based Advanced Concept Flight Simulator at NASA Ames that culminated in a recent flight test program on a NASA F/A-18A research test aircraft. The successful pilot-in-the-loop flight test of the optimal control method on the NASA F/A-18A aircraft represents the further point in technology validation at NASA. No other adaptive control method in the field is presently known to have gone through a validation process this far that involves flight testing on a human-rated high-performance aircraft.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS

The accompanying figures where like reference numerals refer to identical or functionally similar elements throughout the separate views, and which together with the detailed description below are incorporated in and form part of the specification, serve to further illustrate various embodiments and to explain various principles and advantages all in accordance with the present invention, in which:

FIG. 1 illustrates a block diagram of an adaptive control system with the optimal control modification adaptive law as taught by the present invention;
FIG. 2 illustrates a block diagram of a dynamic inversion adaptive flight control architecture;
FIG. 3 is a photograph of the NASA F/A-18 research test aircraft, tail number 853, which is the subject aircraft for the application of the present invention;
FIG. 4 is the plot of the time history of the longitudinal states due to a B-matrix failure (stabilator jammed at 2.5° at 113 sec) in the NASA F/A-18 model with and without the optimal control modification adaptive law;
FIG. 5 is the plot of the time history of the tracking errors due to a B-matrix failure (C_m shift at 13 sec) in the NASA F/A-18 model with and without the optimal control modification adaptive law;
FIG. 6 is the plot of the time history of the control surfaces due to an A-matrix failure (C_m shift at 13 sec) in the NASA F/A-18 model with and without the optimal control modification adaptive law;
FIG. 22 illustrates an adaptive control system with the optimal control modification adaptive method that further includes the adaptive gain normalization method as taught by the present invention;

FIG. 23 illustrates a partial left wing tip damage, which is the subject aircraft for the application of the present invention;

FIG. 24 is the plot of the roll rate responses due to the left wing damage for four different flight controllers;

FIG. 25 is the plot of the pitch rate responses due to the left wing damage for four different flight controllers;

FIG. 26 is the plot of the yaw rate responses due to the left wing damage for four different flight controllers;

FIG. 27 is the plot of the pitch angle responses due to the left wing damage for four different flight controllers;

FIG. 28 is the plot of the bank angle responses due to the left wing damage for four different flight controllers;

FIG. 29 is the plot of the elevator deflection responses due to the left wing damage for four different flight controllers;

FIG. 30 is the plot of the elevator deflection responses due to the left wing damage for four different flight controllers;

FIG. 31 is the plot of the rudder deflection responses due to the left wing damage for four different flight controllers;

FIG. 32 is a photograph of the NASA Full-scale Advanced Systems Testbed (FAST) F/A-18 research test aircraft, tail number 853;

FIG. 33 is the block diagram of the nonlinear dynamic inversion adaptive flight control system implemented on NASA FAST aircraft employing the optimal control modification adaptive law with the adaptive gain normalization;

FIG. 34 is the plot of the handling qualities ratings for a 2-g tracking task with a reduced pitch damping failure; and

FIG. 35 is the plot of the handling qualities rating for a formation tracking task with a reduced roll damping failure.

DETAILED DESCRIPTION

The present invention addresses the current problems in adaptive control technology with a novel adaptive control method, called optimal control modification which blends two control technologies together: optimal control and adaptive control. The key features that differentiate this invention from the prior art are: 1) the introduction of a damping mechanism that is proportional to property known as persistent excitation to improve robustness of adaptation in the presence of persistently exciting signals, 2) the linear asymptotic linear property that makes the method more amenable to performance and stability analysis in a linear context, and 3) the use of a time-varying adaptive gain by two methods: normalization and covariance adjustment to further improve stability of the control systems in the presence of time delay and unmodeled dynamics.

The present invention addresses specifically to current challenges with adaptive control in these areas: 1) persistent excitation, 2) complex nonlinear input-output mapping, 3) large inputs and persistent learning, and 4) the lack of stability analysis tools for certification. The invention has been subject to many simulations and flight testing. The results substantiate the effectiveness of the invention and demonstrate the technical feasibility for use in modern aircraft flight control systems.

The present invention successfully addresses the existing problems with the following unique features:

The optimal control modification provides robustness to persistently exciting input signals by adding a damping mechanism proportional to the persistent excitation quantity. Thus, as a persistently exciting input signal is applied to allow an adaptive control system to learn, the present invention will provide an effective damping mechanism to counteract any adverse effects of persistent excitation that can lead to instability.

An important key enabling feature of the present invention is the linear asymptotic property. For a linear plant with uncertainty, the optimal control modification approaches asymptotically to a linear control system under fast adaptation. The condition of fast adaptation means that the rate at which the adaptive parameters rule estimated by the optimal control modification is sufficiently large relative to the rate of the system response. With fast adaptation, the behavior of the optimal control modification is asymptotically linear. This feature is the most unique attribute as compared to any other existing conventional adaptive control methods, with the exception of the L₁ adaptive control. This feature affords a number of advantages. First and foremost, the optimal control modification substantially reduces the complex nonlinear input-output mapping of conventional adaptive control methods. The asymptotic linear property therefore makes the present invention much more predictable and consistent in its performance.

Another key feature of the optimal control modification is the use of normalization or covariance adjustment of time-varying adaptive gain to reduce adverse effects of large amplitude inputs and persistent learning. The normalization effectively modifies the adaptive gain by dividing the adaptive gain by the squares of the input amplitudes, so that the optimal control modification is much less sensitive to large amplitude inputs. As a result, the optimal control modification can achieve a significant increase in stability margins. Another method for improving stability margins by eliminating or reducing persistent learning is the covariance adjustment method. During adaptation, the covariance adjustment method continuously adjusts the adaptation rate or adaptive gain from an initial large value toward a final lower value. Thus, once the adaptation has achieved its objective of restoring performance, a large adaptive gain is no longer needed and therefore should be reduced. As a result, a significant increase in robustness is attained.

In regards to the lack of metrics for stability and methods for analyzing thereof, the linear asymptotic property of the optimal control modification affords an important advantage. Stability of conventional model-reference adaptive control generally decreases with increasing the adaptive gain. In the limit, a stability margin of the standard model-reference adaptive control tends to zero as the adaptive gain becomes infinitely large. With fast adaptation, the adaptive gain is assumed to be infinitely large or much larger than the rate of the system response. Then, the optimal control modification tends to a linear control system. The feedback control system in the limit behaves as a linear control system, unlike most conventional adaptive control methods. Because the feedback control system is asymptotically linear, there exist many well-accepted metrics for analyzing stability of such systems. These stability metrics are used in many well-established control system specifications such as MIL-SPEC. Moreover, there are many widely available methods for analyzing stability of linear control systems. Thus, the present invention can potentially address the lack of a certification process for adaptive control by leveraging the linear asymptotic property to enable adaptive control based on the present invention to be analyzed using well-established metrics for stability and methods for analyzing thereof.

This innovation is expected to have a wide range of commercial potential applications in aerospace industry, transport vehicle industry, etc. In particular, flight control is one area of
The present invention takes advantage of the notion of optimization or optimal control to improve robustness of adaptive control by means of the development novel adaptive control method called optimal control modification. The optimization framework is posed as a minimization of the $L_2$ norm of the tracking error bounded away from the origin by a finite distance. This distance is a measure of robustness. Thus, the optimization is designed explicitly to trade away the ideal property of asymptotic tracking of the standard model-reference adaptive control for improved robustness by minimizing the following cost function:

$$J = \lim_{t \to \infty} \frac{1}{2} \int_{0}^{t} (e - \Delta(t))^T Q(e - \Delta(t)) dt$$

where $e(t)$ is the tracking error and $\Delta(t)$ is an unknown lower bound of the tracking error, which represents a distance from the origin.

By avoiding asymptotic tracking, the present invention can achieve improved robustness while maintaining sufficient performance with bounded tracking error. In fact, almost all conventional robust adaptive control methods achieve bounded tracking as opposed to asymptotic tracking in exchange for improved robustness. Unlike many conventional robust adaptive control methods, the present invention accounts for bounded tracking explicitly in an optimization framework.

To further elucidate the novelty of the present invention, refer to FIG. 1 which illustrates an adaptive control system 100 of the present invention. The adaptive control system 100 further comprises a nonlinear plant 105, an adaptive controller 110, a reference model 115, and an optimal control modification adaptive law 120 as taught by the present invention.

The nonlinear plant 105 with a matched uncertainty and an unmatched disturbance is described mathematically as

$$\dot{x} = Ax + Bu + w$$

where $r(t)$ is a bounded command vector, $u(t)$ is a control vector, $A$ and $B$ are known matrices such that the pair $(A,B)$ is controllable, $\Theta^*$ is an unknown constant ideal weight matrix that represents a parametric uncertainty, $\Phi(x)$ is a vector of known basis functions that are continuous and at least in $C^1$, and $w(t)$ is a bounded disturbance with an upper bound $w_0$.

The feedback adaptive controller 110 represented by $u(t)$, is designed to achieve a command-following objective as

$$u = K_{x}x + K_{r}r - u_{ad}$$

where $r(t)$ is a bounded command vector, $K_{r}$ is a stable feedback gain matrix such that $A - BK_{r}$ is Hurwitz, $K_{x}$ is a command feedforward gain matrix, and $u_{ad}(t)$ is an adaptive control signal of the present invention which estimates the parametric uncertainty in the plant as

$$u_{ad}(t) = \Theta^* \Phi(x)$$

where $\Theta(t)$ is an estimate of the parametric uncertainty $\Theta^*$. The adaptive controller 110 is designed to follow the reference model 115 which is defined as

$$\dot{x}_r = A_{m}x_r + B_{m}r$$

where $A_m = A - BK_{r}$ and $B_m = BK_{r}$. 

The present invention often cannot fully capture all the real, but unknown effects due to unstructured uncertainty and or unmodeled dynamics. All these effects can produce unstable closed-loop dynamics using the standard model-reference adaptive control.
Let \( \hat{\Theta} = \Theta - \Theta^* \) be an estimation error of the parametric uncertainty and \( e = x_m - x \) be the tracking error, then the tracking error equation becomes

\[
\dot{e} = -A_m e + A_m T e + B_6 \Phi(x) - w \tag{9}
\]

The optimization can be formulated as a dynamically constrained optimization problem using the Pontryagin's Maximum Principle. Towards that end, defining a Hamiltonian

\[
H(\hat{\Theta}) = \frac{1}{2} (e - \hat{\Theta} A_m T e + B_6 \Phi(x))\tag{10}
\]

where \( p(t) \) is an adjoint variable.

Then the adjoint equation can be obtained from the necessary condition as

\[
\dot{p} = -V H = -Q (e - \hat{\Theta} T e + B_6 \Phi(x)) \tag{11}
\]

with the transversality condition \( p(T) = 0 \) since \( e(0) \) is known.

The optimal control modification adaptive law 120 can then be formulated by a gradient method as

\[
\dot{\hat{\Theta}} = -\Gamma \dot{p}(x) \tag{12}
\]

where \( \Gamma = \Gamma^T > 0 \) is a constant positive-definite adaptive gain matrix.

A sweep method can be used to obtain an approximate solution of the adjoint variable. Upon analysis, it can be shown that the adjoint variable \( p(t) \) is obtained as

\[
p = P e - v A_m T \dot{P} P e - v A_m \dot{P} e - v B_6 \Phi(x) \tag{13}
\]

where \( v > 0 \) is the modification parameter which is a design free parameter such that \( v = 1 \) corresponds to the approximate optimal solution and \( v = 1 \) corresponds to a sub-optimal solution, and \( P - P^T > 0 \) is a positive-definite matrix which solves the following Lyapunov equation:

\[
P A_m + A_m^T P = Q\tag{14}
\]

where \( Q = Q^T > 0 \) is a positive-definite weighting matrix.

This leads to the following optimal control modification adaptive law 120 which is the basis of the present invention:

\[
\dot{\hat{\Theta}} = -\Gamma \dot{p}(x) \tag{15}
\]

The inputs of the optimal control modification adaptive law 120 are the tracking error \( e(t) \) and the basis function \( \Phi(x) \). The design parameters of the optimal control modification adaptive law 120 are the adaptive gain matrix \( \Gamma \), the weighting matrix \( Q \) which influences the Lyapunov matrix \( P \), and the modification parameter \( v \).

In the expression of the optimal control modification adaptive law 120, the first term inside the bracket is the standard model-reference adaptive control formulation of the optimal control modification adaptive law 120 thus shows that \( \| \Delta(t) \| \) will always remain finite as long as the uncertainty and or the disturbance exists. Therefore, bounded tracking as opposed to asymptotic tracking is better achieved with the optimal control modification adaptive law 120 to improve robustness. In contrast, the standard model-reference adaptive control can achieve the ideal property of asymptotic tracking if the disturbance \( w(t) = 0 \), but usually at the expense of robustness to unmodeled dynamics, time delay, and exogenous disturbances. In the presence of the disturbance \( w(t) \), the standard model-reference adaptive control can result in a parameter drift when the adaptive parameter \( \Theta(t) \) can grow unbounded. Thus, in many real systems, asymptotic tracking is a very demanding requirement, if not almost impossible, that usually cannot be met without any restrictions. The optimal control formulation of the optimal control modification adaptive law 120 therefore demonstrates that bounded tracking is a more realistic control objective if robustness is to be satisfied concurrently. Since \( \| \Delta \| \) is proportional to the modification parameter \( v \), the optimal control modification adaptive law 120 can be designed judiciously to trade performance with robustness. Increasing the value of the modification parameter \( v \) will reduce tracking performance but by the same token increase robustness. This trade-off generally exists in most feedback control systems but the standard model-reference adaptive control.

Using the standard Lyapunov stability theory, it can be shown that the optimal control modification adaptive law 120 is stable and results in an uniformly ultimately bounded tracking with the following ultimate bound:

\[
\| \epsilon \| = \rho = \sqrt{\frac{\lambda_{\min}(Q) \delta^2 + \lambda_{\max}(\Gamma^{-1}) \kappa^2 \delta^2}{\lambda_{\min}(P)}} \tag{18}
\]

where

\[
\delta = c_2 + \sqrt{c_1^2 + \frac{c_3 c_4}{c_1}} \tag{19}
\]

\[
\kappa = c_2 + \frac{c_1^2}{\frac{c_3 c_4}{c_1}} \tag{20}
\]

for any modification parameter \( 0 < v \leq v_{\text{max}} \), where

\[
c_1 = \lambda_{\min}(Q), c_2 = \frac{\lambda_{\max}(P) v_{\text{max}}}{\lambda_{\min}(Q)}, c_3 = v_{\text{max}}(B^T A_m^{-1} T Q A_m^{-1} B)^2, \tag{21}
\]

Thus, the optimal control modification term effectively provides a damping mechanism that is proportional to the persistent excitation to reduce the adverse effect thereof on adaptive control.

The role of the modification parameter \( v \) is important. If performance is more desired in a control design than robustness, then \( v \) could be selected to be a small value. In the limit when \( v \to 0 \), the standard model-reference adaptive control is recovered and asymptotic tracking is achieved but at the expense of robustness. On the other hand, if robustness is a priority in a design, then a larger value of \( v \) can be chosen.
short-period mode and the Dutch roll mode. The reference model 135 is a second-order model that specifies desired handling qualities with good damping and natural frequency characteristics as shown:  

\[
(s^2 + 2\zeta_1\omega_n s + \omega_n^2)\Phi_m = g_\text{out}
\]

\[
(s^2 + 2\zeta_2\omega_n s + \omega_n^2)\Phi_m = g_\text{out}
\]

\[
(s^2 + 2\zeta_3\omega_n s + \omega_n^2)\Phi_m = g_\text{out}
\]

where \(\Phi_m\), \(\Phi_m\), and \(\Phi_m\) are the reference bank, pitch, and sideslip angles; \(\omega_n\), \(\omega_n\), and \(\omega_n\) are the natural frequencies for desired handling qualities in the roll, pitch, and yaw axes; \(\zeta_1\), \(\zeta_2\), and \(\zeta_3\) are the desired damping ratios; \(\delta_{\text{roll}}\), \(\delta_{\text{pitch}}\), and \(\delta_{\text{rudder}}\) are the lateral stick input, longitudinal stick input, and rudder pedal input; and \(g_{\text{roll}}\), \(g_{\text{pitch}}\), and \(g_{\text{rudder}}\) are the input gains.

Let \(p_m = \Phi_{\text{ref}}\Phi_m\text{out}\) and \(r_m = \Phi_{\text{ref}}\Phi_m\text{out}\), then the reference model 135 could be represented as

\[
x_m = -K_{\text{ref}}x_m + K_{\text{out}}G_{\text{roll}}
\]

Assuming the pair \((A_1, B_1)\) is controllable and the outer loop state vector \(z(1)\) is stabilizable, the nominal PI feedback controller 140, defined by \(u_c\), is given by

\[
u_c = K_{\text{ref}}x_m + K_{\text{out}}G_{\text{roll}}u_{\text{ref}}
\]

and the adaptive controller 145, defined by \(u_{\text{ad}}(t)\), is given by

\[
u_{\text{ad}} = \Theta_0 f_0(x,z)
\]

Assuming \(B_1\) is invertible, then the dynamic inversion controller 165 is computed as

\[
u = B_1^{-1}(\delta_{\text{roll}} - A_1z - A_1z + u_{\text{out}})
\]

In a more general case when the control vector has more inputs than the number of states to be controlled, then an optimal control allocation strategy using a pseudo-inverse method is used to compute the dynamic inversion controller 165 as

\[
u = B_1^{-1}(\delta_{\text{roll}} - A_1z - A_1z + u_{\text{out}})
\]

Let \(e = x - x_m\) be the tracking error, then the tracking error equation is given by

\[
e = A_0e + B_0f_0(x,z) + f_0(x,z)
\]

where

\[
A_0 = \begin{bmatrix} 0 & I \\ -K_r & -K_r \end{bmatrix}
\]

\[
B_0 = \begin{bmatrix} I \\ 0 \end{bmatrix}
\]

Let \(Q = 2cI\) where \(c > 0\) is a weighting constant and \(I\) is an identity matrix, then can be shown that

\[
P = c[K_r^{-1}K_r + K_r^{-1}(K_r + I)K_r^{-1}] > 0
\]
Then, the optimal control modification adaptive law 150 for a nominal PI feedback controller is specified by

$$\dot{e}_1 = -1 \cdot \varphi(x)P_1 B e + \varphi(x) \Phi(x) K_i e_1$$

(43)

where

$$P_1 = \begin{bmatrix} K_i^{-1} & 0 \\ 0 & K_i^{-1} \end{bmatrix}$$

(44)

and 

$$P_1 B = \begin{bmatrix} K_i^{-1} \\ 0 \end{bmatrix}$$

(45)

Furthermore, in yet another alternative embodiment, the nominal feedback controller is of a proportional type

$$u = K_p \varphi(x)$$

(46)

and associated with a first-order reference model with $K_p = 0$. Then, the optimal control modification adaptive law 155 for a nominal PID feedback controller is specified by

$$\dot{e}_1 = -1 \cdot \varphi(x)P_1 B e + \varphi(x) \Phi(x) K_i e_1$$

(47)

The roll rate with adaptation is smaller than without adaptation. The lateral-directional responses with adaptation and the weights are convergent. The results show that the adaptation helps with respect to the tracking task ($q$-command) and increases the damping. FIG. 6 shows the surface positions with and without adaptation. The actuator models are high-fidelity fourth-order models with time delays. As expected, the surfaces are well-damped with adaptation. After observing the weights and how they converge, the control surfaces, and the tracking errors, the final analysis for the A-matrix failure example shows that adaptation helps compared to the no-adaptation case. The second case is a B-matrix failure imposed on the left stabilator 13 sec into the simulation run. The left stabilator is jammed (or locked) at $+2.5^\circ$ from trim. FIG. 7 shows a 40-sec time history of the longitudinal responses. During the first 13 sec, the pitch rate follows the commanded pitch rate, but after the failure insertion there is a large downward motion and the system cannot track very well. Aircraft response comparison with this B-matrix failure shown in FIG. 7 indicates a better response with adaptation on. Pitch rate follows the reference better with adaptation on. The lateral-directional responses from the same longitudinal command also show better aircraft response with adaptation, as shown in FIG. 8. The roll rate and sideslip angle both come back to wings-level with adaptation but stay $10^\circ$ and $8^\circ$, respectively, without adaptation. Note that there are no lateral-directional pilot inputs ($r_{pf}$ and $r_{ref}$ are zero). FIG. 9 shows smaller tracking errors and converging neural networks weights. Analysis indicates the system is stable and the performance is better with adaptation.

Simulations is also conducted to show that the adaptive gain $\Gamma$ can be increased and the aircraft will remain stable. The optimal control modification adaptive law 120 and the various alternative embodiments thereof 150, 155, and 160 enable fast adaptation with good damping. The test case changes the adaptation rate from 0.5 to 50 while keeping the modification parameter $v$ constant at 1. FIG. 10 shows the same A-matrix failure occurring at 2 sec instead of at 13 sec and is followed by a pitch input. As FIG. 10 shows, the pitch rate tracking error is large with an adaptive gain $\Gamma$ of 0.5 compared to 50. The weights are also shown, and the larger adaptive gain increases the size of the weights as expected. Note that in both cases the system weights are convergent and the tracking error is better with the larger adaptive gain. FIG. 11 shows what happens when the modification parameter $v$ is changed from 0.25 to 1 while keeping the adaptive gain constant at $\Gamma = 5$. The tracking error has low damping with the lower modification parameter $v$ of 0.25 as expected. In both cases the weights converge to reasonable values. The results and analysis show that larger adaptive gains can be tolerated with the optimal control modification adaptive law 120 and the various alternative embodiments thereof 150, 155, and 160. The modification parameter $v$ can be used to tune the desired performance.
Pilot Study in Motion-Based Flight Simulator

To compare the effectiveness of the optimal control modification adaptive law 120 and the various alternative embodiments thereof 150, 155, and 160, a pilot study was conducted in the Advanced Concept Flight Simulator (ACFS), as shown in the photograph of FIG. 12, in the Crew-Vehicle System Research Facility (CVSRF) at NASA Ames Research Center. The ACFS is a motion-based flight simulator which employs advanced fly-by-wire digital flight control systems with a flight deck that includes head-up displays, a customizable flight management system, and modern flight instruments and electronics. Pilot inputs are provided by a side stick for controlling aircraft in pitch and roll axes.

The pilot study evaluated a number of adaptive control methods. A high-fidelity flight dynamic model was developed to simulate a medium-range generic transport aircraft. A number of failure and damage emulations were implemented including asymmetric damage to the left horizontal tail and elevator, flight control faults emulated by scaling the control sensitivity matrix (B-matrix failures), and combined failures. Eight different NASA test pilots participated in the study. For each failure emulation, each pilot was asked to provide Cooper-Harper Ratings (CHR) for a series of flight tasks, which included large amplitude attitude capture tasks and crosswind approach and landing tasks.

Seven adaptive flight control methods were selected for the pilot study that include: the e-modification as the baseline per-Harper Ratings for a series of flight tasks, which linear feedback control in the limit as the adaptation tends to law 120 and various alternative embodiments thereof 150, 155, and 160 to be analyzed for performance and stability metrics in a linear system context.

To further elucidate the concept of linear asymptotic property, consider the following linear system with a matched linear uncertainty and an unmatched disturbance:

$$x = A(t)x(t) + B(u(t)) + w$$

The optimal control modification adaptive law 170 for this system is given by

$$\dot{\Theta} = -\gamma_e x^T P^{-1} A^T m_1 B^T P \Theta + \Theta_0$$

The optimal control modification adaptive law 170 tends to an equilibrium when $\Theta \rightarrow 0$ as $t \rightarrow \infty$ or when $\Gamma^{-1} \dot{\Theta} \rightarrow 0$ under fast adaptation as $\Gamma \rightarrow \infty$. In the limit, the linear asymptotic property of the optimal control modification adaptive law 170 is described by

$$x = A(t)x(t) + B(u(t)) + w$$

The maximum value of the modification parameter $v_{max}$ can be established such that the matrix

$$A_n = A + \frac{1}{v} P^T A_n^T P + B^T \Theta$$

is a stable Hurwitz matrix with negative real part eigenvalues.

The linear asymptotic property of the optimal control modification adaptive law 170 is quite useful since it can be analyzed by many linear analysis tools. Moreover, because of its linear asymptotic property, the feedback control system has a scaled input-output behavior under fast adaptation. That is, if $r(t)$ is scaled by a multiplier $c$, then $x(t)$ is scaled by the same amount. More specifically, let $x(t) = \gamma x(t)$ be the response due to $r(t) = \gamma r(t)$, then if $r(t) = \gamma r(t)$ where $c$ is a constant, then it follows that $x(t) = \gamma x(t)$. This scaled input-output behavior helps improve predictability of the optimal control modification adaptive law 170 under fast adaptation.

The linear asymptotic property can be used to compute the steady state tracking error in the limit as $t \rightarrow \infty$ or $\Gamma \rightarrow \infty$.
More importantly, the linear asymptotic property also affords another advantage in that stability margins of a feedback control system can be analyzed in a linear system context.

Consider a first-order time-delay SISO system with the optimal control modification adaptive law 170.

\[
\dot{x} = ax + bu(t - \tau) + \Theta^T x + w
\]

(55)

\[
u = -k x + kr - \Theta^T x
\]

(56)

\[
\dot{\Theta} = (a - b k x) - \Theta^T x + w
\]

(57)

with a and b known, \(\Theta^T x\) as the parametric uncertainty, and \(a_m = a - b k x < 0\).

Invoking the linear asymptotic property, the equilibrium value of \(x\) is

\[
\dot{x} = \frac{a_m}{-a} \frac{x}{b}
\]

(38)

Then, the feedback control system becomes in the limit

\[
x = (a + b \Theta^T) x + \left(-bk_x + \frac{a_m}{v} v x(t - \tau) + \frac{a_m}{v} x_m(t - \tau) + bk_r r(t - \tau)\right)
\]

(59)

If \(\Theta^T x\) is a non-destabilizing uncertainty with \(a - b k x + b \Theta^T < 0\), then the modification parameter \(v\) has no upper limit. On the other hand, if \(\Theta^T x\) is a destabilizing uncertainty with \(a - b k x + b \Theta^T > 0\), then \(0 < v < v_{\text{max}}\), where

\[
v_{\text{max}} = \frac{a_m}{a - b k x + b \Theta^T}
\]

(60)

This system can be analyzed using linear analysis tools to estimate linear stability margins. To simplify the analysis, let \(r(t) = 1\) and \(x_m(t) = 1\). Then it can be shown that the effective cross-over frequency, time delay margin, and phase margin of the linear asymptotic system are given by

\[
\omega = \sqrt{\left(-bk_x + \frac{a_m}{v} \right)^2 - (a + b \Theta^T)^2}
\]

(61)

\[
\tau_d = \frac{1}{\omega} \cos^{-1}\left(\frac{a + b \Theta^T}{bk_x + \frac{a_m}{v}}\right)
\]

(62)

\[
\Phi = \omega t_d
\]

(63)

Note that if \(v = 0\), then the optimal control modification adaptive law 170 reverts to the standard model-reference adaptive control. Then, the time delay margin tends to zero since \(\omega \to \infty\) and thus \(\tau_d \to 0\) as \(v \to 0\). This is consistent with the fact that the model-reference adaptive control has zero robustness when the adaptive gain becomes large, whereas the optimal control modification adaptive law 170 retains its robustness with a finite time delay margin.

Thus, in general, consider the following input-delay linear system with a matched linear uncertainty and an unmatched disturbance:

\[
\dot{x} = (A + B \Theta^T) x + \left(-bk_x + \frac{1}{v} P^+ A_m^T P\right)(t - \tau_d) + \frac{1}{v} P^+ A_m^T P x_m(t - \tau_d) + B r(t - \tau_d) + w
\]

(65)

Using the linear asymptotic property of the optimal control modification adaptive law 170, the input-delay feedback control system tends to a linear asymptotic system \(y\) in the limit as

\[
r(t) = r(t - r(t - \tau_d))
\]

(66)

Thus, the input-delay feedback control system also includes dynamics of the reference model and the reference command signal. The combined system is expressed as

\[
\dot{x} = A_c x + A_d (t - \tau_d) + A_m^T P x_m(t - \tau_d) + B_m r(t - \tau_d) + w
\]

(67)

where \(z = [x \ x_m^T] \), \(z = [w \ 0 \ 0]^T\), and

\[
x = A x + A_m x_m(t - \tau_d) + B_m r(t - \tau_d) + w
\]

(68)

The modification parameter \(v\) is chosen such that the matrix \(A_m + 1/v P^+ A_m^T P + B \Theta^T\) is a Hurwitz matrix. Then, if the input time delay is given, then the modification parameter \(v\) must also satisfy the stability condition of a delayed system as

\[
\det(j \omega - A_c - A_m^T P - B_m^T P) = 0
\]

(70)

Otherwise, the stability condition of a delayed system can be used to calculate stability margins of the input-delay feedback control system.

For low-order systems, the stability condition of a delayed system can be analyzed easily. For higher-order systems, the analysis may become more tedious. Thus, in an alternative embodiment, the linear asymptotic property can be used with a matrix measure method for estimating stability margins of the optimal control modification adaptive law 170. The effective cross-over frequency and time delay margin of a linear asymptotic feedback control system using the optimal control modification adaptive law 170 are given by

\[
\omega = \sqrt{\left(-bk_x + \frac{1}{v} P^+ A_m^T P\right)^2 - (A + B \Theta^T)^2}
\]

(71)

\[
\tau_d = \frac{1}{\omega} \cos^{-1}\left(\frac{A_m^T P x_m}{\|A_m\|}ight)
\]

(72)
where the matrix measure
\[ \mu(C) = \lambda_{\max}(C + C^*) \]
is defined as the largest eigenvalue of the average of a complex-valued matrix C and its conjugate \( C^* \).

In yet another alternative embodiment, the linear asymptotic property can be used with a matrix measure method for estimating stability margins of the optimal control modification adaptive law 170 for an adaptive control system with a constant or zero reference model where \( x_n(t) \) and \( r(t) \) are constants. Then, the effective cross-over frequency and time delay margin of a linear asymptotic feedback control system using the optimal control modification adaptive law 170 are given by
\[
\omega = \mu(-A + jB) + \frac{1}{\mu(-A + jB + \frac{1}{\nu}P'A.P)}
\]
\[
\ell = \frac{1}{\omega} \cos^{-1}\left( \frac{\mu(A + jB) + \frac{1}{\mu(A + jB + \frac{1}{\nu}P'A.P)}}{\mu(A + jB + \frac{1}{\nu}P'A.P)} \right)
\]

The linear asymptotic property can be used to compute the modification parameter \( \nu \) to guarantee stability for a given specification of the uncertainty \( \Theta \). In an alternative embodiment, the Lyapunov stability theory can be used to establish the maximum value of the modification parameter \( \nu_{\text{max}} \). Taking the limit of the largest \( V(e, \Theta) \) as \( \| \Phi(x) \| = \| z \| \to \infty \) yields

The modification parameter \( \nu \) can be chosen such that the linear asymptotic closed-loop transfer function has closed-loop stability.

The asymptotic closed-loop transfer function can now be computed as
\[ u = \frac{2y_m + 2y}{\nu} \]

The modification parameter \( \nu \) can be chosen such that the linear asymptotic closed-loop transfer function has closed-loop stability.

To demonstrate the linear asymptotic property of the optimal control modification adaptive law 170, three examples are provided: 1) linear systems with input time delay, 2) linear systems with unmodeled dynamics, and 3) non-minimum phase linear systems. All these three classes of problems generally challenge conventional adaptive control methods.
Consider the following linear control system with input time delay and a reference model

\[ \dot{z} = az + bu + \theta(t) \]

\[ \dot{x} = ax + bu \]

with \( a = -1 \), \( b = 1 \), \( \theta = 2 \), and \( r(t) = 1 \).

The controller is given by

\[ u = k_r r - \theta x \]

where \( \theta(t) \) is computed by the adaptive control modification adaptive law. The maximum value of the modification parameter \( \nu_\text{max} \) is computed from the linear asymptotic property and the Lyapunov stability theory to be

\[ \nu_\text{max} = \min \left( \frac{\alpha \nu}{2 \beta^2}, \frac{1}{2 \beta} \right) = \min(1, 1) = 1 \]

Choose \( \nu = 0.2 < 1 \). The time delay margin for the linear asymptotic system is calculated to be

\[ \omega = \sqrt{\frac{1}{\nu^2} - 1} = 4.8950 \text{ rad/sec} \]

\[ t_d = \sqrt{\frac{1}{\nu^2} - 1} = 0.2795 \text{ sec} \]

The steady state error is estimated to be

\[ \bar{e} = \left[ -a_m + \left( a_n + \frac{b_n}{b_m} \right) \frac{1}{\nu} + 1 \right] b m r = -0.5 \]

The equilibrium value of \( \theta \) is computed to be

\[ \bar{\theta} = \frac{\bar{e}}{v a_m b m} = \frac{\bar{e}}{v a_m b m (a_n - \bar{e})} = 1.6667 \]

A time delay of 0.002 sec is injected at the input in the simulation. This time delay causes the standard model-reference adaptive control to go unstable. The adaptive control system with the optimal control modification adaptive law is completely stable, as shown in FIG. 14. The simulation results agree with the steady state error \( \bar{e} \) and the equilibrium value \( \bar{\theta} \).

When a time delay equal to the time delay margin of 0.2795 sec is injected at the input, the adaptive control system begins to diverge, as shown in FIG. 15. Thus, the numerical evidence of the time delay margin computed from the analytical time delay margin computed from the linear asymptotic property.

To illustrate the scaled input-output linear behavior of the optimal control modification adaptive law, the reference command signal is doubled so that \( r(t) = 2 \). The optimal control modification adaptive law exhibits the scaled input-output property, as shown in FIG. 16.
Based on the linear asymptotic property, the revised controller asymptotically tends to

\[ u = \frac{2y}{v} - 2y \]

Then the linear asymptotic closed-loop transfer function is obtained as

\[ \frac{Y}{R} = \frac{2748}{v_3 + 3(s + 3) + 259s + 229 + \frac{916}{v}} \]

It can be shown that the effective cross-over frequency and phase margin of the closed-loop transfer function can be obtained as functions of the modification parameter v as

\[ \omega = 443v^3 + 53283v^2 + 229v - \frac{916v}{v^2} = 0 \]

\[ \phi = \omega \theta = \tan \left( \frac{-2\omega + 259v}{31v^2 - 229} \right) \]

The plot of v versus \( \Phi \) and \( \omega \) is shown in FIG. 18. Notice that at \( v=0.117 \), the cross-over frequency \( \omega=16.1 \text{ rad/sec} \) has zero phase margin. This explains the instability of the adaptive control system in the Rohrs counterexample. A good phase margin of \( \Phi=45^\circ \) is selected to guarantee stability. This corresponds to \( v=0.426 \).

The linear asymptotic closed-loop transfer function with \( v=0.426 \) is computed to be

\[ \frac{Y}{R} = \frac{2748}{0.426s^4 + 14.484s^3 + 149.552s^2 + 1344.556s + 3040.662} \]

The adaptive control system is therefore robustly stable with an effective phase margin of \( 45^\circ \) in the limit. The linear asymptotic response \( y(t) \) and control signal \( u(t) \) evaluated analytically agree very well with the simulation results of \( y(t) \) and \( r(t) \), as shown in FIG. 19. Thus, the linear asymptotic property of the optimal control modification adaptive law 170 is demonstrated to be able to handle linear uncertain systems with unmodeled dynamics.

The \( \alpha \)-modification and \( e \)-modification also exhibit minimum values of the modification parameters at which the adaptive control system in the Rohrs counterexample begins to stabilize. However, unlike the optimal control modification adaptive law 170, the \( \alpha \) and \( e \) modification parameters can only be found by trial and error, whereas the modification parameter \( v \) is found analytically by utilizing the linear asymptotic property of the optimal control modification adaptive law 170.

Non-minimum phase plants are well-known to be very difficult to control by adaptive control. Output feedback adaptive control generally relies on the SPR property to ensure stability. For non-minimum phase plants, the SPR property does not exist, thereby destroying the ability to analyze stability of adaptive control using the SPR property. The linear asymptotic property of the optimal control modification adaptive law 170 can be used to analyze non-minimum phase systems.

Consider the following non-minimum phase linear system

\[ x = ax + u - 2z + w \]

\[ \dot{z} = -z + w \]

\[ y = x \]

where \( a=0 \) is unknown, but \( a=-1 \) for simulation purposes. The system is non-minimum phase with a transfer function

\[ Y = \frac{(s-1)w + (s+1)w}{(s-a)(s+1)} \]

A good adaptive regulator is designed with the optimal control modification adaptive law 170 and the various alternative embodiments thereof 150, 155, 160, and 170 can be improved by employing two methods that provide mechanisms to change the adaptive gain matrix \( \Gamma \) with time.

4.1 Covariance Adaptive Gain Adjustment

In the presence of large uncertainty, an adaptive control system needs to be able to adapt rapidly to regain performance. Fast adaptation is referred to the implementation of adaptive control with a large adaptive gain to reduce the tracking error rapidly. However, a large adaptive gain can lead...
to high-frequency oscillations which can adversely affect robustness of an adaptive control system. As the adaptive gain increases, the time delay margin for a standard model-reference adaptive control decreases, hence loss of robustness. The optimal control modification adaptive law 120 and the various alternative embodiments thereof 150, 155, 160, and 170 as taught by the present invention can achieve fast adaptation with robustness. While in theory fast adaptation may be desired to improve tracking performance, in practice when the adaptation has achieved the tracking performance objective, fast adaptation usually may no longer be needed. Maintaining fast adaptation even after the adaptation has achieved its objective can result in persistent learning. At best, persistent learning would do nothing to further improve tracking performance once the adaptation has achieved its objective. At worst, persistent learning may tend to reduce stability margins which is not highly desired.

In a preferred embodiment, the optimal control modification adaptive law 120 and the various alternative embodiments thereof 150, 155, 160, and 170 can include a covariance-like adjustment mechanism to enable the adaptive gain matrix \( \Gamma \) to vary in time so as to prevent persistent learning which can reduce robustness. The covariance adaptive gain adjustment method can also include a forgetting factor in a similar practice as a standard recursive least-squares estimation algorithm. The covariance adaptive gain adjustment method allows an arbitrarily large initial adaptive gain to be used to enable fast adaptation to reduce the initial transients rapidly. The covariance adaptive gain adjustment method then continuously adjusts the adaptive gain toward a lower value as the adaptation continues, thereby achieving desired improved robustness while retaining tracking performance during the initial adaptation.

Referring to FIG. 21 illustrating an adaptive control system 175 comprising the same constituents as that in FIG. 1 and further including therein a covariance-like gain adjustment method 175 as taught by the present invention.

The adaptive gain matrix \( \Gamma \) in the optimal control modification adaptive law 120 and the various alternative embodiments thereof 150, 155, 160, and 170 is adjusted in a continuous time-varying manner by the covariance adaptive gain adjustment method 175 as follows:

\[
\dot{\Gamma} = -\eta \Phi(\Theta) \Phi^T(\Theta) \Gamma
\]  

(116)

where \( 0 < \eta < \lambda_{\max}(B^T A^T \Sigma^{-1} Q A \Sigma^{-1} B) \) is the adjustment parameter which depends on the modification parameter \( \nu \) and has an upper bound that is not present in the prior art.

Using the standard Lyapunov stability theory, it can be shown that the optimal control modification adaptive law 120 is stable and results in an uniformly ultimately bounded tracking with the following ultimate bound:

\[
\|\epsilon\| \leq \rho = \frac{\lambda_{\max}(P) \delta^2 + \lambda_{\max}(\Gamma^{-1}) \delta^2}{\lambda_{\min}(P)}
\]  

(117)

where

\[
\delta = c_2 + \sqrt{c_3^2 + \frac{c_1 c_2}{c_1}}
\]  

(118)

for any modification parameter \( 0 < \nu < \nu_{\max} \) where \( c_1 \) and \( c_2 \) are defined previously.

Using the same Lyapunov candidate function as in Eq. (21), then \( V(\epsilon, \Theta) \) is evaluated as

\[
\dot{V}(\epsilon, \Theta) = -c_1 (|\epsilon| - c_2)^2 - \nu c_6 (\Theta - c_7)^2 + c_5 c_2^2 + c_1 c_2
\]  

(120)

It follows that \( V(\epsilon, \Theta) \) is outside the compact set \( B_{\| \Phi(x) \| } \) which yields

\[
V(\epsilon, \Theta) < 0
\]  

(121)

Therefore, the solution is uniformly ultimately bounded for any modification parameter \( 0 < \nu < \nu_{\max} \).

The maximum value of the modification parameter \( \nu_{\max} \) can be determined explicitly for three general cases:

1. If the basis function \( \Phi(\Theta) \) is bounded such that \( \| \Phi(\Theta) \| \leq \Phi_0 \), then there is no upper limit on the modification parameter \( \nu \).
2. If the basis function \( \Phi(\Theta) \) belongs to a class of functions \( \sin(x) \), \( \cos(x) \), \( e^x \), and many others.
3. If the basis function \( \Phi(\Theta) \) is bounded such that \( \| \Phi(\Theta) \| \leq \Phi_0 \), then the largest \( V(\epsilon, \Theta) \) is given by

\[
V(\epsilon, \Theta) < -c_1 (|\epsilon| - c_2)^2 - \nu c_6 (\Theta - c_7)^2 + c_5 c_2 (|\Phi_{\max}(B^T A^T \Sigma^{-1} Q A \Sigma^{-1} B)) - \eta |\epsilon| c_2^2
\]  

(122)

Then, \( V(\epsilon, \Theta) \leq 0 \) requires \( \epsilon < \nu < \nu_{\max} \) where the maximum value of the modification parameter \( \nu_{\max} \) is determined by

\[
\nu_{\max} = \frac{\lambda_{\max}(Q) \lambda_{\max}(B^T A^T \Sigma^{-1} Q A \Sigma^{-1} B)}{2 \|B^T P A \Sigma^{-1} B\|_{F}^{2} \|\Theta\|_{\ell_{2}}^2}
\]  

(123)

This expression can also be used to determine the maximum value of the modification parameter \( \nu_{\max} \) for the optimal control modification adaptive law 120 and various alternative embodiments thereof 150, 155, 160, and 170 by letting \( \eta \to 0 \) which yields

\[
\nu_{\max} = \frac{\lambda_{\max}(Q) \lambda_{\max}(B^T A^T \Sigma^{-1} Q A \Sigma^{-1} B)}{\|B^T P A \Sigma^{-1} B\|_{F}^{2} \|\Theta\|_{\ell_{2}}^2}
\]  

(124)

If the uncertainty \( \Theta^{\star} \Phi(\Theta) \) is non-disturbing, then the feedback control system without adaptation is robustly stable. Using the Lyapunov stability theory with the candidate function

\[
V(\epsilon) = \epsilon^T P \epsilon
\]  

(125)
referred herein to as the covariance adaptive gain adjustment factor which can also be used to change the time-varying rate of the adaptive gain adjustment method 175 can include a forgetting factor which can also be used to change the time-varying rate of the adaptive gain matrix \( F(t) \). The stability condition for the matrix of the time-varying rates of the individual elements of the adaptive gain matrix \( F(t) \) is referred herein to as the covariance adaptive gain adjustment method 175 and is described by

\[
\dot{F} = \beta F - \eta (\Phi e e^T (x) + f(x)) F
\]

where \( \beta = \beta^2 > 0 \) is the forgetting factor matrix.

Yet in another alternative embodiment, the covariance adaptive gain adjustment method 185 includes a normalization factor which can also be used to change the time-varying rate of the adaptive gain matrix \( \Gamma(t) \). This alternative embodiment is referred herein to as the covariance adaptive gain adjustment method 180 and is described by

\[
\dot{\Gamma} = \beta^{\star} \Gamma - \eta (\Phi e e^T (x) + f(x)) \Gamma
\]

With a forgetting factor, the adaptive gain matrix \( \Gamma(t) \) can grow without bound. This can lead to poor robustness and may not improve performance. Therefore, a projection method can be used to limit the effect of the forgetting factor. The projection method for the covariance adaptive gain adjustment method 185 is given by

\[
\Gamma_{ij} = \begin{cases} 
\beta^{\star} \Gamma_{ij} - \eta (\Phi e e^T (x) + f(x)) \Gamma_{ij} & \text{if } \Gamma_{ij} \geq \Gamma_i(t_0) \\
0 & \text{otherwise}
\end{cases}
\]

and the projection method for the covariance adaptive gain adjustment method 190 is given by

\[
\Gamma_{ij} = \begin{cases} 
\beta^{\star} \Gamma_{ij} - \eta (\Phi e e^T (x) + f(x)) \Gamma_{ij} & \text{if } \Gamma_{ij} \geq \Gamma_i(t_0) \\
0 & \text{otherwise}
\end{cases}
\]

The effects of the covariance adaptive gain adjustment method 175 and the alternative embodiment thereof 180 is to gradually shut down the adaptation process. The effects of persistent learning and fast adaptation are therefore eliminated. A problem associated with the covariance adaptive gain adjustment methods 175 and 180 is that, once the adaptive gain matrix \( \Gamma(t) \) is reduced to an equilibrium value near zero, the adaptation process has to be restarted if a new uncertainty becomes present. Thus, in an alternative embodiment, the covariance adaptive gain adjustment methods 175 and 180 are used in conjunction with a resetting mechanism 195. The adaptation process can be reset with a new initial value of the adaptive gain to restart the covariance adaptive gain adjustment methods 175 and 180 whenever a threshold criterion is satisfied. The resetting mechanism 195 is expressed as

\[
\Gamma = \begin{cases} 
\Gamma & \text{if } \Gamma(t_i) = \Gamma_i \text{ \quad i.e. when threshold is exceeded at } t = t_i \\
\Gamma(0) & \text{otherwise}
\end{cases}
\]
the value of the initial condition $\Gamma_i$ to prevent transient behaviors, a filter $200$ can be used to phase in the new initial condition $\Gamma_i$. Be for example only, a first-order filter can be selected for the filter $200$. Then

$$\Gamma = \lambda (\Gamma - \Gamma_i)$$  (137)

for $t \in [t_0, t_0 + n\Delta t]$, where $\lambda > 0$, $\Gamma = \Gamma(t)$ at $t = t_0$, and $\Delta t$ is the duration of transition from some previous adaptive gain value to the new initial condition $\Gamma_i$ where $n$ can be selected appropriately to ensure $\Gamma \to \Gamma_i$ to within a specified tolerance.

4.2 Optimal Control Modification Adaptive Law with Adaptive Gain Normalization

Fast adaptation can lead to loss of robustness in the standard model-reference adaptive control. Fast adaptation is usually associated with the use of a large adaptive gain. However, this is not the only effect of fast adaptation. When the amplitude of the basis function is large, the effect is equivalent. Normalization is a technique that can be used to achieve more robust adaptation for large amplitude inputs. The objective of the normalization is to reduce the effect of large amplitude of the input basis function. Normalized adaptation can achieve a significant increase in the time delay margin of adaptive control.

Referring to FIG. 22 illustrating an adaptive control system 175 comprising the same constituents as that in FIG. 1 and further including therein an adaptive gain normalization method 205 as taught by the present invention.

The adaptive gain $\Gamma$ in the optimal control modification adaptive law 120 and the various alternative embodiments thereof 150, 155, 160, and 170 is adjusted in a continuous time-varying manner by the adaptive gain normalization method 205 as follows:

$$\Gamma(t) = \frac{\Gamma}{1 + \Phi'(x) R \Phi(x)}$$  (138)

where $\Gamma$ on the right hand side is a constant adaptive gain matrix and $R = R^T > 0$ is a positive-definite normalization matrix such that $0 < R < R_{\text{max}}$.

The optimal control modification adaptive law 120 with the adaptive gain normalization method 205 can be expressed alternatively as

$$\phi = \frac{\Gamma}{1 + \Phi'(x) R \Phi(x)} \phi \phi^	op P - \phi \phi\phi^\top \phi' \phi' \phi^\top P \phi'_1 B$$  (139)

The maximum value of the normalization matrix $R_{\text{max}}$ is determined by

$$(\Phi'(x) R \Phi(x) \phi(x) \phi) \leq c_{12} = \frac{\lambda_{\text{min}}(Q) \lambda_{\text{min}}(B^T \Lambda_{\text{max}} B) B}{2 \lambda_{\text{min}}(P) P}$$  (140)

Using the standard Lyapunov candidate function as in Eq. (21), then $V(\epsilon, \phi)$ is evaluated as

$$V(\epsilon, \phi) \leq -c_{11} ||\epsilon||^2 + c_{12}^2 + \frac{c_{12}^2}{c_{10}} \frac{\epsilon_0}{c_{10}} + \frac{\epsilon_0}{c_{10}} \frac{\epsilon_0}{c_{10}}$$  (141)

where $c_{11}$, $c_{12}$, and $c_{13}$ are defined previously, $c_{13} = c_{11}^2 \lambda_{\text{max}}^{-1} (R) \lambda_{\text{min}}(B^T A_{\text{max}}^{-1} R^T A_{\text{max}}^{-1} B), c_{10} = c_{12} \lambda_{\text{min}}(R) \lambda_{\text{max}}^{-1} (R)$, and

$$c_{13} = \sqrt{c_{11}^2 \lambda_{\text{max}}^{-1} (R) \|PB\|}.$$

Using the same Lyapunov candidate function as in Eq. (21), then $V(\epsilon, \phi)$ is evaluated as

$$V(\epsilon, \phi) \leq -c_{11} ||\epsilon||^2 + c_{12}^2 + \frac{c_{12}^2}{c_{10}} \frac{\epsilon_0}{c_{10}} + \frac{\epsilon_0}{c_{10}} \frac{\epsilon_0}{c_{10}}$$  (144)

Then, $V(\epsilon, \phi) \leq 0$ implies

$$-c_{11} ||\epsilon||^2 + c_{12}^2 + \frac{c_{12}^2}{c_{10}} \frac{\epsilon_0}{c_{10}} + \frac{\epsilon_0}{c_{10}} \frac{\epsilon_0}{c_{10}} \leq 0$$  (145)

or

$$-c_{11} ||\epsilon||^2 + c_{12}^2 + \frac{c_{12}^2}{c_{10}} \frac{\epsilon_0}{c_{10}} + \frac{\epsilon_0}{c_{10}} \frac{\epsilon_0}{c_{10}} \leq 0$$  (146)

For $0 < R < R_{\text{max}}$, then it can be shown that such that $c_{11} c_{12} c_{13} c_{14} > 0$. It follows that $V(\epsilon, \phi) \leq 0$ outside the compact set

$$R_B = \left\{ (\epsilon, \phi) : c_{11} ||\epsilon||^2 + c_{12}^2 + \frac{c_{12}^2}{c_{10}} \frac{\epsilon_0}{c_{10}} + \frac{\epsilon_0}{c_{10}} \frac{\epsilon_0}{c_{10}} \leq 0 \right\}.$$  (147)

Therefore, the solution is uniformly ultimately bounded for any modification parameter $0 < \phi < \nu_{\text{max}}$ and normalization matrix $0 < R < R_{\text{max}}$.

4.3 Adaptive Flight Control Simulations

To demonstrate the effectiveness of the covariance adaptive gain adjustment method 175 and the adaptive gain normalization method 205 in conjunction with the optimal control modification adaptive law 120 and the various alternative embodiments thereof 150, 155, 160, and 170, simulations of
a damaged medium-range, twin-engine, single-aisle generic transport aircraft with a 28% loss of the left wing, as shown in FIG. 23, are conducted. Due to the asymmetric damage, the motions in the roll, pitch, and yaw axes are completely coupled together. A level flight condition of Mach 0.6 at 15,000 ft is selected. The remaining right aileron is the only roll control effecter available.

Referring to FIG. 2, the adaptive flight control architecture is designed for the adaptive flight controller with the optimal control modification adaptive law 150 for a nominal PI feedback controller in conjunction with the covariance adaptive gain adjustment method 175 and the adaptive gain normalization method 205. The reference model 135 is specified by $\omega_p = 2.0$ rad/sec, $\omega_r = 1.5$ rad/sec, $\omega_y = 1.0$ rad/sec, and $\gamma_{\text{ref}} = 1/\sqrt{2}$.

The pilot pitch rate command is simulated with a series of ramp input longitudinal stick command doublets, corresponding to the reference pitch angle $\pm 3.81^\circ$ from trim. The tracking performance of the baseline flight controller with no adaptation is compared against the standard model-reference adaptive control and the optimal control modification adaptive law 150 with the covariance adaptive gain adjustment method 175 and the adaptive gain normalization method 205. The adaptive gains are selected as large as possible within the numerical stability limit of the adaptive laws. This results in $\Gamma = 150$ for the standard model-reference adaptive control and $\Gamma = 3000$ for the optimal control modification adaptive law 150. The design parameters are chosen to be $v = 0.2$ and $\eta = 0.0125$ since $\lambda_{\text{max}}(B^T A_{\text{ref}} - B) = 0.0625$. The maximum value of $\lambda$ is computed to be $\lambda_{\text{max}} = 0.75$ for $\eta = 0$ and $\lambda_{\text{max}} = 0.375$ for $\eta = 0.0125$. Thus, the choice of $v = 0.2$ is acceptable. For the adaptive gain normalization, $R$ is chosen to be 100.

The aircraft roll, pitch, and yaw rate responses are shown in FIGS. 24, 25, and 26. The baseline flight controller is not able to maintain the aircraft in trim in roll and yaw. Both the roll and yaw rates are significant as compared to the responses due to the adaptive flight controllers. All three adaptive controllers perform well to maintain the roll and yaw rates close to zero. The pitch rate tracking is quite good with all the three adaptive flight controllers. The standard model-reference adaptive control shows higher roll and yaw rate responses than the optimal control modification adaptive law 150 with the covariance adaptive gain adjustment method 175 and the adaptive gain normalization method 205. In all cases, the behaviors of the covariance adaptive gain adjustment method 175 and the adaptive gain normalization method 205 are very similar.

The pitch angle and bank angle responses are shown in FIGS. 27 and 28. The baseline flight controller does not track the pitch angle reference model very well. All the adaptive controllers show good tracking of the pitch angle. The bank angle response with the baseline flight controller is quite excessive due to the left wing damage. The optimal control modification adaptive law 150 with the covariance adaptive gain adjustment method 175 and the adaptive gain normalization method 205 reduce the bank angle responses better than the standard model-reference adaptive control.

The control surface deflections are shown in FIGS. 29, 30, and 31. In all cases, there is no unusual behavior in the control surface deflections. All surface deflections are within the position limits of the aileron, elevator, and rudder; although the optimal control modification adaptive law 150 with the covariance adaptive gain adjustment method 175 and the adaptive gain normalization method 205 produce larger aileron surface deflections as expected to reduce the roll rate.

Table 1 shows the time delay margin estimates of all the adaptive flight controllers for a constant adaptive gain $\Gamma = 150$. The optimal control modification adaptive law 150 with the adaptive gain normalization method 205 achieves the greatest time delay margin among all the adaptive flight controllers. The standard model-reference adaptive control has the smallest time delay margin, as expected. In terms of tracking performance, both the covariance adaptive gain adjustment method 175 and the adaptive gain normalization method 205 have very similar behaviors. Yet, the adaptive gain normalization method 205 achieves almost twice the time delay margin of the covariance adaptive gain adjustment method 175.

### Table 1

<table>
<thead>
<tr>
<th>Adaptive Flight Control</th>
<th>Time Delay Margin, sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model-Reference Adaptive Control</td>
<td>0.19</td>
</tr>
<tr>
<td>Optimal Control Modification</td>
<td>0.29</td>
</tr>
<tr>
<td>Optimal Control Modification with Covariance</td>
<td>0.33</td>
</tr>
<tr>
<td>Adjustment</td>
<td>0.33</td>
</tr>
<tr>
<td>Optimal Control Modification with Normalization</td>
<td>0.59</td>
</tr>
</tbody>
</table>


Flight tests of several versions of model-reference adaptive control were carried out on the NASA Full-scale Advanced Systems Testbed (FAST), which is an F/A-18 (McDonnell Douglas, now The Boeing Company, Chicago, Ill.) high-performance military jet aircraft, as shown in the photograph of FIG. 32. This aircraft has a research flight control system that allows for testing of experimental control laws.

In 2009, a request for information (RFI) was released by NASA Integrated Resilient Aircraft Control (IRAC) Project seeking ideas for adaptive control experiments for loss-of-control events. One of the focus areas identified from the responses that NASA received was to investigate simple yet effective adaptive control algorithms to help address the issue of verification and validation (V&V) testing of adaptive flight controls. Adaptive flight controllers, such as the standard model-reference adaptive control, face many difficulties with regards to being able to be certified and implemented on civilian or military aircraft. There are large gaps in the certification process for dealing with adaptive controllers. To date, the Federal Aviation Administration (FAA) has not certified any adaptive flight controllers for commercial aircraft. Part of the process to certification is V&V testing. Adaptive controllers can become complex with many adaptive parameters and complex update laws as well as nonlinearity. The required testing to prove that the controller will behave appropriately and predictably under all situations, while also providing beneficial results in the presence of failures, can require extensive testing. By simplifying the controllers, the required testing could potentially be greatly reduced. Simplification is often at the expense of performance and the controller’s ability to handle more complex failure conditions. So there exists a trade-off between complexity and performance of a controller.

FIG. 33 shows the nonlinear dynamic inversion adaptive flight controller 210 implemented on the NASA FAST aircraft. The nonlinear dynamic inversion controller 210 further comprises a control vector 215, a nonlinear dynamic inversion controller 220, angular acceleration command 225, onboard aerodynamic lookup tables 230, a nonlinear dynamic
inversion reference model 235, an adaptive control reference model 240, an error compensator 245, an adaptive augmentation controller 250 employing three adaptive laws 255, 260, and 265, a pilot command 270, and a plant 275 which is the NASA FAST aircraft.

The control vector 215 has ten control surface commands, denoted as δ, and is computed by the nonlinear dynamic inversion controller 220 as

\[
\delta = B_{\text{inv}}^{-1}(\Delta \delta_{c, \text{inv}} + \Delta \delta_{c, \text{inv}} f_{\text{c}}(y))
\]

where the vector of estimated aerodynamic moments \( f_{\text{c}}(y) \) is calculated from the on-board aerodynamic lookup tables 230, while the angular rates \( \Omega \) are measured using aircraft sensors, 1 is the inertia matrix of the aircraft, \( \delta_{c} \) are predetermined trim surface commands appropriate for the test flight condition, and \( B_{\text{inv}}^{-1} \) is a weighted pseudo-inverse of the control effectiveness derivatives with respect to the surface positions weighted by a control allocation matrix.

The weighted pseudo-inverse \( B_{\text{inv}}^{-1} \) is computed as follows:

\[
B_{\text{inv}}^{-1} = W^{-1}B_{\text{inv}}^T \left( B_{\text{inv}}W^{-1}B_{\text{inv}}^T \right)^{-1}
\]

The angular acceleration commands \( \dot{\delta}_{c, \text{inv}}(t) \) contain the sum of the desired reference dynamics \( \dot{x}_{\text{ref}}(t) \) produced by the nonlinear dynamic inversion reference model 235, the output \( \dot{x}_{\text{c}}(t) \) of the error compensator 245, and adaptive control augmentation \( \dot{x}_{\text{c}}(t) \) computed by the adaptive augmentation controller 250. This is described as

\[
\dot{x}_{\text{c, inv}} = \dot{x}_{\text{ref}} + \dot{x}_{\text{c}} + \dot{x}_{\text{c}, \text{inv}} = \begin{bmatrix} \dot{x}_{\text{ref}} + \dot{x}_{\text{c}} + \dot{x}_{\text{c}, \text{inv}} \\ \dot{x}_{\text{ref}} + \dot{x}_{\text{c}} \end{bmatrix}
\]

Note that the adaptive controller only augments the pitch and roll axes.

The nonlinear dynamic inversion reference model 235 for the adaptive control reference model 240 each are by the pilot command 270 \( r(t) \). The nonlinear dynamic inversion reference model 235 generally represents the same desired dynamics as the adaptive control reference model 240, but may be modified to simulate a failed or damaged aircraft. The state feedback vector \( y(t) \) contains measurements of the inputs required for the aerodynamic lookup tables 230, such as angle of attack and velocity, as well as the angular rates.

The adaptive control reference model 240 for the aircraft axis of interest is specified as a stable, linear time-invariant system as

\[
\dot{x}_{a} = A_{a} x_{a} + B_{a} u
\]

or

\[
\begin{bmatrix} \dot{p} \\ \dot{q} \end{bmatrix} = \begin{bmatrix} -\omega_{p} \theta_{p} & 1 & 0 \\ 0 & 0 & 1 \\ 0 & -\omega_{q} \theta_{q} - 2\xi_{q} \theta_{q} \end{bmatrix} \begin{bmatrix} p \\ q \\ \int_{t_0}^{t} q \, dt \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} \sigma_{p} - \theta_{p} \\ \theta_{q} - \sigma_{q} \end{bmatrix}
\]

where \( \theta_{p}, \theta_{q}, \sigma_{p}, \sigma_{q} \) the uncertain parameters; and \( \sigma_{p}(t) \) and \( \sigma_{q}(t) \) are scalar, time-varying uncertain disturbances.

The nonlinear dynamic inversion adaptive flight controller 210 is then designed to cancel out the effects of the uncertain parameters \( \theta_{p}, \theta_{q}, \sigma_{p}, \sigma_{q} \), and \( \alpha_{p}, \alpha_{q} \) by the adaptive augmentation controller 250. This is expressed as

\[
\begin{bmatrix} \dot{p} \\ \dot{q} \end{bmatrix} = \begin{bmatrix} \dot{p} + \dot{p}_{a} \\ \dot{q} + \dot{q}_{a} \end{bmatrix}
\]

where

\[
\begin{bmatrix} \dot{p}_{a} \\ \dot{q}_{a} \end{bmatrix} = \begin{bmatrix} \dot{p}_{p} + \dot{\theta}_{p} \\ \dot{q}_{q} + \dot{\theta}_{q} \end{bmatrix}
\]

The pitch axis reference model is second order, representing the desired short-period dynamics. The roll axis reference model is first order, and no adaptive augmentation is applied in the yaw axis.

5.1 Simple Model-Reference Adaptive Control

In one embodiment, the adaptive augmentation controller 250 employs a simple model-reference adaptive control 255, designated as sMRAC adaptive laws. The sMRAC adaptive
Two pilots evaluated the reduced roll damping failure during a 2-g air-to-air tracking task. Handling qualities ratings given by Pilot A and Pilot B for each of the four controllers during the 2-g air-to-air tracking task with a reduced roll damping failure are tabulated in FIG. 34. Due to the high workload required to maintain pitch control in gross acquisition, Pilot B was unable to maintain sufficient awareness to complete the fine tracking portion of the task with the nonlinear dynamic inversion controller 210, and consequently no rating was given for that case. An overall assessment of the ratings indicate that all three of the adaptive controllers improved the handling qualities of the aircraft during the gross acquisition portion of the task, but that the varying levels of controller complexity had minimal effect on the ratings. Little to no improvement was observed in the ratings for the fine tracking portion of the task even when compared against the nonlinear dynamic inversion controller 210 controller without adaptation.

Two pilots evaluated the reduced roll damping failure during an in-trail formation tracking task. The ratings of Pilot A and Pilot B for gross acquisition and fine tracking with the simulated roll damping failure are tabulated in FIG. 35. Both pilots rated the nonlinear dynamic inversion controller 210 controller with no failures (not shown) as Level 1 for this task, with Pilot A giving it Cooper-Harper ratings of 2 and 3, and Pilot B giving it ratings of 3 and 2 for gross acquisition and fine tracking, respectively. Clearly, the failure degraded the gross acquisition handling qualities more than those of the fine tracking portion of the task. All of the adaptive controllers improved the gross acquisition ratings, but the fine tracking results were less conclusive. Generally speaking, the onMRAC+controller performs as well or better than any of the other controllers, completely restoring the Level 1 fine tracking handling qualities of the nonlinear dynamic inversion controller 210 with no failures.

It was found that normalization suppresses adaptation during large dynamic maneuvers through attenuation of the learning rate by the inverse of the weighted square of the feedback parameters. Squaring the input vector ensures that it is always positive, and weighting allows the designer to control the relative influence of each feedback term on the normalization behavior. In the pitch axis onMRAC update law, the relative influence of the $\dot{q}$($\sigma\dot{\theta}$) term was kept very low. The normalization terms are also biased by a constant of one to prevent a divide-by-zero when the feedback vectors are zero. Inclusion of OCM and normalization allowed the adaptive gain to be increased from 1 to 50, enabling faster adaptation.

It is noted that the optimal control modification term is present in the update law for $\sigma_\delta(t)$, but not for $\sigma_\theta(t)$. In the initial design, it was not clear whether the optimal control modification term was necessary in the calculation of the disturbance adaptation parameters. In the interest of keeping the adaptive augmentation controller 250 as simple as possible, the optimal control modification term was not included in either. During the first research flight, a persistent 1 Hz, 0.5 deg/s oscillation was present in roll rate and was also observed in the value of $\sigma_\theta(t)$. Implementation of the optimal control modification term in the $\sigma_\theta(t)$ law eliminated the oscillation on all of the remaining flights. Because a similar oscillation was not observed in $\sigma_\delta(t)$, no optimal control modification term was added for that parameter. During handling qualities maneuvers at the end of the flight phase of the experiment, interactions between the pilot and the adaptive augmentation controller 250 in the pitch axis with the onMRAC+adaptive laws 265 were observed that likely adversely affected the pilot’s rating of the system. Subsequent simulation studies indicated that the addition of the optimal control modification term to the $\sigma_\delta(t)$ adaptive law would eliminate these interactions.

NON-LIMITING EXAMPLES

As will be appreciated by one skilled in the art, aspects of the present invention may be embodied as a system, method, or computer program product. Accordingly, aspects of the present invention may take the form of an entirely hardware embodiment, an entirely software embodiment (including firmware, resident software, micro-code, etc.) or an embodiment combining software and hardware aspects that may all generally be referred to herein as a “circuit”, “module”, or “system.” Furthermore, aspects of the present invention may take the form of a computer program product embodied in one or more computer readable medium(s) having computer readable program code embodied therein.

Any combination of one or more computer readable medium(s) may be utilized. The computer readable medium may be a computer readable signal medium or a computer readable storage medium. A computer readable storage medium may be, for example, but not limited to, an electronic, mag-
A computer readable storage medium may include any computer program instructions. The computer program instructions may be provided to a computer readable medium or computer readable storage product or computer readable signal medium containing computer program instructions. These computer program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other devices to cause a series of operational steps to be performed on the computer, other programmable apparatus or other devices to produce a computer implemented process such that the instructions which execute on the computer or other programmable apparatus provide processes for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks.

The terminology used herein is for the purpose of describing particular embodiments only and is not intended to be limiting of the invention. As used herein, the singular forms “a”, “an” and “the” are intended to include the plural forms as well, unless the context clearly indicates otherwise. It will be further understood that the terms “comprises” and/or “comprising,” when used in this specification, specify the presence of stated features, integers, steps, operations, elements, and/or components, but do not preclude the presence or addition of one or more other features, integers, steps, operations, elements, components, and/or groups thereof.

The description of the present invention has been presented for purposes of illustration and description, but is not intended to be exhaustive or limited to the invention in the form disclosed. Many modifications and variations will be apparent to those of ordinary skill in the art without departing from the scope and spirit of the invention. The embodiment was chosen and described in order to best explain the principles of the invention and the practical application, and to enable others of ordinary skill in the art to understand the invention for various embodiments with various modifications as are suited to the particular use contemplated.

What is claimed is:

1. A computer-implemented method for adaptive control of a physical system, the method comprising:

   - modeling a physical system using a nonlinear plant as \( \dot{x} = Ax + Bu + f(x) \), where \( x(t): \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a state vector, \( u(t): \mathbb{R}^m \rightarrow \mathbb{R}^m \) is a control vector, \( A, C, R \in \mathbb{R}^{n \times n} \) are known constant matrices, and \( f(x) \) is an unknown function that represents a parametric uncertainty.

   - defining the structured uncertainty in the plant such that \( f(x) = \Phi(x) \Theta \), where \( \Theta \in \mathbb{R}^{n \times p} \) is a vector of known basis functions, and \( \Phi(x) \) is an unknown function that represents an unstructured uncertainty.

   - modeling at least one of an unstructured uncertainty and a structured uncertainty, wherein the unstructured uncertainty \( f(x) \) is modeled as \( f(x) = \sum_{i=1}^{m} \theta_i \phi_i(x) \), where \( \theta_i \in \mathbb{R} \) are unknown parameters, and \( \phi_i(x) \) are known basis functions.

   - using a feedback controller specified by \( u(t) = -K x(t) + \tau(x) \), where \( \tau(x) \) is a command vector, \( K \in \mathbb{R}^{n \times m} \) is a stable gain matrix such that \( A - BK \) is Hurwitz, and \( \tau(x) \) is a gain matrix for \( \tau(t) \), and \( K, \tau(x) \) are chosen and described in order to best explain the principles of the invention and the practical application, and to enable others of ordinary skill in the art to understand the invention for various embodiments with various modifications as are suited to the particular use contemplated.
using a reference model specified as \( \dot{x}_m = A_m x_m + B_m u \), where \( A_m \in \mathbb{R}^{n \times n} \) and \( B_m \in \mathbb{R}^{n \times m} \) are given by \( A_m = A - B K \), and \( B_m = B K \).

modeling an estimation error of a parametric uncertainty by \( \theta \sim \mathcal{N}(0, \Sigma) \) in a tracking error equation \( \dot{e} = A_m e + B \Theta \Phi(x) \), where \( e(t) = x_m(t) - x(t) \) is the tracking error, estimating a parametric uncertainty by an optimal control modification adaptive law specified by at least one of

\[
\dot{\Theta} = -\Gamma \Phi(x) [e^T \Phi(x) \Theta \Phi(x)]^{-1} B e(t),
\]

where \( \Gamma > 0 \) is an adaptive gain matrix, and \( P > 0 \) solves \( \dot{P} = -2 \Gamma^T P + P \Phi(x) \Phi(x)^T P \), \( \dot{\Theta} = -\Gamma \Phi(x) \Theta \Phi(x) \), where \( \Theta > 0 \) is a positive-definite weighting matrix.

2. A computer-implemented method for adaptive control of an aircraft, the method comprising:

modeling an aircraft using a nonlinear plant as \( \dot{x} = A x + B u + f(x, z) \), \( \dot{z} = A_1 z + B_1 u + f_1(x, z) \), where \( A, B, A_1, B_1 \) are nominal aircraft matrices which are assumed to be known, \( x = [p, q, r, \phi, \theta, \psi]^T \) is a state vector of aircraft attitude angles, airspeed, altitude, and \( u = [\delta_{e, r}, \delta_{r, r}, \delta_{p, r}] \) is a control vector of rudder, elevator, and rudder deflections, and \( f(x, z) \) is an uncertainty, modeling at least one of an unstructured uncertainty and a structured uncertainty, wherein the unstructured uncertainty \( f_1(x, z) \) is modeled as \( f_1(x, z) = \Theta \Phi(x, z, u(x, z)) + \epsilon(x, z) \), \( \Theta > 0 \) is an unknown, constant ideal weight matrix that represents a parametric uncertainty, \( \Phi(x, z, u(x, z)) \) is a vector of chosen basis functions that are continuous and differentiable in \( C^1 \), and \( \epsilon(x, z) \) is an approximation error which can be made small by a suitable selection of basis functions, and the structured uncertainty \( f_2(x, z) \) is modeled as \( f_2(x, z) = \Theta \Phi(x, z, u(x, z)) \), where \( \Phi(x, z, u(x, z)) \) is a vector of known basis functions that are continuous and differentiable in \( C^1 \); modeling a second-order reference model specified as \( \dot{x}_m = A_m x_m + B_m u \), where \( A_m \in \mathbb{R}^{n \times n} \) and \( B_m \in \mathbb{R}^{n \times m} \) are given by \( A_m = A - B K \), and \( B_m = B K \).

modeling a second-order reference model in a state-space form as \( \dot{x}_m = A_m x_m + B_m u \), where \( A_m \in \mathbb{R}^{n \times n} \) and \( B_m \in \mathbb{R}^{n \times m} \) are given by \( A_m = A - B K \), and \( B_m = B K \);

modeling a tracking error as \( \dot{e} = A_m e + B \Theta \Phi(x) \), in a tracking error equation \( \dot{e} = A_m e + B \Theta \Phi(x) - f(x, z) \), where

\[
A_m = \begin{bmatrix} 0 & I \\ -K_i & -K_p \end{bmatrix}, \quad \text{and } B = \begin{bmatrix} 0 \\ I \end{bmatrix}.
\]

estimating the parametric uncertainty \( \Theta \), by an optimal control modification adaptive law for a nominal PI feedback controller specified by at least one of

\[
\dot{\Theta} = -\Gamma \Phi(x) \Theta \Phi(x) \quad \text{for a nominal PI feedback controller},
\]

where \( \Theta > 0 \) is a positive-definite weighting matrix.

3. The computer-implemented method of claim 2, further comprising:

using a proportional-integral-derivative (PID) dynamic inversion feedback controller with \( u = -K_m (x_m - x) + K_d \dot{x}_m \), \( K_m, K_d \) are the reference bank, pitch, and sideslip angles, \( \psi_m \) and \( \psi_p \) are the natural frequencies for desired handling qualities in the roll, pitch, and yaw axes, \( \zeta_m, \zeta_p \) are the desired damping ratios, \( \delta_{d, r}, \delta_{d, a} \), \( \delta_{r, r} \) are the lateral stick input, longitudinal stick input, and rudder pedal input, and \( g \) are the input gains;

representing the reference model in a state-space form as \( \dot{x}_m = -K_m x_m - K_d u + \dot{f}(x_m, u) \), where \( K_m = \text{diag}(\omega_m, \omega_m, \omega_m, \omega_m) \), \( K_d = \text{diag}(\omega_m, \omega_m, \omega_m, \omega_m) \), \( \omega_m = \text{diag}(g, g, g, g) \), and \( g = [\delta_{d, r}, \delta_{d, a}, \delta_{r, r}]^T \); using a proportional-integral (PI) dynamic inversion feedback controller with adaptive control to improve aircraft rate response characteristics specified by at least one of

\[
\dot{u} = K_i (x_m - x) + K_d \dot{x}_m - u - \dot{f} + \epsilon,
\]

where \( u \) is a PI error compensator, and \( \epsilon \) is an additional augmentation controller;
5. The computer-implemented methods of claim 1, further comprising:

- accessing an adaptive gain matrix $\Gamma$ allowed to be time-varying;
- calculating, with a processor, optimal control modification adaptive laws with time-varying adaptive gain $\Gamma(t)$;
- using a covariance adaptive gain adjustment method described by at least one of

$$
\dot{\Gamma} = -n_1 \Phi(x) \Phi^T(x) \Gamma, \quad \text{where } 0 < \lambda_{min}(B^T A_m^{-2} Q A_m^{-1} B) \in \mathbb{R}
$$

is an adjustment parameter which depends on the modification parameter $v$, and

$$
\lambda_{max}(Q) = \|B^T A_m^{-2} Q A_m^{-1} B\|_F^2
$$

where $R = R^T > 0$ is a positive-definite normalization matrix, $\Gamma = \beta \Gamma - \eta \Phi(x) \Phi^T(x) \Gamma$, where $\beta = \beta^T > 0$ is the forgetting factor matrix,

$$
g = \left\{ \begin{array}{ll}
\beta & \text{if } \Gamma_y \leq \Gamma_y(t_0) \\
0 & \text{otherwise}
\end{array} \right.
$$

where $R = R^T > 0$ is a positive-definite normalization matrix, $\Gamma = \beta \Gamma - \eta \Phi(x) \Phi^T(x) \Gamma$, where $\beta = \beta^T > 0$ is the forgetting factor matrix,

$$
g = \left\{ \begin{array}{ll}
\beta & \text{if } \Gamma_y \leq \Gamma_y(t_0) \\
0 & \text{otherwise}
\end{array} \right.
$$

using any of the aforementioned covariance adaptive gain adjustment methods with a resetting mechanism described by

$$
\Gamma = \left\{ \begin{array}{ll}
\Gamma & \text{if } \Gamma(t) = \Gamma_0 \quad \text{when threshold is exceeded at } t = t_i \\
\Gamma & \text{if } \Gamma(0) = \Gamma_0 \\
\Gamma & \text{otherwise}
\end{array} \right.
$$

where $\Gamma_0$ is a properly chosen new initial condition for the covariance adaptive gain adjustment method for $t \neq t_i$, when a new uncertainty becomes present, and $\Gamma_0$ is phased in by a first-order filter $\Gamma = \Gamma_0$ if $t = t_i$.

6. The computer-implemented methods of claim 2, further comprising:

- accessing an adaptive gain matrix $\Gamma$ allowed to be time-varying;
- calculating, with a processor, optimal control modification adaptive laws with time-varying adaptive gain $\Gamma(t)$;
- using a covariance adaptive gain adjustment method described by at least one of

$$
\dot{\Gamma} = -n_1 \Phi(x) \Phi^T(x) \Gamma, \quad \text{where } 0 < \lambda_{min}(B^T A_m^{-2} Q A_m^{-1} B) \in \mathbb{R}
$$

is an adjustment parameter which depends on the modification parameter $v$, and

$$
\lambda_{max}(Q) = \|B^T A_m^{-2} Q A_m^{-1} B\|_F^2
$$

if the basis function $\Phi(x)$ belongs to a class of functions such that $\|\Phi(x)\|_F \neq 0$ or

$$
\lambda_{max}(Q) = \|B^T A_m^{-2} Q A_m^{-1} B\|_F^2
$$

if the uncertainty $\Theta^T \Phi(x)$ is non-destabilizing and the feedback control system without adaptation is robustly stable, $\Gamma = \beta \Gamma - \eta \Phi(x) \Phi^T(x) \Gamma$, where $\beta = \beta^T > 0$ is the forgetting factor matrix,

$$
g = \left\{ \begin{array}{ll}
\beta & \text{if } \Gamma_y \leq \Gamma_y(t_0) \\
0 & \text{otherwise}
\end{array} \right.
$$

where $R = R^T > 0$ is a positive-definite normalization matrix, $\Gamma = \beta \Gamma - \eta \Phi(x) \Phi^T(x) \Gamma$, where $\beta = \beta^T > 0$ is the forgetting factor matrix,

$$
g = \left\{ \begin{array}{ll}
\beta & \text{if } \Gamma_y \leq \Gamma_y(t_0) \\
0 & \text{otherwise}
\end{array} \right.
$$

using any of the aforementioned covariance adaptive gain adjustment methods with a resetting mechanism described by

$$
\Gamma = \left\{ \begin{array}{ll}
\Gamma & \text{if } \Gamma(t) = \Gamma_0 \quad \text{when threshold is exceeded at } t = t_i \\
\Gamma & \text{if } \Gamma(0) = \Gamma_0 \\
\Gamma & \text{otherwise}
\end{array} \right.
$$

where $\Gamma_0$ is a properly chosen new initial condition for the covariance adaptive gain adjustment method for $t \neq t_i$, when a new uncertainty becomes present, and $\Gamma_0$ is phased in by a first-order filter $\Gamma = \Gamma_0$ if $t = t_i$.
using any of the aforementioned covariance adaptive gain adjustment methods with a resetting mechanism described by

$$\Gamma = \begin{cases} 
\Gamma(t) = \Gamma_t, & \text{if } \Gamma_y \geq \Gamma_y(t) \\
\Gamma(0) = \Gamma_0, & \text{otherwise}
\end{cases}$$

where $\Gamma_t$ is a properly chosen new initial condition for the covariance adaptive gain adjustment method for $t=t\_t$, when a new uncertainty becomes present, and $\Gamma_0$ is phased in by a first-order filter $\Gamma = \lambda \Gamma (\Gamma - \Gamma_0)$ or any order filter so chosen for $t \in [t_\_t, t_\_t + \Delta t]$, where $\lambda > 0$, $\Gamma(t)$ as $t = t_\_t + \Delta t$ computed from the previous time step and $\Delta t$ is the duration of transition from some previous adaptive gain value to the new initial condition $\Gamma_0$ where $n$ can be selected appropriately to ensure $\Gamma \rightarrow \Gamma_t$ to within a specified tolerance.

7. The computer-implemented methods of claim 3, further comprising:

accessing an adaptive gain matrix $\Gamma$ allowed to be time-varying;

calculating, with a processor, optimal control modification adaptive laws with time-varying adaptive gain $\Gamma(t)$;

using a covariance adaptive gain adjustment method described by at least one of

$$\Gamma = \gamma \Gamma \Phi(x) \Phi^T(x) \Gamma, \quad \text{where } 0 < \gamma \Phi_{min}(B^T A_m^{-T} Q A_m^{-1} B) \in \mathbb{R}$$

is an adjustment parameter which depends on the modification parameter $\gamma$, and $0 < \gamma \Phi_{max}$ where $\gamma \Phi_{max}$ has no limit if the basis function $\Phi(x)$ is bounded such that $\|\Phi(x)\| \leq \Phi_0$ or

$$\gamma = \frac{\lambda_{min}(Q) \lambda_{min}(B^T A_m^{-T} Q A_m^{-1} B)}{2 \| B^T P A_m^{-1} B \| \| \delta \|} \left[ 1 + \sqrt{\frac{4 \| B^T P A_m^{-1} B \| \| \delta \|}{\lambda_{min}(Q) \lambda_{min}(B^T A_m^{-T} Q A_m^{-1} B)}} \right]$$

if the basis function $\Phi(x)$ belongs to a class of functions such that $\|\Phi(x)\|e\|x\|$ or

$$\gamma = \frac{\lambda_{min}(Q) \lambda_{min}(B^T A_m^{-T} Q A_m^{-1} B)}{2 \| B^T P A_m^{-1} B \| \| \delta \|} \left[ 1 + \sqrt{\frac{4 \| B^T P A_m^{-1} B \| \| \delta \|}{\lambda_{min}(Q) \lambda_{min}(B^T A_m^{-1} Q A_m^{-1} B)}} \right]$$

if the uncertainty $\Phi^* \Phi(x)$ is non-destabilizing and the feedback control system without adaptation is robustly stable,

$$\Gamma = \gamma \Gamma \Phi(x) \Phi^T(x) \Gamma, \quad \text{where } 0 < \gamma \Phi_{min}(B^T A_m^{-T} Q A_m^{-1} B) \in \mathbb{R}$$

is an adjustment parameter which depends on the modification parameter $\gamma$, and $0 < \gamma \Phi_{max}$ where $\gamma \Phi_{max}$ has no limit if the basis function $\Phi(x)$ is bounded such that $\|\Phi(x)\|e\|x\|$ or

$$\gamma = \frac{\lambda_{min}(Q) \lambda_{min}(B^T A_m^{-T} Q A_m^{-1} B)}{2 \| B^T P A_m^{-1} B \| \| \delta \|} \left[ 1 + \sqrt{\frac{4 \| B^T P A_m^{-1} B \| \| \delta \|}{\lambda_{min}(Q) \lambda_{min}(B^T A_m^{-T} Q A_m^{-1} B)}} \right]$$

where $R = R^T > 0$ is a positive-definite normalization matrix,

$$\Gamma = \gamma \Gamma \Phi(x) \Phi^T(x) \Gamma, \quad \text{where } 0 < \gamma \Phi_{min}(B^T A_m^{-T} Q A_m^{-1} B) \in \mathbb{R}$$

is an adjustment parameter which depends on the modification parameter $\gamma$, and $0 < \gamma \Phi_{max}$ where $\gamma \Phi_{max}$ has no limit if the basis function $\Phi(x)$ is bounded such that $\|\Phi(x)\|e\|x\|$ or

$$\gamma = \frac{\lambda_{min}(Q) \lambda_{min}(B^T A_m^{-T} Q A_m^{-1} B)}{2 \| B^T P A_m^{-1} B \| \| \delta \|} \left[ 1 + \sqrt{\frac{4 \| B^T P A_m^{-1} B \| \| \delta \|}{\lambda_{min}(Q) \lambda_{min}(B^T A_m^{-T} Q A_m^{-1} B)}} \right]$$

where $R = R^T > 0$ is a positive-definite normalization matrix,

$$\Gamma = \gamma \Gamma \Phi(x) \Phi^T(x) \Gamma, \quad \text{where } 0 < \gamma \Phi_{min}(B^T A_m^{-T} Q A_m^{-1} B) \in \mathbb{R}$$

is an adjustment parameter which depends on the modification parameter $\gamma$, and $0 < \gamma \Phi_{max}$ where $\gamma \Phi_{max}$ has no limit if the basis function $\Phi(x)$ is bounded such that $\|\Phi(x)\|e\|x\|$ or

$$\gamma = \frac{\lambda_{min}(Q) \lambda_{min}(B^T A_m^{-T} Q A_m^{-1} B)}{2 \| B^T P A_m^{-1} B \| \| \delta \|} \left[ 1 + \sqrt{\frac{4 \| B^T P A_m^{-1} B \| \| \delta \|}{\lambda_{min}(Q) \lambda_{min}(B^T A_m^{-T} Q A_m^{-1} B)}} \right]$$
if the basis function $\Phi(x)$ belongs to a class of functions such that $\|\Phi(x)\|_2 \|x\|$ or

$$v_{\text{max}} = \frac{2\lambda_{\text{max}}(B^TPA_n^{-1}B)\|PR\|^2}{\lambda_{\text{max}}(Q)\|B^TPA_n^{-1}B\|^2} + \frac{1}{\sqrt{1 + \frac{1}{\lambda_{\text{max}}(Q)\|B^TPA_n^{-1}B\|^2}}} \frac{\lambda_{\text{max}}(Q)\|B^TPA_n^{-1}B\|^2}{\lambda_{\text{max}}(Q)\|B^TPA_n^{-1}B\|^2}$$

if the uncertainty $\Theta^*T\Phi(x)$ is non-destabilizing and the feedback control system without adaptation is robustly stable,

$$\hat{\Gamma} = -\eta\Gamma\Phi(x)\Phi^T(x)\Gamma$$

where $\eta > 0 \in \mathbb{R}^{n\times n}$ is an adjustment matrix whose elements are the adjustment parameters for each individual element of the adaptive gain matrix such that $0 < \lambda_{\text{max}}(\eta) < \lambda_{\text{max}}(B^TPA_n^{-1}QPA_n^{-1}B) \in \mathbb{R}$ is the stability condition.

$$\Gamma = \frac{-\eta\Gamma\Phi(x)\Phi^T(x)\Gamma}{1 + \Phi^T(x)R\Phi(x)}$$

where $R = R^T > 0$ is a positive-definite normalization matrix,

$$\hat{\Gamma} = \beta\Gamma - \eta\Gamma\Phi(x)\Phi^T(x)\Gamma$$

where $\beta = \beta^2 > 0$ is the forgetting factor matrix,

$$\Gamma = \frac{\beta\Gamma - \eta\Phi(x)\Phi^T(x)\Gamma}{1 + \Phi^T(x)R\Phi(x)}$$

and

$$\Gamma = \frac{\beta\Gamma - \eta\Phi(x)\Phi^T(x)\Gamma}{1 + \Phi^T(x)R\Phi(x)}$$

using any of the aforementioned covariance adaptive gain adjustment methods with a resetting mechanism described by

$$\Gamma = \begin{cases} \Gamma(t) = \Gamma_1 & \text{if } \Gamma \leq \Gamma_1 \text{ when threshold is exceeded at } t = t_1, \\ \Gamma(t) = \Gamma(t) & \text{otherwise}. \end{cases}$$

where $\Gamma_1$ is a properly chosen new initial condition for the covariance adaptive gain adjustment method for $t \geq t_1$ when a new uncertainty becomes present, and $\Gamma_0$ is phased in by a first-order filter $\hat{\Gamma} = -\lambda(\Gamma - \Gamma_0)$ or any order filter so chosen for $t \in \mathbb{R}^{n\times n}$, where $\lambda > 0$, $\lambda = \Gamma(t)$ at $t = t_1$, $\lambda = \Gamma(t)$ computed from the previous time step and $n\Delta t$ is the duration of transition from some previous adaptive gain value to the new initial condition $\Gamma_0$, where $n$ can be selected appropriately to ensure $\Gamma \rightarrow \Gamma_1$ to within a specified tolerance.

9. The computer-implemented method of claim 6, further comprising:

accessing an adaptive gain matrix $\Gamma$ allowed to be time-varying;

calculating, with a processor, optimal control modification adaptive laws with time-varying adaptive gain $\Gamma(t)$;

using an adaptive gain normalization method described by

$$\Gamma(t) = \frac{\Gamma}{1 + \Phi^T(x)R\Phi(x)}$$

where $\Gamma$ on the right hand side is a constant adaptive gain matrix and $R = R^T > 0 \in \mathbb{R}^{n\times n}$ is a positive-definite normalization matrix such that $0 < R < R_m$ whereupon

$$\Phi^T(x)R_{\text{max}}\Phi(x) \leq c_{12} = \frac{v_{\text{max}}(Q)v_{\text{max}}(B^TPA_n^{-1}B)}{2\|PR\|^2} \times \left[ 1 + \frac{4\|PR\|^2}{2\|PR\|^2} \right]$$

10. The computer-implemented method of claim 7, further comprising:

accessing an adaptive gain matrix $\Gamma$ allowed to be time-varying;

calculating, with a processor, optimal control modification adaptive laws with time-varying adaptive gain $\Gamma(t)$;

using an adaptive gain normalization method described by

$$\Gamma(t) = \frac{\Gamma}{1 + \Phi^T(x)R\Phi(x)}$$

where $\Gamma$ on the right hand side is a constant adaptive gain matrix and $R = R^T > 0 \in \mathbb{R}^{n\times n}$ is a positive-definite normalization matrix such that $0 < R < R_m$ whereupon

$$\Phi^T(x)R_{\text{max}}\Phi(x) \leq c_{12} = \frac{v_{\text{max}}(Q)v_{\text{max}}(B^TPA_n^{-1}B)}{2\|PR\|^2} \times \left[ 1 + \frac{4\|PR\|^2}{2\|PR\|^2} \right]$$

11. The computer-implemented method of claim 9, further comprising:

accessing an adaptive gain matrix $\Gamma$ allowed to be time-varying;

calculating, with a processor, optimal control modification adaptive laws with time-varying adaptive gain $\Gamma(t)$;

combining at least one of the covariance adaptive gain adjustment methods with the adaptive gain normalization method.

12. The computer-implemented method of claim 10, further comprising:

accessing an adaptive gain matrix $\Gamma$ allowed to be time-varying;

calculating, with a processor, optimal control modification adaptive laws with time-varying adaptive gain $\Gamma(t)$;

combining at least one of the covariance adaptive gain adjustment methods with the adaptive gain normalization method.

13. The computer-implemented method of claim 1, further comprising:

modeling a physical system using a linear plant as $x = Ax + B[u + f(x)] + w$, where $f(x) = \Theta^*x$ is a matched uncertainty;

using a feedback controller $u(t)$ specified by $u = -K_x x + K_r - u_{\text{ad}}$, where $u_{\text{ad}} = -\Theta^*x$ is an adaptive controller;

estimating a parametric uncertainty by an optimal control modification adaptive law as $\Theta^*T(x)e^T\Phi^T x^T \Theta^*B^T P A_n^{-1} B = 0$, where $\Theta^* \leq \Theta_{\text{max}}$. 


modeling a physical system using an input-delay linear plant
as $\dot{x} = Ax + Bu(t-t_d) + f(x) + w$, where $f(x) = \Theta^T x$ is a matched uncertainty and $t_d$ is a given input time delay;
using the linear asymptotic property whereupon $\Theta \to 0$ as $t \to \infty$ or whereupon $\Gamma^T \Theta \to 0$ under fast adaptation as $\Gamma \to \infty$ to establish the linear feedback control system in the limit as $x = (A_m + 1/vP - A_m^T P + B\Theta^T) x + 1/vP - A_m^T P x(t-t_d) + B_m r(t-t_d) + w$, where the modification parameter $v$ can be established such that the matrix $A_m + 1/vP - A_m^T P + B\Theta^T$ is a Hurwitz and the stability condition $\det(j\omega - A_m + A_m e^{j\omega t_d}) = 0$ is satisfied or alternatively using the matrix measure method

$$
t_d \leq \frac{1}{\omega} \cos^{-1}\left[\frac{\beta(A_l) + \beta(A_l)}{||A_l||}\right],
$$

where

$$
\omega = \beta(-jA_l) + ||A_l||, A_l = \begin{bmatrix} A + B\Theta^T & 0 & 0 \\ 0 & A_m & 0 \\ 0 & 0 & 1/t_d \end{bmatrix}
$$

47. The computer-implemented method of claim 1, further comprising:

to guarantee closed-loop stability of the input-delay adaptive control system;

48. The computer-implemented method of claim 1, further comprising:

to guarantee closed-loop stability of the input-delay adaptive control system.

49. The computer-implemented method of claim 1, further comprising:

to guarantee closed-loop stability of the input-delay adaptive control system.

50. The computer-implemented method of claim 1, further comprising:

to guarantee closed-loop stability of the input-delay adaptive control system.

51. The computer-implemented method of claim 1, further comprising:

to guarantee closed-loop stability of the input-delay adaptive control system.
where

\[
\omega = \|J_{A}\|\|J_{B}\|/\|A\|, \quad A = \begin{bmatrix} A + B\Theta^T & 0 & 0 \\ 0 & A_m & 0 \\ 0 & 0 & 1/\omega_{d} \end{bmatrix}
\]

and

\[
A_d = \begin{bmatrix} BK_x, x - \frac{1}{\omega} P^{-1} A_m^T P & 0 & \frac{1}{\omega} P^{-1} A_m^T P \\ 0 & 0 & 0 \\ 0 & 0 & \frac{1}{\omega_{d}} \end{bmatrix}
\]

to guarantee closed-loop stability of the input-delay adaptive control system;

using the linear asymptotic property whereupon \(\dot{\Theta} \rightarrow 0\) as \(t \rightarrow \infty\) or whereupon \(\Gamma^{-1} \dot{\Theta} \rightarrow 0\) under fast adaptation as \(\Gamma^{-\infty}\) to establish the linear feedback control system in the limit as \(x = (A + B\Theta^T)x + (BK_x, x + 1/\omega P^{-1} A_m^T P)x(t-td) + \frac{1}{\omega} P^{-1} A_m^T P x_n(t-td) + B_m r(t-td) + w\) when \(r(t)\) is a constant command, where the modification parameter \(\nu\) can be established such that the matrix \(A_m + 1/\omega P^{-1} A_m^T P + B\Theta^T\) is a Hurwitz and the stability condition \(\det(\omega - A_m + A_m e^{-\omega t}) = 0\) is satisfied or alternatively using the matrix measure method

\[
\omega \leq \omega_0 \left(\|J_{A}\|\|J_{B}\|/\|A\|\right), \quad A = \begin{bmatrix} A + B\Theta^T & 0 & 0 \\ 0 & A_m & 0 \\ 0 & 0 & \frac{1}{\omega_{d}} \end{bmatrix}, \quad A_d = \begin{bmatrix} BK_x, x - \frac{1}{\omega} P^{-1} A_m^T P & 0 & \frac{1}{\omega} P^{-1} A_m^T P \\ 0 & 0 & 0 \\ 0 & 0 & \frac{1}{\omega_{d}} \end{bmatrix}
\]

to guarantee closed-loop stability of the input-delay adaptive control system;

using the linear asymptotic property whereupon \(\dot{\Theta} \rightarrow 0\) as \(t \rightarrow \infty\) or whereupon \(\Gamma^{-1} \dot{\Theta} \rightarrow 0\) under fast adaptation as \(\Gamma^{-\infty}\) to establish the linear feedback control system in the limit as \(x = (A + B\Theta^T)x + (BK_x, x + 1/\omega P^{-1} A_m^T P)x(t-td) + \frac{1}{\omega} P^{-1} A_m^T P x_n(t-td) + B_m r(t-td) + w\) when \(r(t)\) is a constant command, where the modification parameter \(\nu\) can be established such that the matrix \(A_m + 1/\omega P^{-1} A_m^T P + B\Theta^T\) is a Hurwitz and the stability condition \(\det(\omega \nu - A_m + A_m e^{-\omega t}) = 0\) is satisfied or alternatively using the matrix measure method

\[
\omega \leq \omega_0 \left(\|J_{A}\|\|J_{B}\|/\|A\|\right), \quad A = \begin{bmatrix} A + B\Theta^T & 0 & 0 \\ 0 & A_m & 0 \\ 0 & 0 & \frac{1}{\omega_{d}} \end{bmatrix}, \quad A_d = \begin{bmatrix} BK_x, x - \frac{1}{\omega} P^{-1} A_m^T P & 0 & \frac{1}{\omega} P^{-1} A_m^T P \\ 0 & 0 & 0 \\ 0 & 0 & \frac{1}{\omega_{d}} \end{bmatrix}
\]
and

\[
A_d = \begin{bmatrix}
BK_x - \frac{1}{v}P^{-1}A_d^L \frac{1}{v}P^{-1}A_d^P
& 0
\end{bmatrix}
\]

to guarantee closed-loop stability of the input-delay adaptive control system;

using the linear asymptotic property whereupon \( \dot{\Theta} \to 0 \) as \( t \to \infty \) or whereupon \( \Gamma^{-1} \to 0 \) under fast adaptation as \( \Gamma \to \infty \) to establish the linear feedback control system in the limit as

\[
x(t) = (A + BO^T)x + (-BK_x x + 1/vP^{-1}A_m^{-1}P)x(t - t_d) + w
\]

when \( x_i(t) \) and \( r(t) \) are constant or zero for an adaptive regulator design, where the modification parameter \( v \) can be established such that the matrix

\[
A_m + 1/vP^{-1}A_m^{-1}P + B \Theta^T
\]

is a Hurwitz and the stability condition

\[
\det(U_{co} - A - BO^T + (BK_x x - 1/vP^{-1}A_m^{-1}P)e^{-\gamma y}) = 0
\]

equals satisfied or alternatively using the matrix measure method

\[
\mu(A + BO^T) + L \mu(BK_x x - 1/vP^{-1}A_m^{-1}P) \leq \mu(1)
\]

where \( w = u(1 + B \Theta^T) + 1 + B \Theta^T \) to guarantee closed-loop stability of the input-delay adaptive control system.

17. A computer-implemented method for adaptive control of a physical system such as an aircraft, the method comprising:

- modeling a physical system with unmodeled dynamics or non-minimum phase behaviors using an input-output transfer function as

\[
Y = W_p(s)U = \left(\begin{array}{c}
kp \ Z_p(s)
\end{array}\right)
\]

where \( k_p \) is a high-frequency gain, and \( Z_p(s) \) and \( R_p(s) \) are monic Hurwitz polynomials of degrees \( m_p \) and \( n_p \), respectively, and \( m_p - n_p > 1 \);

- modeling a reference model using a transfer function as

\[
Y_m = W_m(s)Y = \left(\begin{array}{c}
k_m \ Z_m(s)
\end{array}\right)
\]

where \( k_m \) is a high-frequency gain, and \( Z_m(s) \) and \( R_m(s) \) are monic Hurwitz polynomials of degrees \( m_m \) and \( n_m \), respectively, and \( m_p - n_p > 1 \);

- specifying \( n_p - m_p - n_m - m_m \) so that the strictly positive real (SPR) condition is no longer possible to ensure tracking of the reference model;

- using an adaptive controller \( u = k_y y + k_x x r \) with the optimal control modification adaptive laws \( k_y(y - v x^T k_\xi) \) and \( k_x(x - v^2 k_\xi) \);

- using the linear asymptotic property whereupon \( k_x, k_y \to 0 \) and \( k_x, k_y \to 0 \) as \( t \to \infty \) or whereupon \( \gamma_y \to k_x \to 0 \) ad \( \gamma_x \to k_y \to 0 \) under fast adaptation as \( \gamma_y \to \infty \) and \( \gamma_x \to \infty \) to establish the equilibrium value of the adaptive controller as

\[
u = 2y_n - 2y; \]

using the linear asymptotic property whereupon \( \dot{k}_y \to 0 \) and \( \dot{k}_x \to 0 \) as \( t \to \infty \) or whereupon \( \gamma_y \to k_x \to 0 \) ad \( \gamma_x \to k_y \to 0 \) under fast adaptation as \( \gamma_y \to \infty \) and \( \gamma_x \to \infty \) to establish the linear feedback control system in the limit as

\[
y = W_p(s)u = \left(\begin{array}{c}
2k_p Z_p(s) k_m Z_m(s)
\end{array}\right)
\]

where the modification parameter \( v \) can be established such that the linear asymptotic closed-loop transfer function \( W(s) \) is stable.

18. The computer-implemented method for adaptive control of an aircraft of claim 17, further comprising:

- modeling an aircraft using a linear plant as

\[
\begin{align*}
g = & g_0 + g_1 \omega + g_2 \psi + \omega \psi g_3. \\
p = & p_0 + p_1 \omega + p_2 \psi + \omega \psi p_3. \\
q = & q_0 + q_1 \omega + q_2 \psi + \omega \psi q_3.
\end{align*}
\]

where \( \omega, \psi, \phi \) the uncertain parameters, and \( \sigma_\phi(t) \) and \( \sigma_\psi(t) \) are scalar, time-varying uncertain disturbances;

- modeling the pitch axis reference model as a second order reference model and the roll axis reference model as a first order reference model as

\[
\begin{align*}
p_m &= \left(\begin{array}{c}
-\omega_p \ 1
\end{array}\right), \\
q_m &= \left(\begin{array}{c}
-\omega_q \ 1
\end{array}\right).
\end{align*}
\]

where the pilot commands \( r_p(t) \) and \( r_q(t) \) are computed from the pilot stick inputs \( \delta_{p\phi}(t) \) and \( \delta_{q\psi}(t) \) according to

\[
\begin{align*}
\left[
\begin{array}{c}
r_p \\
r_q
\end{array}\right] &= \left[
\begin{array}{c}
k_p \delta_{p\phi} + L_{p\phi} \int \delta_{p\phi} d\tau \\
k_x \delta_{q\psi} + L_{q\psi} \int \delta_{q\psi} d\tau
\end{array}\right].
\end{align*}
\]

using a nonlinear dynamic inversion controller as

\[
\delta = B_\delta^{-1}[k_\delta \omega + \Omega + \Omega - f_\delta(y)] + \delta_0,
\]

where the vector of estimated aerodynamic moments \( f_\delta(y) \) is calculated from the on-board aerodynamic lookup tables, while the angular rates \( \Omega \) are measured using aircraft sensors, \( I \) is the inertia matrix of the aircraft, \( \delta_0 \) are pre-determined trim surface commands appropriate for the test flight condition, and \( B_\delta^{-1} \) is a weighted pseudo-inverse of the control effectiveness derivatives with respect to the surface positions weighted by a control allocation matrix computed as

\[
B_\delta^{-1} = W^{-1}B_\delta (B_\delta W^{-1}B_\delta)^{-1}.
\]
modeling the angular acceleration commands

\[ \dot{x}_{cmd}(t) = k_{ref} + \dot{x}_0 + \dot{x}_a \]

as the sum of the desired reference dynamics \( \dot{x}_{ref}(t) \) produced by the nonlinear dynamic inversion reference model, the output \( \dot{x}_f(t) \) of the error compensator, and adaptive control augmentation \( \dot{x}_a(t) \):

using the nonlinear dynamic inversion adaptive flight controller to cancel out the effects of the uncertain parameters \( \theta_p \), \( \theta_{q,f} \), \( \theta_{q,r} \), \( \sigma_q(t) \), and \( \sigma_q(t) \) by the adaptive augmentation controller

\[
\begin{bmatrix}
\dot{u}_p \\
\dot{u}_q
\end{bmatrix} = \begin{bmatrix}
r_p + p_a \\
r_p + q_a
\end{bmatrix}, \quad \begin{bmatrix}
\dot{p}_a + \sigma_q \\
\dot{q}_a + \sigma_q
\end{bmatrix} = \begin{bmatrix}
\dot{\theta}_p + \dot{\theta}_q \\
\dot{\theta}_q + \dot{\theta}_q
\end{bmatrix}
\]

estimating the uncertain parameters by the optimal control modification adaptive laws with adaptive gain normalization as

\[ \hat{\dot{\theta}}_p = \frac{\Gamma_{\theta_p}}{1 + N_{\theta_p} \rho_p} \left( \dot{p}_p P_{\theta_p} R_{\theta_p} + v_{\theta_p} \dot{q}_p P_{\theta_p} R_{\theta_p} - \dot{\theta}_p P_{\theta_p} R_{\theta_p} \right) \]

and

\[ \hat{\dot{\theta}}_q = \frac{\Gamma_{\theta_q}}{1 + N_{\theta_q} \rho_q} \left( \dot{p}_q P_{\theta_q} R_{\theta_q} + v_{\theta_q} \dot{q}_q P_{\theta_q} R_{\theta_q} - \dot{\theta}_q P_{\theta_q} R_{\theta_q} \right) \]

rejecting disturbances by the optimal control modification adaptive laws with adaptive gain normalization plus disturbance rejection as

\[ \hat{\dot{\theta}}_p = \frac{\Gamma_{\theta_p}}{1 + N_{\theta_p} \rho_p} \left( \dot{p}_p P_{\theta_p} R_{\theta_p} + v_{\theta_p} \dot{q}_p P_{\theta_p} R_{\theta_p} - \dot{\theta}_p P_{\theta_p} R_{\theta_p} \right) \]

and

\[ \hat{\dot{\theta}}_q = \frac{\Gamma_{\theta_q}}{1 + N_{\theta_q} \rho_q} \left( \dot{p}_q P_{\theta_q} R_{\theta_q} + v_{\theta_q} \dot{q}_q P_{\theta_q} R_{\theta_q} - \dot{\theta}_q P_{\theta_q} R_{\theta_q} \right) \]