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In this paper, we will develop an adaptive modal identification method for identifying the frequencies and damping of a flutter mode based on model-reference adaptive control (MRAC) and least-squares methods. The least-squares parameter estimation will achieve parameter convergence in the presence of persistent excitation whereas the MRAC parameter estimation does not guarantee parameter convergence. Two adaptive flutter suppression control approaches are developed: one based on MRAC and the other based on the least-squares method. The MRAC flutter suppression control is designed as an integral part of the parameter estimation where the feedback signal is used to estimate the modal information. On the other hand, the separation principle of control and estimation is applied to the least-squares method. The least-squares modal identification is used to perform parameter estimation.

I. Introduction

There has been increasing research interest in wing shaping control technology in recent years. This is in response to the need for energy-efficient aircraft design that employs lightweight materials for aircraft structures. Reducing airframe operational empty weight (OEW) using advanced composite materials is one of the major design considerations for improving energy efficiency. As a result, aircraft wing structures in modern transport aircraft have become much more flexible than older-generation aircraft wings. In some modern transport aircraft, the wing flexibility can be double that of an older-generation transport aircraft. As structural flexibility increases, aeroelastic interactions with aerodynamic forces and moments can potentially degrade aerodynamic efficiency and compromise vehicle stability and control. One consequence of increased wing flexibility is a reduced flutter margin. Transport aircraft are designed to meet FAA certification for flutter clearance.

Wing shaping control concepts for drag reduction are being studied by NASA to leverage wing flexibility for aerodynamic performance. By re-twisting a flexible wing and using variable camber aerodynamic control surfaces, aircraft wings can have a mission-adaptive capability. In recognition of the role of aeroelasticity on aircraft performance and dynamics, NASA Advanced Air Transport Technology (AATT) project is conducting research in the area of Performance Adaptive Aeroelastic Wing (PAAW). This research develops concepts such as the variable camber continuous trailing edge flap (VCCTEF) to enable wing shaping control for aerodynamic performance and dynamics.

Structural dynamic interactions with aerodynamics alter natural frequencies and damping of flight structures that give rise to flutter. Flutter is a dynamic stability problem caused by non-conservative work done by aerodynamic forces on flight structures. Active flutter suppression control is required to suppress any unstable flutter modes that may appear below the flutter clearance speed of an aircraft. Flutter can be disrupted by adaptive modal identification methods that estimate the modal parameters of the system.
modeled by a second-order system with parameter-varying frequencies and damping. Often times, these parameter-varying frequencies and damping are not known accurately due to complex aeroelastic interactions. Real-time modal identification can potentially help to determine the unknown parameters of the aeroelastic model of an aircraft. The information obtained from the modal identification can be used to devise an active flutter control to improve the flutter margin.

In this paper, we will develop an adaptive modal identification method for identifying the frequencies and damping of a flutter mode based on model-reference adaptive control (MRAC) and least-squares methods. The least-squares parameter estimation will achieve parameter convergence in the presence of persistent excitation whereas the MRAC parameter estimation does not guarantee parameter convergence. The separation principle of control and estimation can be applied to the least-squares method. The least-squares modal identification is used to perform parameter estimation. Then, an adaptive flutter suppression control could be designed using the parameter estimates obtained from the least-squares modal identification. The least-squares parameter estimation method is demonstrated on an airfoil flutter problem. The recursive least-squares approach is observed to be highly effective in achieving parameter convergence.

II. Flutter Model

The aeroelastic equation that describes flutter of an aircraft wing is given by

\[ M\ddot{q} + C\dot{q} + Kq = Q \] (1)

where \( q \in \mathbb{R}^n \) is the generalized coordinate vector, \( M \in \mathbb{R}^{n \times n} \) is the generalized mass matrix, \( C \in \mathbb{R}^{n \times n} \) is the generalized damping matrix, \( K \in \mathbb{R}^{n \times n} \) is the generalized stiffness matrix, and \( Q \in \mathbb{R}^n \) is the generalized aerodynamic force vector.

The generalized aerodynamic force vector \( Q \) is a complex function of the aerodynamic characteristics, the so-called reduced frequency, the generalized displacement \( q \), the generalized velocity \( \dot{q} \), the generalized acceleration \( \ddot{q} \), the control surface deflection \( \delta \), and the deflection acceleration \( \dot{\delta} \). So, in general, it can be expressed as

\[
Q = Q_q(\rho_\infty, V_\infty) \dot{q} + Q_q(\rho_\infty, V_\infty, k) \ddot{q} + Q_q(\rho_\infty, V_\infty, k) q + Q_\delta(\rho_\infty, V_\infty) \dot{\delta} + Q_\delta(\rho_\infty, V_\infty, k) \ddot{\delta}
\] (2)

where \( k = \frac{\omega^2}{2V_\infty} \) is the reduced frequency, \( \omega \) is the flutter frequency, \( \bar{c} \) is the mean aerodynamic chord, \( V_\infty \) is the airspeed, and \( \rho_\infty \) is the air density which is a function of altitude.

The generalized coordinate of a flutter mode can be described by \( q_f(t) = q_{f0}e^{(-\zeta\omega + i\omega)t} \) where \( \zeta \) is the modal damping. Flutter occurs when the damping of a flutter mode crosses zero from \( \zeta > 0 \) to \( \zeta < 0 \). Let \( q = \begin{bmatrix} q_f & q_s \end{bmatrix}^T \) where \( q_f \in \mathbb{R} \) is the generalized coordinate of the flutter mode and \( q_s \in \mathbb{R}^{n-1} \) is the generalized coordinate vector of the remaining modes.

The aeroelastic equation for the flutter mode can be separated from Eq. (1) as

\[
(M_f - Q_{f\hat{q}_f}) \ddot{q}_f + (C_f - Q_{f\dot{q}_f}) \dot{q}_f + (K_f - Q_f) q_f = (Q_{f\hat{q}_s} - M_f s) \ddot{q}_s + (Q_{f\dot{q}_s} - C_f s) \dot{q}_s + (Q_{f\delta} - K_f) \delta + Q_f \ddot{\delta} + Q_f \dot{\delta} + Q_f \delta
\] (3)

\[
(M_s - S_{sq_s}) \ddot{q}_s + (C_s - Q_{sq_s}) \dot{q}_s + (K_s - Q_{sq_s}) q_s = (Q_{sq_f} - M_f s) \ddot{q}_f + (Q_{sq\dot{f}} - C_f) \dot{q}_f + (Q_{sq\delta} - K_f) q_f + Q_{sq\delta} \ddot{\delta} + Q_{sq\delta} \dot{\delta} + Q_s \delta
\] (4)

Let \( \omega_f^2 = \frac{K_f - Q_f}{M_f - Q_f s} \) and \( 2\zeta_f \omega_f = \frac{C_f - Q_f}{M_f - Q_f s} \). Suppose the control surface deflection is commanded by \( \delta = \delta_0 e^{i\omega t} \) where \( \omega = \omega_f + \epsilon \) is the excitation frequency with \( \epsilon \) as a small number. The response of the generalized coordinate of the flutter mode is described by \( q_f = q_{f0} e^{i(\omega t - \phi)} \) where \( \phi \) is a phase lag, while the response of the generalized coordinates of the remaining modes is described by \( q_s = q_{s0} e^{i(\omega t - \psi)} \) where \( \psi \) is the phase lag. Then the response \( q_s \) is obtained as

\[ q_s = F^{-1}Gq_f + H^{-1}\delta \] (5)
where \( F = -(M_s - S_{\delta q}) \omega^2 + (C_s - Q_{s\delta}) i\omega + (K_s - Q_{s\delta}) \); \( G = -(Q_{s\delta} - M_{sf}) \omega^2 + (Q_{s\delta} - C_{sf}) i\omega + (Q_{s\delta} - K_{sf}) \), and \( H = -Q_{s\delta} \omega^2 + Q_{\delta\omega} i\omega + Q_{s\delta\omega} \).

The response of the flutter mode is computed to be

\[
q_f = \left[ - (Q_{f\delta} - M_{fs}) \omega^2 + (Q_{f\delta} - C_{fs}) i\omega + (Q_{f\delta} - K_{fs}) \right] \left( F^{-1}Gq_f + H^{-1}\delta \right) \frac{(-Q_{f\delta} \omega^2 + Q_{f\omega} i\omega + Q_{f\delta}) \delta}{(M_f - Q_{f\delta}) \left( -\omega^2 + 2\zeta_f \omega_f i\omega + \omega_f^2 \right)} \tag{6}
\]

Since \( \omega = \omega_f + \epsilon, \zeta \to 0 \) as \( \epsilon \to 0 \). Therefore, the amplitude of \( q_f \) is larger than that of \( q_s \). Thus, the flutter mode is the most dominant response in the presence of persistent excitation input from \( \delta \). Therefore, it can be expressed as

\[
\ddot{q}_f + 2\zeta_f \omega_f \dot{q}_f + \omega_f^2 q_f = b_1 \ddot{\delta} + b_2 \dot{\delta} + b_3 \delta + \Delta_q \tag{7}
\]

where \( \Delta_q \) is an unmodeled dynamic due to the remaining modes.

Suppose the measurement is an acceleration of the wing bending deflection at a given location \( z \). Then, the acceleration is expressed in terms of the generalized coordinates as

\[
\ddot{w} = \Phi (z) \ddot{q} = \phi_f (z) \ddot{q}_f + \Phi_s (y) \ddot{q}_s \tag{8}
\]

where \( \Phi (z) = \begin{bmatrix} \phi_f (z) & \Phi_s (z) \end{bmatrix} \in \mathbb{R}^n \) is the mode shape vector, \( \phi_f (z) \in \mathbb{R} \) is the mode shape at the measurement location for the flutter mode, and \( \Phi_s (z) \in \mathbb{R}^{n-1} \) is the mode shape vector for the remaining modes.

When the excitation frequency approaches the flutter frequency, the acceleration response is predominantly due to \( \ddot{q}_f \). Thus the acceleration can be written as

\[
\ddot{w} = \phi_f (z) \ddot{q}_f + \Delta_w \tag{9}
\]

where \( \Delta_w \) is the contribution of the remaining modes to the acceleration measurements which is assumed to be small.

Therefore, the measurement equation is approximated as

\[
\ddot{w} + 2\zeta_f \omega_f \dot{w} + \omega_f^2 w = c_1 \ddot{\delta} + c_2 \dot{\delta} + c_3 \delta + \Delta_q \tag{10}
\]

where \( c_i = \phi_f (z) b_i, i = 1, 2, 3 \).

We will use this equation to estimate the flutter frequency and damping. Then, using this information, an adaptive control can be designed to suppress the flutter mode.

Example: Consider an airfoil in pitch and plunge as shown in Fig. 1.
Consider a quasi-static flutter problem whereby we neglect the aerodynamic mass and damping matrices. The equations of motion are written as

\[
\begin{bmatrix}
    m & m e_{cg} \\
    m e_{cg} & I
\end{bmatrix}
\begin{bmatrix}
    \dot{h} \\
    \dot{\theta}
\end{bmatrix}
+ \begin{bmatrix}
    2\zeta_h \sqrt{m k_h} & 0 \\
    0 & 2\zeta_\theta \sqrt{m k_\theta}
\end{bmatrix}
\begin{bmatrix}
    h \\
    \theta
\end{bmatrix}
+ \begin{bmatrix}
    k_h F (k) c_{l\alpha} q_\infty c \\
    0 \\
    k_\theta - F (k) c_{l\alpha} q_\infty c e
\end{bmatrix}
\begin{bmatrix}
    \dot{h} \\
    \dot{\theta}
\end{bmatrix}
= \begin{bmatrix}
    -F (k) c_{l\alpha} q_\infty c \\
    F (k) \left( c_{m\delta} + \frac{\zeta}{\zeta_h} c_{l\delta} \right) q_\infty c^2
\end{bmatrix} \delta
+ \begin{bmatrix}
    -G (k) c_{l\alpha} q_\infty c^2 \\
    G (k) \left( c_{m\delta} + \frac{\zeta}{\zeta_h} c_{l\delta} \right) q_\infty c^3
\end{bmatrix} \dot{\delta}
\]

Given \( m = 1.86733 \text{ slug/ft}, I = 15.5611 \text{ slug-ft}, k_h = 500 \text{ lb/ft}^2, k_\theta = 10,000 \text{ lb}, \zeta_h = \zeta_\theta = 0.01, c = 10 \text{ ft}, e = 0.15c, e_{cg} = 0.1c, c_{l\alpha} = \frac{2\pi}{\sqrt{1-M_\infty^2}} \) for subsonic flow, \( M_\infty = 0.4 \), and \( \rho_\infty = 2.37756 \times 10^{-3} \text{ slug/ft}^3 \) at standard sea level. The control derivatives are given by

\[
c_{l\delta} = \frac{c_{l\alpha}}{\pi} \left[ \cos^{-1} \left( 1 - 2 \frac{c_f}{c} \right) + 2 \sqrt{\frac{c_f}{c} \left( 1 - \frac{c_f}{c} \right)} \right]
\]

\[
c_{m\delta} = -\frac{c_{l\alpha}}{2\pi} \left[ \cos^{-1} \left( 1 - 2 \frac{c_f}{c} \right) + 2 \left( 2 - \frac{c_f}{c} \right) \sqrt{\frac{c_f}{c} \left( 1 - \frac{c_f}{c} \right)} \right]
\]

where \( c_f = 2 \text{ ft} \) is the flap chord.

Figures 2 and 3 show the frequencies and damping of the pitch and plunge as a function of the equivalent airspeed in knots (KEAS). The flutter mode corresponds to the plunge mode which occurs at an airspeed of 61.7353 knots and a frequency of 16.2804 rad/sec. The damping plot actually shows the structural damping required to achieve neutral stability. It is two times the negative value of the viscous damping ratio.
III. Parameter Estimation of Second-Order System

Consider a second-order system with matched uncertainty in a state-space form

\[ \dot{x} = Ax + B \left[ u + \Theta^\top \Phi (x) \right] \]

where \( A \) and \( B \) unknown but sign of \( b \) is known.

Assuming that there exist \( K_x \) and \( k_r \) that satisfy the model matching conditions, and furthermore that \( A_m \) and \( B_m \) also correspond to a second-order system. Then \( A \) and \( B \) can be identified. Let

\[
A = \begin{bmatrix} 0 & 1 \\ -\omega_n^2 & -2\zeta \omega_n \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ b \end{bmatrix}, \quad A_m = \begin{bmatrix} 0 & 1 \\ -\omega_m^2 & -2\zeta_m \omega_m \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ b_m \end{bmatrix}
\]

The model matching conditions are

\[ \hat{A}(t) + \hat{B}(t) K_x(t) = A_m \]
\[ \hat{B}(t) k_r(t) = B_m \]

from which \( K_x \) and \( k_r \) are determined by

\[
K_x = \left( \hat{B}^\top \hat{B} \right)^{-1} \hat{B}^\top \left( A_m - \hat{A} \right) = \frac{1}{b^2} \begin{bmatrix} 0 & \hat{b} \\ -\omega_n^2 + \hat{\omega}_n^2 & -2\zeta_{m} \omega_m + 2\hat{\zeta} \hat{\omega}_n \end{bmatrix} = \frac{1}{b} \begin{bmatrix} -\omega_n^2 + \hat{\omega}_n^2 & -2\zeta_{m} \omega_m + 2\hat{\zeta} \hat{\omega}_n \end{bmatrix}
\]

\[
k_r = \left( \hat{B}^\top \hat{B} \right)^{-1} \hat{B}^\top B_m = \frac{1}{b^2} \begin{bmatrix} 0 & \hat{b} \\ b_m \end{bmatrix} = \frac{b_m}{b}
\]

where \( \hat{A}, \hat{B}, \hat{\omega}_n, \) and \( \hat{\zeta} \) are estimates of \( A, B, \omega_n, \) and \( \zeta, \) respectively.

Let \( \tilde{A}(t) = \hat{A}(t) - A \) and \( \tilde{B}(t) = \hat{B}(t) - B \) be the parameter estimation errors. Now rewriting the plant model as

\[ \dot{x} = (\hat{A} - \tilde{A}) x + (\hat{B} - \tilde{B}) \left[ u + \Theta^\top \Phi (x) \right] \]

The adaptive control is designed as

\[ u = K_x(t) x + k_r(t) r - \Theta^\top (t) \Phi (x) \]
Then, substituting Eqs. (15), (40), and (17) into Eq. (18) yields
\[
\dot{x} = \left( \hat{A} - \bar{A} \right) x + \bar{B} \left[ K_x x + k_r r - \Theta^T \Phi (x) + \Theta^{*T} \Phi (x) \right] - \bar{B} \left[ K_x x + k_r r - \Theta^T \Phi (x) + \Theta^{*T} \Phi (x) \right] \\
= \left( \hat{A} + \bar{B} K_x - \bar{A} \right) x + \bar{B} k_r r - \bar{B} \Theta^T \Phi (x) - \bar{B} \left( K_x x + k_r r \right)
\] (21)

where \( \hat{\Theta} (t) = \Theta (t) - \Theta^* \) is the matched uncertain parameter estimation error.

Then, the tracking error equation is established as
\[
\dot{e} = \dot{x}_m - \dot{x} = A_m e + \dot{A} x + \bar{B} \bar{u} + \bar{B} \hat{\Theta}^T \Phi (x)
\] (22)

Choose a Lyapunov candidate function
\[
V \left( e, \hat{A}, \hat{B}, \hat{\Theta} \right) = e^T P e + \text{trace} \left( \hat{A} \Gamma_A^{-1} \hat{A}^T \right) + \frac{\bar{B}^T \bar{B}}{\gamma_b} + |b| \hat{\Theta}^T \Gamma_{\Theta}^{-1} \hat{\Theta}
\] (23)

where \( \Gamma_A = \Gamma_A^T > 0 \) and \( \Gamma_{\Theta} = \Gamma_{\Theta}^T > 0 \) are positive definite adaptation rate matrices.

\( V \left( e, \hat{A}, \hat{B}, \hat{\Theta} \right) \) is evaluated as
\[
\dot{V} \left( e, \hat{A}, \hat{B}, \hat{\Theta} \right) = -e^T Q e + 2 e^T P \left[ \dot{A} x + \bar{B} \bar{u} + \bar{B} \hat{\Theta}^T \Phi (x) \right] + \text{trace} \left( \frac{2 \hat{A} \Gamma_A^{-1} \hat{x} \hat{x}^T}{\gamma_b} \right) + \frac{2 \bar{B}^T \bar{B}}{\gamma_b} + 2 |b| \hat{\Theta}^T \Gamma_{\Theta}^{-1} \hat{\Theta}
\] (24)

The following parameter estimation adaptive laws are then obtained
\[
\dot{\hat{A}} = -\Gamma_A x e^T P
\] (25)
\[
\dot{\hat{B}} = -\gamma_b P e \bar{u}
\] (26)
\[
\dot{\Theta} = -\Gamma_{\Theta} \Phi (x) e^T P \text{sgn} (b)
\] (27)

where \( \bar{P} = \frac{P B}{b} \).

It follows that \( e (t), \hat{A} (t), \hat{B} (t), \) and \( \hat{\Theta} (t) \) are bounded since
\[
\dot{V} \left( e, \hat{A}, \hat{B}, \hat{\Theta} \right) = -e^T Q e \leq -\lambda_{\min} (Q) ||e||^2
\] (28)

\( V \left( e, \hat{A}, \hat{B}, \hat{\Theta} \right) \) has a finite limit as \( t \to \infty \) since
\[
V \left( t \to \infty \right) = V (t_0) - \int_{t_0}^{\infty} \lambda_{\min} (Q) ||e||^2 dt < \infty
\] (29)

It can be shown that \( \dot{V} \left( e, \hat{A}, \hat{B}, \hat{\Theta} \right) \) is uniformly continuous because \( \dot{V} \left( e, \hat{A}, \hat{B}, \hat{\Theta} \right) \) is bounded. Then, applying the Barbalat’s lemma, one can conclude that the tracking error is asymptotically stable with \( e (t) \to 0 \) as \( t \to \infty \). However, this does not imply that the parameter estimation errors \( \hat{A} (t), \hat{B} (t), \hat{\Theta} (t) \) tend to zero. So parameter convergence is not guaranteed with MRAC.

\[\text{Let} \]
\[
\hat{A} = \begin{bmatrix} 0 & 1 \\ -\hat{\omega}_n^2 & -2\hat{\zeta}\hat{\omega}_n \end{bmatrix}, \quad \hat{\Theta} = \begin{bmatrix} 0 \\ -\hat{\omega}_n^2 & -2\hat{\zeta}\hat{\omega}_n \end{bmatrix}
\] (30)

and since
\[
\hat{b} = \begin{bmatrix} 0 & 1 \end{bmatrix}, \quad \hat{B} = \begin{bmatrix} 0 & 1 \end{bmatrix}, \quad \begin{bmatrix} 0 \\ \hat{b} \end{bmatrix}
\] (31)
then the adaptive laws can be expressed in terms of the estimates of the unknown quantities \( \omega_n, \zeta, \) and \( b \) as

\[
\dot{\hat{A}}^\top = -\Gamma_A xe^\top P \begin{bmatrix} 0 \\ 1 \end{bmatrix} = -\Gamma_A xe^\top P
\]

(32)

\[
\dot{\hat{b}} = -\gamma_b \begin{bmatrix} 0 \\ 1 \end{bmatrix} P e u = -\gamma_b \bar{P}^\top e \bar{u} = -\gamma_b \bar{u} e^\top \bar{P}
\]

(33)

Let

\[
\Gamma_A = \begin{bmatrix} \gamma_\omega & 0 \\ 0 & \gamma_\zeta \end{bmatrix} > 0
\]

(34)

Then

\[
\frac{d}{dt} (-\hat{\omega}_n^2) = -\gamma_\omega x_1 e^\top \bar{P}
\]

(35)

or

\[
\dot{\hat{\omega}}_n = \frac{\gamma_\omega x_1 e^\top \bar{P}}{2\hat{\omega}_n}
\]

(36)

\[
\frac{d}{dt} (-2\hat{\zeta} \hat{\omega}_n) = -2\hat{\omega}_n \dot{\hat{\omega}}_n - 2\hat{\zeta} \dot{\hat{\omega}}_n = -\gamma_\zeta x_2 e^\top \bar{P}
\]

(37)

or

\[
\dot{\hat{\zeta}} = \frac{(\gamma_\zeta x_2 \hat{\omega}_n - \gamma_\omega x_1 \hat{\zeta}) e^\top \bar{P}}{2\hat{\omega}_n^2}
\]

(38)

To prevent the possibility of \( \hat{\omega}_n = 0 \) or \( \hat{\zeta} = 0 \) that will cause the adaptive laws to blow up, both the adaptive laws for estimating \( \hat{\omega}_n \) and \( \hat{\zeta} \) need to be modified by the projection method as follows:

\[
\begin{align*}
\dot{\hat{\omega}}_n &= \begin{cases} 
\frac{\gamma_\omega x_1 e^\top \bar{P}}{2\hat{\omega}_n} & \text{if } \hat{\omega}_n > \omega_0 > 0 \text{ or if } \hat{\omega}_n = \omega_0 \text{ and } \hat{\omega}_n \geq 0 \\
0 & \text{otherwise}
\end{cases} \\
\dot{\hat{b}} &= \begin{cases} 
-\gamma_b \bar{u} e^\top \bar{P} & \text{if } \hat{b} > b_0 \text{ or if } \hat{b} = b_0 \text{ and } \frac{d|\hat{b}|}{dt} \geq 0 \\
0 & \text{otherwise}
\end{cases}
\end{align*}
\]

(39)

(40)

In the modified adaptive law for \( \hat{\omega}_n \), it is assumed that \( \hat{\omega}_n \) is always a positive quantity for a physically realizable system.

**Example:** For the following second-order SISO system

\[
\ddot{x}_1 + \zeta \omega_n \dot{x}_1 + \omega_n^2 x_1 = b \left[ u + \Theta^\top \Phi (x) \right]
\]

where \( \zeta, \omega_n, \) and \( b \) are unknown, but \( b > 0 \) is known, we design an indirect adaptive controller using the following information: \( \zeta_m = 0.5, \omega_m = 2, b_m = 4, r(t) = \sin 2t, \) and

\[
\Phi (x) = \begin{bmatrix} 1 \\ x_1^2 \end{bmatrix}
\]

For simulation purpose, the unknown parameters are given to be \( \zeta = -0.5, \omega_n = 1, b = 1, \) and \( \Theta^\top = \begin{bmatrix} 0.5 & -0.1 \end{bmatrix} \), and all initial conditions are assumed to be zero, except for \( \hat{\omega}_n(0) = 0.8 \) and \( \hat{b}(0) = 0.6 \). For simplicity, we use the unmodified adaptive laws for \( \hat{\omega}_n \) and \( \hat{b} \). Use \( \gamma_\omega = \gamma_\zeta = \gamma_b = 10 \) and \( \Gamma_\Theta = 10I \). Figure 5 shows the closed-loop response of the second-order system to MRAC. All signals are bounded and the tracking error tends to zero asymptotically. Figure 5 shows the parameter convergence which is quite good even though the excitation frequency \( \omega = 2 \text{ rad/sec} \) is not too close to the plant frequency \( \omega_n = 1 \text{ rad/sec} \). The adaptive control is able to stabilize the unstable plant.
Figure 4. Response to MRAC of Second-Order System

Figure 5. Response to MRAC of Second-Order System

Note that the adaptive modal identification based on MRAC assumes zero contribution from the control surface deflection dynamics due to the terms $\dot{\delta}$ and $\ddot{\delta}$. This may be a reasonable assumption if the excitation frequency is small. Increasing the excitation frequency can cause these terms to become significant. In such a case, the dynamics of the control surface deflection must be accounted for. Moreover, we will consider least-squares parameter estimation method which is generally more robust than MRAC and can guarantee parameter convergence if the persistent excitation condition is satisfied.

Going back to the measurement equation (10), we establish an estimator model as

$$\ddot{w}_d + 2\hat{\zeta}\hat{\omega}_f \dot{w} + \hat{\omega}_n^2 w = \hat{c}_1 \ddot{\delta} + \hat{c}_2 \dot{\delta} + \hat{c}_3 \delta$$

(41)

The output is the acceleration $\ddot{w}$. We compute the plant modeling error between the true output and the estimated output $\ddot{w}_d$ as follows:

$$\epsilon = \ddot{w}_d - \ddot{w} = -2\hat{\zeta}\hat{\omega}_f \dot{w} - \hat{\omega}_n^2 w + \hat{c}_1 \ddot{\delta} + \hat{c}_2 \dot{\delta} + \hat{c}_3 \delta$$

(42)

Note that the system is open-loop with the control surface deflection providing the persistent excitation signal $\delta = \delta_0 e^{i\omega t}$. The parameter estimation will be computed by a least-squares gradient method by
minimizing the cost function \( J = \frac{1}{2} \epsilon^2 \). Taking the gradients of the cost function with respect to the parameter estimates yields

\[
\frac{\partial J}{\partial \hat{\omega}_f} = -2\hat{\omega} \epsilon 
\]

(43)

\[
\frac{\partial J}{\partial \hat{\omega}^2_f} = -\omega \epsilon 
\]

(44)

\[
\frac{\partial J}{\partial \hat{\omega}_f} = \hat{\omega} \epsilon 
\]

(45)

\[
\frac{\partial J}{\partial \hat{\omega}^2_f} = \hat{\omega} \epsilon 
\]

(46)

\[
\frac{\partial J}{\partial \hat{\omega}_f} = \hat{\omega} \epsilon 
\]

(47)

The least-squares gradient adaptive laws for modal identification are then obtained as

\[
\frac{d}{dt} (\hat{\omega}_f^2) = -\gamma_\omega \frac{\partial J}{\partial (\hat{\omega}_f^2)} = \gamma_\omega \omega \epsilon 
\]

(48)

\[
\frac{d}{dt} (\hat{\omega}_f) = -\gamma_\zeta \frac{\partial J}{\partial (\hat{\omega}_f)} = 2\gamma_\zeta \hat{\omega} \epsilon 
\]

(49)

\[
\dot{c}_1 = -\gamma_{c_1} \frac{\partial J}{\partial c_1} = -\gamma_{c_1} \hat{\omega} \epsilon 
\]

(50)

\[
\dot{c}_2 = -\gamma_{c_2} \frac{\partial J}{\partial c_2} = -\gamma_{c_2} \hat{\omega} \epsilon 
\]

(51)

\[
\dot{c}_3 = -\gamma_{c_3} \frac{\partial J}{\partial c_3} = -\gamma_{c_3} \hat{\omega} \epsilon 
\]

(52)

where \( \gamma_\omega > 0, \gamma_\zeta > 0 \), and \( \gamma_{c_i} > 0, i = 1, 2, 3 \) are the adaptation rates.

The frequency estimation adaptive law can also be written as

\[
\dot{\hat{\omega}}_f = \frac{\gamma_\omega \omega \epsilon}{2 \hat{\omega}_f} 
\]

(53)

\[
\dot{\zeta} = \frac{4\gamma_\zeta \hat{\omega}_f \dot{w} - \gamma_\omega \hat{\omega} \epsilon}{2 \hat{\omega}_f^2} 
\]

(54)

In the presence of the persistent excitation conditions \( \frac{1}{T} \int_0^T w^2 dt = \|w\|_2^2 > 0 \) and \( \frac{1}{T} \int_0^T \delta^2 dt = \|\delta\|_2^2 > 0 \), exponential parameter convergence will be achieved. Since \( \delta = \delta_0 e^{i\omega t} \), then \( \|\delta\|_2^2 = \frac{\delta_0^2}{T} \) and \( w = w_0 e^{i\omega t - \phi} \), then \( \|w\|_2^2 = \frac{w_0^2}{T} \). Therefore, the least-squares adaptive modal identification will achieve parameter convergence. Then, in theory, this implies \( \hat{\omega}_f (t) \to \omega_f \), \( \hat{\zeta} (t) \to \zeta_f \), \( \hat{c}_1 (t) \to c_1 \), \( \hat{c}_2 (t) \to c_2 \), and \( \hat{c}_3 (t) \to c_3 \) in the limit as \( t \to \infty \). However, in practice, the parameter convergence is only approximate because the estimator model does not represent the true plant. The modal contribution of those modes not captured in the estimator model will influence the parameter convergence.

Adaptive flutter suppression control can be designed based on the parameter estimation. We assume a time-varying feedback law \( \delta (t) = k_w (t) w (t) + r (t) \), where \( k_w (t) \) is an adaptive feedback gain and \( r (t) \) is a command signal which is used to reject time-varying disturbances. The adaptive flutter suppression control is to achieve a stable reference model that represents the closed-loop dynamics as follows:

\[
\ddot{w}_m + 2\zeta_m \omega_m \dot{w}_m + \omega_m^2 w_m = 0 
\]

(55)

while the real plant is represented by

\[
\ddot{\hat{w}} + 2\zeta \omega \dot{w} + \omega^2 \hat{w} = c_1 \ddot{\delta} + c_2 \dot{\delta} + c_3 \delta + v (t) 
\]

(56)
where $v(t)$ is a time-varying disturbance.

We reply on the separation principle of control and estimation to use the estimator model as if it is the true model for designing a controller. Then, upon substitution, we get

$$
(1 - \hat{c}_1 k_w) \ddot{w} + \left(2 \hat{\zeta}_f \hat{\omega}_f - 2 \hat{c}_1 \hat{k}_w - \hat{\epsilon}_2 \right) \dot{w} + \left(\hat{\omega}_f^2 - \hat{c}_1 \hat{k}_w - \hat{\epsilon}_2 \dot{\hat{k}}_w - \hat{c}_3 \hat{k}_w \right) w = c_1 \dot{v} + c_2 \dot{r} + c_3 r + v
$$

(57)

Thus, the adaptive law for the feedback gain $k_w$ is obtained as

$$
\dot{k}_w = \frac{2 \hat{\zeta}_f \hat{\omega}_f - 2 \hat{\zeta}_m \omega_m + 2 \hat{\zeta}_m \omega_m \hat{c}_1 k_w - \hat{\epsilon}_2 k_w}{2 \hat{c}_1}
$$

(58)

$\zeta_m \omega_m$ is chosen to be such that $2 \hat{\zeta}_m \omega_m \hat{c}_1 - \hat{\epsilon}_2 < 0$ if $\hat{c}_1 > 0$ or $2 \hat{\zeta}_m \omega_m \hat{c}_1 - \hat{\epsilon}_2 > 0$ if $\hat{c}_1 < 0$. Then, $k_w(t)$ tends to

$$
\bar{k}_w = \frac{2 \hat{\zeta}_m \omega_m - 2 \hat{\zeta}_f \hat{\omega}_f}{2 \hat{\zeta}_m \omega_m \hat{c}_1 - \hat{\epsilon}_2}
$$

(59)

in the limit as $t \to \infty$.

This implies the damping ratio tends to

$$
\bar{\zeta} = \frac{\zeta_m \omega_m}{\hat{\omega}_f}
$$

(60)

The command signal to cancel out the disturbance can be designed by constructing a disturbance estimator as

$$
\dot{\hat{v}} = -\gamma_v \frac{\partial J}{\partial \hat{v}} = -\gamma_v \epsilon
$$

(61)

Then, the steady state command for disturbance cancellation is computed as

$$
c_3 r = \hat{v}
$$

(62)

Thus, the adaptive command signal could also be computed from the least-squares parameter estimation as

$$
\dot{\hat{r}} = -\gamma_r \epsilon
$$

(63)

Example: Consider the previous example of an airfoil in pitch and plunge. We will consider an open-loop modal identification of the plunge mode by applying a swept sine excitation signal from 15 - 17 rad/sec.

$$
\delta = \delta_0 \sin \left[(\omega_1 - \omega_0) \frac{t}{t_f} + \omega_0 \right] t
$$

(64)

The plant modeling error $\epsilon$ is computed from the estimator model and the accelerometer output located on the airfoil. The top of figure 6 shows the plot of the estimated frequency of the plunge mode. The adaptation rates to be $\gamma_\omega = 200$ and $\gamma_\zeta = 1$. The plant corresponds to a natural frequency of $\omega_f = 15.908$ rad/sec and a damping ratio of $\zeta = 0.0036$. It can be seen that the estimated frequency approximates the true frequency of the plunge mode very well.

The lower plot of figure 6 is shows the estimated damping. The signal is noisy as expected because the true value is a very small number. Nonetheless, one can compute a mean value of about 0.0035 between 12 sec and 20 sec. This also agrees well with the true value.

Figure 7 is the plot of the estimated output from the estimator model and the true output. The estimated output converges to the true output after about 8 sec.
Figure 6. Estimated Frequency and Damping of Plunge Mode with Least-Squares. Swept sine wave from 15-17 rad/sec.

Figure 7. Estimated Output of Plunge Mode with Least-Squares

One difficulty with this approach is the sensitivity to the excitation signal. For example, if less is known about the parameter, and a broader sine excitation signal that varies in frequency from 10 - 20 rad/sec is used, the parameter estimates can wander away from their true values as shown in figure 8 below.
Next, in an attempt to compactly excite a broader range of frequencies, a 2 Hz square wave is used as the excitation signal $\delta$. For $\delta$, a signed Kronecker delta is used at the square wave axis crossings. $\gamma_\omega$ is set to 10. Lower frequency square waves (below 10 Hz) produced the best results, and higher amplitudes decreased convergence time more stably than increasing $\gamma_\omega$ as shown in figure 9 below.

Figure 8. Estimated Frequency of Plunge Mode with Least-Squares. Swept sine wave from 10-20 rad/sec.

Figure 9. Estimated Frequency of Plunge Mode with Least-Squares. Various square wave amplitudes at 2 Hz.

Figure 10 shows that one downside to this method is that the estimated plunge mode damping is even noisier than before.
Finally, random Gaussian noise is used to excite this Least-Squares adaptive system. Using adaptation rates of $\gamma_\omega = 1000$ and $\gamma_\zeta = 1$, and a 10 Hz signal with zero mean and one degree standard deviation, both parameters are shown to converge within the neighborhood of their true values in figure 11 below. However both remain noisy for obvious reasons.

Because of the signal-to-noise ratio for the parameter estimation of the damping ratio, the recursive least-squares method is used where the adaptation rate $\gamma_\omega$ and $\gamma_\zeta$ are modified as follows:

$$\dot{\gamma}_\omega = -\eta_\omega \gamma_\omega^2 w^2 \quad (65)$$
$$\dot{\gamma}_\zeta = -\eta_\zeta \gamma_\zeta^2 w^2 \quad (66)$$

where $\eta_\omega > 0$ and $\eta_\zeta > 0$ are the tuning parameters, chosen to be 0.5.
The plots in figure 12 show the estimated frequency and damping of the plunge mode generated by the Recursive Least-Squares method using the same excitation signal and initial adaption rates of those used in figure 6. The estimated frequency converges to a value of 15.933 rad/sec versus the true value of 15.908 rad/sec. This is an excellent agreement. The damping value also trends toward convergence with the final mean value of 0.0044 versus the true value of 0.0036. Compared to the results of figure 6, both the estimated frequency and damping stay within a tighter bound and exhibit less noise.

Figure 12. Estimated Frequency and Damping of Plunge Mode with Recursive Least-Squares

IV. Conclusions

This paper presents a modal identification approach to estimate the frequency and damping of a flutter mode of an aeroelastic system. The parameter estimation is based on the least-squares method using the output error. An application for an airfoil flutter is studied. The method shows that the parameter estimation is highly effective in modal identification of an aeroelastic system. In particular, the recursive least-squares demonstrates to be more effective than the standard least-squares gradient method in suppressing noise for signals with low signal-to-noise ratio. Using the adaptive parameter estimates, a flutter suppression can be designed to stabilized a flutter mode using the separation principle of control and estimation. In future work, we will develop flutter suppression control based on the modal identification method as presented in this paper.
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