Simulation of Thermographic Responses of Delaminations in Composites with Quadrupole Method
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ABSTRACT

The application of the quadrupole method for simulating thermal responses of delaminations in carbon fiber reinforced epoxy composites materials is presented. The method solves for the flux at the interface containing the delamination. From the interface flux, the temperature at the surface is calculated. While the results presented are for single sided measurements, with flash heating, expansion of the technique to arbitrary temporal flux heating or through transmission measurements is simple. The quadrupole method is shown to have two distinct advantages relative to finite element or finite difference techniques. First, it is straightforward to incorporate arbitrary shaped delaminations into the simulation. Second, the quadrupole method enables calculation of the thermal response at only the times of interest. This, combined with a significant reduction in the number of degrees of freedom for the same simulation quality, results in a reduction of the computation time by at least an order of magnitude. Therefore, it is a more viable technique for model based inversion of thermographic data. Results for simulations of delaminations in composites are presented and compared to measurements and finite element method results.

Keywords: thermography, composite, nondestructive evaluation, simulation

1. INTRODUCTION

Flash thermography has been shown to be an effective method for rapid inspection of large carbon fiber reinforced polymer (CFRP) composite structures. To better understand the limitations of the technique and enable quantitative characterization of subsurface flaws, it is desirable to simulate the measurement. There are limited analytical or series solutions for the diffusion of heat in a solid and only for simple geometries. Numerical techniques such as finite difference and finite element methods are well suited for such problems, but can be computationally intensive. Both commercial and noncommercial simulation packages have been successfully applied to simulating thermographic nondestructive evaluation techniques. For simulation of flash heating, some care is required, since the application of short duration flux to the surface results in a large spatial temperature gradient near the surface at early times. To accurately simulate the thermal response, it is necessary to have closely spaced elements near the surface and/or start the simulation with an initial condition that assumes the flux was applied at a fixed time before the start of the simulation, rather than using Neumann boundary conditions to represent a short flux pulse.

Rather than solving the heat equation in the time domain, it is possible to solve the Laplace transform of the heat equation, and then invert the Laplace transform to produce a time domain response. There are a limited number of cases where it is possible to analytically invert the Laplace transform, however it is a very powerful technique for one dimensional multilayered materials where an analytic solution exists for the Laplace transform, which is numerically inverted. This is often much faster and more accurate than finite difference or finite element techniques for the same configuration, since it is possible to solve for only the times of interest and the Laplace transform of impulse flux at the surface is a constant.
Often, this is referred to as the thermal quadrupole method, and is applicable for modeling responses in materials and structures in general as well as flash thermography. For flash thermography, it has been used extensively for simulating the thermal response of multilayer systems with and without contact resistances at the interfaces. It has also been shown to be applicable for three dimensional configurations, in particular for delaminations in composites by representing the temperature as a cosine series and solving for the coefficients. This paper follows a similar approach, except the flux is solved for directly and the thermal response is calculated from the flux. It is illustrated by solving for the thermal response of a delamination and comparing that to a finite element solution for the same configuration.

2. QUADRUPOLE METHOD OF SIMULATING THERMAL RESPONSE OF LAYERS

A typical application of the quadrupole method is solving the one dimensional heat equation of multilayer systems. For one dimensional problems, a matrix is used to represent the relationship between the temperature and flux of one surface of the layer to the temperature and flux at the other surface (see Fig. 1). If two of the quantities are known (typically the fluxes at the surfaces), then it is possible to solve for the other two. The next subsection illustrates the quadrupole method in one dimension. This facilitates understanding of the extension of the technique to three dimensions.

2.1 Quadrupole Method in One Dimension

A simple way to express both of the equations is with the matrix formula

\[
\begin{bmatrix}
\cosh(zq) & -\frac{\sinh(zq)}{Kq} \\
-Kq \sinh(zq) & \cosh(zq)
\end{bmatrix}
\begin{bmatrix}
v(0, s) \\
f(0, s)
\end{bmatrix}
= \begin{bmatrix}
v(z, s) \\
f(z, s)
\end{bmatrix},
\]

where \( q = \sqrt{\frac{s}{\kappa}} \). From this matrix equation, the Laplace transform of the temperature at the two surfaces can be solved for in terms of the flux at the two surfaces, and is found to be

\[
v(0, s) = \frac{f(0, s) \coth(dq) - f(d, s) \csch(dq)}{Kq}.
\]
and
\[ v(d, s) = \frac{\cosh(dq)f(0, s) - f(d, s)\cosh(dq))}{Kq}, \]
where \( d \) is the thickness of the layer. For flash heating at the front surface \((z = 0)\) and an insulated back surface \((z = t)\), the thermal response of the layer can be found by setting \( f(0, s) = f_0 \), which represents impulse heating and \( f(d, s) = 0 \), which can be analytically inverted to give a well known series solution.\(^1\)

The advantage of this representation is obvious when solving for the thermal response of a multiple layer system where each layer is represented by a matrix similar to that given in Equation (3). The matrix is then a transfer matrix, and the combined response of multiple layers is obtained by matrix multiplication. For the system shown in Fig. 1, the contact resistance between layers can also be represented by a matrix as shown in Equation (6)

\[
\begin{bmatrix}
\cosh(q_2d_2) & -\frac{\sinh(q_2d_2)}{Kq_2} \\
-Kq_2 \sinh(q_2d_2) & \cosh(q_2d_2)
\end{bmatrix}
\begin{bmatrix}
1 & -R \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
\cosh(q_1d_1) & -\frac{\sinh(q_1d_1)}{Kq_1} \\
-Kq_1 \sinh(q_1d_1) & \cosh(q_1d_1)
\end{bmatrix}
\begin{bmatrix}
v(0, s) \\
f(0, s)
\end{bmatrix}
= \begin{bmatrix}
v(d_1 + d_2, s) \\
f(d_1 + d_2, s)
\end{bmatrix},
\]

where \( d_1 \) and \( d_2 \) are the thicknesses for the first and second layers, \( R \) is the contact resistance between the two layers and \( q_n = \sqrt{s/K_n} \). The boundary conditions between the two layers represented by this matrix equation are that the flux across the interface is continuous (energy conservation) and that there is a discontinuity in the temperature proportional to the flux times the contact resistance.

The thermal response of multiple layers can be found by using the same matrix formulation. Assuming that there is a stack of \( L \) layers, then the matrix equation becomes

\[
M(q_L, K_L, d_L) \cdot M(q_{L-1}, K_{L-1}, d_{L-1}) \cdot \cdots \cdot M(q_2, K_2, d_2) \cdot M(q_1, K_1, d_1) \cdot \begin{bmatrix}
v(0, s) \\
f(0, s)
\end{bmatrix} = \begin{bmatrix}
v(D, s) \\
f(D, s)
\end{bmatrix},
\]

where \( D \) is the thickness of the total stack and

\[
M(q_i, K_i, d_i) = \begin{bmatrix}
\cosh(q_id_i) & -\frac{\sinh(q_id_i)}{Kq_i} \\
-Kq_i \sinh(q_id_i) & \cosh(q_id_i)
\end{bmatrix}.
\]

If for one of the layers \( q_id_i \) is small, then \( M(q_i, K_i, d_i) \) reduces to approximately the same form as the middle matrix in Equation (6), with the substitution of \( d_i/K_i \) for the contact resistance \( R \). By performing all of the matrix multiplications, one obtains a single matrix \( T(D, s) \) given by

\[
T(D, s) = \begin{bmatrix}
T_{1,1}(D, s) & T_{1,2}(D, s) \\
T_{2,1}(D, s) & T_{2,2}(D, s)
\end{bmatrix}
= M(q_L, K_L, d_L) \cdot M(q_{L-1}, K_{L-1}, d_{L-1}) \cdot \cdots \cdot M(q_2, K_2, d_2) \cdot M(q_1, K_1, d_1).
\]

If the flux at the top of the stack and the bottom of the stack are known, then the temperatures at those locations are given by

\[
v(0, s) = \frac{f(D, s) - f(0, s)T_{2,2}(D, s)}{T_{2,1}(D, s)}
\]
and

\[
v(D, s) = \frac{f(D, s)T_{1,1}(D, s) + f(0, s)(T_{1,2}(D, s)T_{2,1}(D, s) - T_{1,1}(D, s)T_{2,2}(D, s))}{T_{2,1}(D, s)}.
\]

The thermal response at a single time is found at either surface numerically by using Eqs. (10) or (11) in a numerical inverse Laplace transform algorithm.
2.2 Quadrupole Method in Three Dimensions

Assuming a homogeneous layer with finite lateral dimensions, as is shown in Fig. 2, with no heat flow across the vertical edges at \( x = 0, y = 0, x = L_x \) and \( y = L_y \), a solution to the Laplace transform of the heat equation in the layer can be represented by the expression

\[
v(x, y, z, s) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} a_m a_n \tilde{v}_{m,n}(z, s) \cos \left( \frac{\pi x m}{L_x} \right) \cos \left( \frac{\pi y n}{L_y} \right),
\]

where \( L_x \) and \( L_y \) are the lateral width of the layer in the \( x \) and \( y \) directions, respectively, and \( a_m = 1 \) if \( m \) is equal to 0 or \( M - 1 \), respectively, otherwise \( a_m = 2 \) and the cosine series coefficient is \( \tilde{v}_{m,n}(z, s) \) given by

\[
\tilde{v}_{m,n}(z, s) = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} a_i a_j v_i,j(z, s) \cos \left( \frac{\pi i m}{M-1} \right) \cos \left( \frac{\pi j n}{N-1} \right),
\]

where the temperature is defined at a set of \( M \) by \( N \) evenly spaced locations given by

\[
x_m = mL_x/(M - 1) \quad \text{and} \quad y_n = nL_y/(N - 1).
\]

The flux in the layer at the same \( x \) and \( y \) locations is given by a similar expression

\[
f_{m,n}(z, s) = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} a_m a_n \tilde{f}_{i,j}(z, s) \cos \left( \frac{\pi i m}{2M-2} \right) \cos \left( \frac{\pi j n}{2N-2} \right),
\]

where \( \tilde{f}_{m,n}(z, s) \) is also given by Equation (14), if \( f \) is substituted for \( v \). Within each layer, Equation (12) is a solution to the Laplace transform of the heat equation if the cosine series coefficients for the temperature have a \( z \) dependence given by

\[
\tilde{v}_{m,n}(z, s) = \tilde{v}_{m,n}(0, s) \cosh(z q_{m,n}) \frac{\sinh(z q_{m,n})}{K q_{m,n}},
\]

where \( q_{m,n} \) is given by

\[
q_{m,n} = \sqrt{\frac{s}{\kappa_z} + \frac{\kappa_x}{\kappa_z} \left( \frac{\pi m}{L_x} \right)^2 + \frac{\kappa_y}{\kappa_z} \left( \frac{\pi n}{L_y} \right)^2}.
\]
This is similar to the one dimensional equation for the \( z \) dependence of the Laplace transform (Equation (1)) and the \( z \) dependence of flux similar to Equation (2). There is also a simple matrix equation similar to Equation (3) for each spatial frequency term in Equation (14),

\[
\begin{bmatrix}
\cosh(z q_{m,n}) & -\sinh(z q_{m,n}) \\
-K q_{m,n} \sinh(z q_{m,n}) & \cosh(z q_{m,n})
\end{bmatrix}
\begin{bmatrix}
\tilde{v}_{m,n}(0,s) \\
\tilde{f}_{m,n}(0,s)
\end{bmatrix}
= \begin{bmatrix}
\tilde{v}_{m,n}(z,s) \\
\tilde{f}_{m,n}(z,s)
\end{bmatrix}.
\] (18)

If there is a stack of layers with no discontinuities at the interfaces between layer, then it it possible to use equations with an equivalent form to Eqs (10) and (11), if \( T(m,n,D,s) \) is found using the appropriate \( q_{m,n} \) for each layer or

\[
\tilde{v}_{m,n}(0,s) = \frac{\tilde{f}_{m,n}(D,s) - \tilde{f}_{m,n}(0,s) T_{2,2}(m,n,D,s)}{T_{2,1}(m,n,D,s)}
\] (19)

and

\[
\tilde{v}_{m,n}(D,s) = \frac{\tilde{f}_{m,n}(D,s) T_{1,1}(m,n,D,s) + \tilde{f}_{m,n}(0,s) (T_{1,2}(m,n,D,s) T_{2,1}(m,n,D,s) - T_{1,1}(m,n,D,s) T_{2,2}(m,n,D,s))}{T_{2,1}(m,n,D,s)}.
\] (20)

If there is a spatially varying contact resistance at the interface between two layers in the stack \( z = d_i \), then Eqs. (19) and (20) are no longer correct for the whole stack. However, if one divides the stack into two stacks, then it is possible to use Eqs. (19) and (20) to find the temperatures at the top and bottom of each stack if the cosine series coefficients are known for the flux at the interface with the spatially varying contact resistance.

Dividing the total stack into two separate stacks, one \( d_1 \) thick and the other \( d_2 \) thick, separated by an interface with the spatially varying contact resistance, the object is to find the flux at that interface. It is possible to calculate the cosine series coefficient for the Laplace transform of the temperature above that interface from \( \tilde{f}_{m,n}(0) \) and \( \tilde{f}_{m,n}(d_1) \) from Equation (20) and the coefficients for the temperature below the interface from \( \tilde{f}_{m,n}(d_1) \) and \( \tilde{f}_{m,n}(D) \) using Equation (19).

The Laplace transform of the temperature above the interface, in terms of the flux at the interface (the flux is continuous across the interface) is found using Eqs. (12), (14) and (20), the Laplace transform of the temperature above the interface at discrete \((x,y)\) positions can be represented in terms of the Laplace transform of the fluxes at \( z = 0 \) and \( z = d_1 \) by

\[
v_{i,j}^+(d_1,s) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} C_{i,j,m,n}^1(d_1,s) f_{m,n}(0,s) - C_{i,j,m,n}^2(d_1,s) f_{m,n}(d_1,s),
\] (21)

where

\[
C_{i,j,m,n}^1(d,s) = a_m a_n \frac{\sum_{p=0}^{M-1} \sum_{q=0}^{N-1} a_p a_q \cos\left( \frac{ip\pi}{M-1} \right) \cos\left( \frac{mp\pi}{M-1} \right) \cos\left( \frac{jq\pi}{N-1} \right) \cos\left( \frac{np\pi}{N-1} \right) T_{2,2}(m,n,d,s)}{(2M-2)(2N-2)},
\] (22)

\[
C_{i,j,m,n}^2(d,s) = a_m a_n \frac{\sum_{p=0}^{M-1} \sum_{q=0}^{N-1} a_p a_q \cos\left( \frac{ip\pi}{M-1} \right) \cos\left( \frac{mp\pi}{M-1} \right) \cos\left( \frac{jq\pi}{N-1} \right) \cos\left( \frac{np\pi}{N-1} \right) \frac{1}{T_{2,1}(m,n,d,s)}}{(2M-2)(2N-2)}.
\] (23)

and the \( T(d,s) \) represents the transfer matrix for a stack \( d \) thick. By representing the Laplace transform of temperatures and fluxes as vectors, then the system of equations for the Laplace transform of temperature above the interface can be represented as

\[
\mathbf{V}^+(d_1,s) = \mathbf{C}^1(d_1,s) \cdot \mathbf{F}(0,s) - \mathbf{C}^2(d_1,s) \cdot \mathbf{F}(d_1,s),
\] (24)

Assuming the flux at the back surface is zero, a similar systems of equations for below the interface is represented by

\[
\mathbf{V}^-(d_1,s) = \mathbf{C}^2(d_2,s) \cdot \mathbf{F}(d_1,s),
\] (25)
where the elements of the matrices are defined by Eqs. (22) and (23).

The contact resistance at the interface can also be represented as a matrix \( \mathbf{R} \) with the diagonal values equal to the contact resistances at each point in the interface. The boundary conditions at locations at the interface are that the flux is continuous and the temperature difference is the flux times the contact resistance. Using the same matrix representation

\[
\mathbf{V}^+(d_1, s) = \mathbf{V}^-(d_1, s) + \mathbf{R} \cdot \mathbf{F}(d_1, s).
\]

Substituting the values for \( \mathbf{V}^+(d_1, s) \) and \( \mathbf{V}^-(d_1, s) \) from Eqs. (24) and (25) into Equation (26), one gets

\[
(\mathbf{C}^2(d_1, s) + \mathbf{C}^2(d_2, s) + \mathbf{R}) \cdot \mathbf{F}(d_1, s) = \mathbf{C}^1(d_1, s) \cdot \mathbf{F}(0, s)
\]

which can be used to solve for \( \mathbf{F}(d_1, s) \) by one of many numerical techniques if the flux at \( z = 0 \) is known.

With the flux at the interface calculated, it is possible to calculate the Laplace transform of the temperature at the surface of interest \( z = 0 \) from the expression

\[
\mathbf{V}(0, s) = \mathbf{C}^2(d_1, s) \cdot \mathbf{F}(0, s) - \mathbf{C}^1(d_1, s) \cdot \mathbf{F}(d_1, s).
\]

To calculate the temporal response, the Laplace transform is numerically inverted using the Talbot numerical inversion of the Laplace transform which has given sufficient accuracy for simulations performed in the past. The Tablot method uses the trapezoidal rule to numerically invert the Laplace transform at a given time. For this effort, calculating the Laplace transform at only six values of complex frequency(s) gives sufficiently accurate results.

### 3. QUADRAPOLE SIMULATIONS OF DELAMINATIONS IN COMPOSITES

#### 3.1 Comparison of Quadrupole Method and Finite Element Method Results

The thermal responses for a delamination were estimated from the quadrupole and compared to the responses estimated from a finite element method software package. A composite was simulated with 10 layers, each 0.019 cm thick. The thermal conductivity of the layer was assumed to be 0.97 W/m/°K in the z direction (perpendicular to the plane of the plies) and within the plies perpendicular to the fiber direction and 9.7 W/m/°K in the direction of the fibers. A \((0,90,0,90,0)\) ply layup was simulated with the 0 angle being in the x-direction. The density and heat capacity of all the plies was set to be the same and equal to 1600 kg/m\(^3\) and 1200 J/kg/°K, respectively.

The x and y dimension of the composite were set to be 1 cm and the size of the circular delamination was set to 0.25 cm in diameter. The results are shown in Fig. 3.

The circular delaminations were set at depths of one, two, three and four plies. The time of comparison for equal configuration was chosen to be \( d_1^2/\kappa_{zz}/4 \), where \( d_1 \) is the depth of the delamination, \( \kappa_{zz} \) is the diffusivity in the direction perpendicular to the surface. This corresponds to the time when the thermal response to flash heating of a layer \( d_1 \) thick has a response approximately 1.037 times the response of a semi-infinite solid of the material. For the delamination one, two, three and four plies deep, this corresponds to times of 0.0166 sec, 0.0694 sec, 0.1573 sec and 0.2805 sec, respectively. All of the responses were normalized by multiplying by \( \kappa_{zz} \sqrt{\pi t/\kappa_{zz}}/F \) where t is the time of the response and F is the instantaneous flux. For a semi-infinite solid, this results in a value of 1 for all times. All of the response are scaled from 0.99 to 1.04.

As can be seen from the figure, the FEM and quadrupole results are qualitatively the same. The amplitude of the response decreases as the depth below the surface increases as a result of the in-plane heat diffusion. If there was no in-plane heat diffusion, then the normalization results in the indication amplitudes being approximately equal to \( 1 + 2e^{-4} \) or 1.037. The only clear indication of the higher conductivity in the x direction for the first ply is for the delamination just below the first ply. One can see from the figure, the size of the response is wider in the x direction than in the y direction. This is also the case for the delamination under three plies, however it is not so pronounced.
Figure 3. The thermal response calculated from the quadrupole (b,d,f,h) and finite element method (a,c,e,g) for delaminations one ply (a and b), two plies (c and d), three plies (e and f) and four plies (g and h) deep.

A quantitative comparison can be seen in the temperature profiles across the center of the delamination shown in Fig. 4. With the normalization, the temperature at position 0 should be one. As can be seen from the figure for both the FEM and quadrupole results, this is not quite the case. It is possible to get closer to one by doing finer vertical grid spacing in the heated surface for the FEM solution and by solving for more values of $s$ for the quadrupole solution. For the quadrupole method, the solutions are less than 0.1% greater than one, which is much better than experimental data (solving at 8 values for $s$, instead of 6, does reduce the difference to less than 0.01%). All of the FEM solutions required 30 minutes or more of computational time, therefore increasing the density of grid points was not attempted.
As can be seen from the figure, if one divides the profiles by the value of each profile at position 0 to normalize the data, the FEM and quadrupole are in good agreement. Both show that there is only significantly more heat diffusion in a preferred direction when the delamination is under the first ply (the fiber direction in the first ply). An examination of the response for deeper delaminations indicates that while there is preferential diffusion when there is a greater number of plies above the delamination having the same fiber direction orientation, it is not as pronounced as it is for this case. A small interesting characteristic which appears in the quadrupole method is the dip in temperature at the edge of the delamination for the profile running perpendicular to the first ply fiber direction for the case of a delamination under the first ply. This is a result of the fibers in the second ply being oriented in a direction perpendicular to the fibers in first ply. The size of the dip can be increased or decreased by increasing or decreasing the thermal conductivity in the fiber direction.

Finally, the quadrupole simulations require considerably less computational time than the commercial finite element method. The computational time depends on the specifics of the simulation, however, each of the quadrupole simulations were performed in less than two minutes and all of the finite element method solutions required thirty minutes or more on a MacBook Pro.

3.2 Quadrupole Method Estimate of Thermal Response of Realistic Shaped Damage

One of the advantages of the quadrupole method is the relative ease with which realistic shapes can be included in the simulation. Figure 5 is the shape of a delamination estimated from the x-ray computed tomography data on a composite specimen with impact damage. At each point in the damage, a contact resistance of \(1 \degree \text{K m}^2/\text{W}\) is used to represent the delamination. This is very large contact resistance (equivalent to about 2 cm of air), that was intended to reduce the heat flow across the delaminated area to approximately zero. The composite size was 1.5 by 1.36 cm.

The composite thermal properties and thickness of the plies were set to be the same as values as in the previous simulation. One set of simulations was performed with the first ply having a horizontal fiber direction and the second set with the first ply with a vertical fiber direction, with the alternating fiber directions for each subsequent ply. If zero degrees is considered to be horizontal, this is equivalent to \([0, 90, 0, 90, 0]\) and \([90, 0, 90, 0, 90]\) for the two different configurations. For both configurations, the flaw shape shown in Fig. 5 was placed under the first, second, third and fourth plies.

The quadrupole simulation results for the realistically shaped flaw are show in Fig. 6. For the delamination one, two, three and four plies deep, the times of for the simulated images are 0.0166 sec, 0.0694 sec, 0.1573 sec
Figure 5. Estimated shape of a delamination from x-ray computed tomography data. The delamination was generated by impacting the composite with a small projectile.

Figure 6. The thermal response calculated by the quadrupole method for a realistically shaped delamination in a composite with a $[0,90,0,90,0]_s$ (a-d) and $[90,0,90,0,90]_s$ (e-h) ply layup. For (a) and (e) the delamination is one ply down. For (b) and (f) the delamination is two plies down. For (c) and (g) the delamination is three plies down. For (d) and (h) the delamination is four plies down.
and 0.2805 sec, respectively (corresponding to $\frac{d^2}{\kappa_{zz}}/4$ where $d$ is the depth of the flaw). All of the thermal responses are normalized and then scaled from 1 to 1.04. For the flaw under the first ply(a and c), the shape of the thermal response captures the shape of the flaw reasonably well. As would be expected, the shape becomes more and more blurred as the flaw is placed deeper, with general shape being visible when the flaw is four plies down, however all of the details have been lost.

It is possible to see the increase blurring in the horizontal or vertical directions in the fiber direction when the flaw is directly under the first ply. For the cases of the flaw two and four plies down (b and f, d and h), with the same number of plies with fibers running in the vertical and horizontal directions, the results are very similar for both ply orientations. For three plies above the flaw(c and g), the thermal response is a little wider in the direction of the majority fiber direction.

4. COMPARISON OF QUADRUPOLE SIMULATION RESULTS TO MEASURED THERMAL RESPONSE OF COMPOSITE WITH FLAT BOTTOM HOLES

4.1 System for Measurement of Thermal Response

The thermal response of the composite specimen was acquired with a commercial flash thermographic measurement system.\textsuperscript{20,21} The front surface of the composite is heated with a flash lamp. The flash duration has been measured to be approximately 0.008 second. Since the earliest thermal responses of interest occur approximately one tenth of a second after the heat pulse, this is a good estimate of the impulse excitation. The thermal response was measured with a focal plane array infrared imager detector with an array size of 640x512 that operates in the 3-5 micrometer wavelength band. The approximate spatial resolution of the acquired thermography images was 0.04 cm. The imager digital output frame rate was 60 hertz and was connected to a real time digital image processor to acquire the output images. All of the data of interest were acquired within 2.5 seconds after the flash heating.

4.2 Composite Flat Bottom Hole Specimen

The composite specimen was approximately 10 cm x 10 cm with a thickness of 0.212 cm. Nine approximate flat bottom holes were drilled in from the back side of the specimen with depths of approximately one fourth, one half and three fourths of the thickness, and diameters of approximately 1.27 cm, 0.63 cm and 0.32 cm. More accurate measurements of the depth and diameters were determined from x-ray computed tomography data shown in Fig. 7 and are given in Tab. 1. For comparison, an early time thermal response is shown in the same figure.

As can be seen from the computed tomography data in Fig. 7, the top of the flat bottom holes are significantly deeper in the center. The sizes and depths of the holes as measured from the computed tomography data are shown in Tab. 1. Based on the standard deviations of the depth, the holes with a diameter of approximately 0.64 cm have the flattest tops and the largest holes have the least flat tops. The deeper the hole was drilled the less flat the top of the hole. This lack of flatness is reflected in the thermal response shown as Fig. 7. In the thermal image it is clear that the slight increase in material at the center of the largest hole results in a slightly cooler location at the center of the hole response. Measurements at later times have this same cool spot at the center of all the largest holes, however, it is not as significant for the shallower holes.

4.3 Simulations of Composite Flat Bottom Hole Specimen

While flat bottom holes have slightly different responses than the delaminations, they are significantly easier to fabricate than specimens with delaminations. The quadrupole method was used to simulate the thermal responses of the flat bottom holes 0.32 and 0.64 cm in diameter and approximately 0.05 and 0.1 cm below the surface. The thermal properties where the same as used in section 3, with the exception of the thermal conductivity in the fiber direction, where 10.4 W/m/$^\circ$K was found to give better agreement between the simulation and the measured responses. The orientation of the fiber direction was alternated with each ply with 0$^\circ$ for the first ply and 22 plies were in the layup. The ply thickness was set based on the depth of the flat bottom hole and was set to the depth of the hole divided by 5 for the holes approximately 0.05 cm below the surface and divided by 11 for holes approximately 0.105 cm below the surface. This results in the hole top always being at a ply interface.
Figure 7. Computed tomography and thermal response of composite specimen. (a) Representation of the x-ray computed tomography data acquired on composite flat bottom hole specimen. (b) The measured thermal response from specimen acquired 0.25 seconds after the flash heating.

Table 1. Size and Depth of Holes in Composite Flat Bottom Hole Specimen Based on the Computed Tomography Data

<table>
<thead>
<tr>
<th>Hole Number</th>
<th>Depth From Front Surface Above Hole</th>
<th>Percent Thickness</th>
<th>Diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.154 ± 0.003 cm</td>
<td>73%</td>
<td>0.32 ± 0.01 cm</td>
</tr>
<tr>
<td>2</td>
<td>0.156 ± 0.003 cm</td>
<td>74%</td>
<td>0.64 ± 0.01 cm</td>
</tr>
<tr>
<td>3</td>
<td>0.148 ± 0.005 cm</td>
<td>70%</td>
<td>1.28 ± 0.01 cm</td>
</tr>
<tr>
<td>4</td>
<td>0.105 ± 0.008 cm</td>
<td>50%</td>
<td>0.32 ± 0.01 cm</td>
</tr>
<tr>
<td>5</td>
<td>0.109 ± 0.004 cm</td>
<td>51%</td>
<td>0.64 ± 0.01 cm</td>
</tr>
<tr>
<td>6</td>
<td>0.097 ± 0.008 cm</td>
<td>46%</td>
<td>1.29 ± 0.01 cm</td>
</tr>
<tr>
<td>7</td>
<td>0.051 ± 0.019 cm</td>
<td>24%</td>
<td>0.32 ± 0.01 cm</td>
</tr>
<tr>
<td>8</td>
<td>0.053 ± 0.007 cm</td>
<td>25%</td>
<td>0.64 ± 0.01 cm</td>
</tr>
<tr>
<td>9</td>
<td>0.027 ± 0.014 cm</td>
<td>13%</td>
<td>1.28 ± 0.01 cm</td>
</tr>
</tbody>
</table>
Figure 8. Comparison of quadrupole estimate of the thermal response of a flat bottom hole and the measured thermal response. Flat bottom hole characteristics are (a) 0.63 cm diameter 0.63 cm, approximately 0.05 cm below the surface, (b) 0.32 cm diameter, approximately 0.05 cm below the surface, (c) 0.63 cm diameter 0.63 cm, approximately 0.10 cm below the surface and (d) 0.32 cm diameter, approximately 0.10 cm below the surface. The experimental data are shown as solid lines and the simulation data are shown as dashed lines. The two different experimental curves are the horizontal and vertical profiles across the center of the indication.
A comparison between the simulation results and the measured results is shown in Fig. 8. The times selected for comparison were based on the times when the measured responses were distinguishable when plotted together and are indicated on the plots. The data and the simulations were normalized by dividing by the mean value along the circumference of a 2 cm square centered on the indication. Both the horizontal and vertical profiles across the center of the indication are shown in the figure, however, for the experimental data the difference is not noticeable. Good agreement between the simulations and measurements was achieved by adjusting the depth in the simulations. For the four holes shown, the depths used were 0.0615 cm and 0.109 for the 0.32 cm diameter holes (holes 8 and 5 in the computed tomography image) and 0.055 and 0.105 for the 0.32 cm diameter holes (holes 7 and 4 in the computed tomography image). With the exception of the hole labeled 8 in Fig. 7(a), where a depth of 0.0615 cm was used, these depths were within the standard deviation of the computed tomography measurement. For this flat bottom hole, the thickness variation in the material above the hole results in a decrease in temperature at the center of the hole for early times. For shallow holes and early times, the simulation results are very sensitive to depth. The diameters of the circular delamination in the simulation were the values as shown in Tab. 1.

While delaminations are equivalent to flat bottom holes, the agreement between the simulations and experiment is very good. The times shown in the figure represent the early time response of both depths of holes. A significant difference between a flat bottom hole and a delamination is there is no head diffusion into the materials behind the hole surface as there is for a delamination. The good agreement may be an indication that sufficient time has not passed for significant heat flow around the flaw in the simulation.

5. CONCLUSIONS
A method for performing three dimensional simulations of the heat diffusion in a laminated composite is presented. The simulations were in good agreement with finite element method simulations of the same geometry and required one tenth of the time to compute. It was also shown that it is easy to insert realistically shaped flaws into the simulations. A comparison of the thermal response of flat bottom holes and simulations was shown to be in good agreement for early times.
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