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Abstract

In the application of CFD to turbulent reacting flows, one of the main limitations to

predictive accuracy is the chemistry model. Using a full or skeletal kinetics model may

provide good predictive ability, however, at considerable computational cost. Adding

the ability to account for the interaction between turbulence and chemistry improves

the overall fidelity of a simulation but adds to this cost. An alternative is the use

of simple models, such as the Magnussen model, which has negligible computational

overhead, but lacks general predictive ability except for cases that can be tuned to the

flow being solved.

In this paper, a technique will be described that allows the tuning of the Magnussen

model for an arbitrary fuel and flow geometry without the need to have experimental

data for that particular case. The tuning is based on comparing the results of the

Magnussen model and full finite-rate chemistry when applied to perfectly and partially

stirred reactor simulations. In addition, a modification to the Magnussen model is

proposed that allows the upper kinetic limit for the reaction rate to be set, giving

better physical agreement with full kinetic mechanisms. This procedure allows a simple

reacting model to be used in a predictive manner, and a↵ords significant savings in

computational costs for simulations.

Introduction

One of the challenges of performing simulations of reacting flows is the ability to model the
chemical source term. The direct approach of modeling a full set of kinetic equations is ex-
tremely expensive computationally. For example, the GRI-Mech-3.0 mechanism for Methane
combustion [1] consists of 53 species and 350 rate equations, which would be virtually in-
tractable for anything but the simplest of flows. Because of the complexity of these full
mechanisms, di↵erent techniques have been proposed to simplify them and thus, reduce the
computational cost. Skeletal mechanisms, reduced mechanism and ILDM methods are ex-
amples of existing techniques that reduce the work required to evaluate the chemical source
term.
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However, it is also known that due to the nonlinear nature of the governing equations
and chemical source terms for turbulent reacting flows, the source terms due to chemical
reactions are not being calculated exactly. Specifically, using the mean species concentrations
and mean temperature to calculate the mean species source term is not accurate, i.e.,
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where S
j

is the source term of the j-th species, c
i

is the molar concentration of the ith species,
T is the temperature and <> denotes the average value of the quantity inside the angled
brackets. Indeed it has been shown that the di↵erences in the mean reaction rate associated
with assuming equality in Eqn.(1) can be several orders of magnitude di↵erent from the
exact solution [2].

To address this issue, several models and numerical approaches have been developed in
order to resolve the modeling inaccuracy. Models include the Direct Quadrature Moment
Method (DQMOM) [3], the Assumed PDF [4], the Transported PDF [5] and the Linear
Eddy Model [6]. All these approaches attempt to model the e↵ect that turbulence has on
chemical reaction with varying degrees of fidelity. Unfortunately, as the modeling becomes
more sophisticated, there is a corresponding increase in the computational cost, especially
when coupled with the expense of chemical kinetics schemes.

One way to address the expense of kinetics modeling is to prescribe a simple method
of accounting for the heat release of chemistry, and modify that to address the interaction
between the turbulence and the chemistry source term. Such an approach was proposed by
Magnussen in 1976, [7] and due to the simplicity of the model, the approach has proved
very popular. However, the simplicity of the model does result in it lacking several desirable
features, namely that it needs to be tuned to the flow that it is modeling and it lacks
realizability in the modeled reaction rate.

Magnussen Model

Let us consider a chemical reaction defined by the mass fraction of fuel Y
f

, oxidizer Y
o

and
products Y

p

. The rate of fuel consumption for the Magnussen model is given by:
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where A and B are constants, r
s

is the stoichiometric ratio of fuel to oxidizer and ⌧
t

is the
turbulent time scale. The two terms, A Y
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give the rate of change of the
fuel to be proportional to the availability of fuel or oxidizer, respectively. The constant A
controls the magnitude of the rate, while the turbulent time scale in the equation models the
e↵ect of turbulence on reaction rates. As the turbulence becomes more intense, mixing of
species will become more vigorous, and so a faster reaction can be sustained. The third term,
AB Y

p

/⌧
t

(1+ r
s

) sets the rate of fuel consumption to be proportional to the concentration of
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products in the gas mixture. This term is intended to account for the e↵ect of ignition delay
and is often neglected in non-premixed reaction calculations. [8]. The final reaction rate for
the fuel is taken as the minimum of the three rate expressions and the reaction rates of the
other species, Y

o

and Y
p

are simply proportional to the fuel reaction rate.
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An illustration of the Magnussen model is shown in Fig.(1) where the reaction rate of
the product species is plotted against the mass fraction of the products for a stoichiometric
mixture of fuel and oxidizer. The first two parts of Eqn.(2) describe the part of the curve to
the right of the peak value, while the third part of the equation gives the curve to the left of
the peak. The value of Y

p

at which the peak reaction rate occurs is determined by the value
of B, where a value of 1 would give a peak value at Y

p

= 0.5. The e↵ect on the reaction rate
due to changing the value of the turbulent time scale is also shown, with the reaction rate
increasing inversely proportional to the increase in ⌧

t

. It should be noted that the shape of
the reaction rate in Fig.(1) crudely matches what one would expect if the rate of a major
product species was plotted against the concentration of that species.

The Magnussen model does have a couple of issues that limit its e↵ectivness. First, it
is not predictive. The model needs to be tuned to individual geometries, conditions and
fuels. Hence, to perform a prediction of a reacting flow, one needs to know the answer
beforehand to allow the model to be tuned to the specific case. Second, the model accounts
for the interaction of turbulence and chemistry by simply making the reaction rate inversely
proportional to the turbulence time scale. While for a certain range of time scales this is
reasonable, chemical reactions do have an upper limit for the speed of reaction. Once that
limit is reached, no matter how quickly the flow is mixed, the chemistry will not react any
faster. However, the Magnussen model does not have such a limit. As the turbulent time
scale goes to zero, the resulting reaction rate obtained from the Magnussen model approaches
infinity.

To address these issues, it is proposed that the Magnussen model be tuned against simple
canonical reaction simulations, where the use of a full chemical mechanism is tractable, and
extrapolate those results to a real flow situation. The simple canonical cases proposed are the
Perfectly Stirred Reactor (PSR) and also the Partially Stirred Reactor (PaSR). In addition,
the Magnussen model will be modified to address the issue of having no limit to the reaction
rate. The process involved in tuning the model and limiting the rate will be addressed in the
remainder of the paper. To illustrate the process, the chemical kinetics of JP7 and air will
be considered and used to tune the Magnussen model. The full JP7 chemical mechanism is
represented by a reduced mechanism of 16 species and 45 rate equations. [9]. This mechanism
is a good representative of the sort of complex hydrocarbon kinetics model used in scramjet
applications.
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Figure 1: The rate of product creation dY
p

/dt plotted against the product mass fraction Y
p

showing the e↵ect of varying turbulence time scale on the reaction rate.

PSR and PaSR

In this section, the concepts of the Perfectly Stirred Reactor (PSR) and the Partially-Stirred
Reactor (PaSR) are defined.

A chemical reactor is a simple, zero-dimensional model that is very useful for the inves-
tigation of chemical reactions. It consists of a volume, V , at pressure, P , containing a mass
mr. Into this volume, fuel and oxidizer are supplied at a fixed rate, ṁin. Inside, the fuel
and oxidizer mix instantly with the contents of the reactor and react. Finally, there is a
fixed rate of mass leaving the reactor, ṁout. If one were to consider a set of N species with
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Figure 2: Schematic of a perfectly stirred reactor.

composition �
i

, i = 1, N , a PSR can be described as:

dmr

dt
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where S
i

is the reaction source term for the i-th species and the superscripts in and out refer
to the species entering and exiting the reactor volume. For a steady state solution, d�

i

/dt
is set to zero and:

ṁin = ṁout
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i
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A sketch of the PSR is shown in Fig.(2).

For a given volume V and mass flow in and out, the residence time scale for the reactor
can be calculated:

⌧
r

=
mr

ṁin

=
mr

ṁout

. (6)

This time scale can be thought of as the amount of time the species stay in the reactor
before leaving or alternately as the ratio of the mass of fluid in the reactor to the mass of
fluid entering or exiting the reactor.

The behavior of a PSR is consistent for all chemical reactions of interest to the combustion
community. The mass contained in the reactor volume is given by ⇢V where ⇢ is the density
of the fluid. For the case of a large residence time, ⇢V is large compared to ṁin and so the
fluid in the reactor has a long time to react before it has to leave. In this case, the reactor
has a composition close to fully reacted. For the case where ⌧

r

is small, the fluid has very
little time to react before it must exit the reactor, and so the composition in the reactor is
essentially unreacted.

In Fig.(3), a PSR simulation of a stoichiometric JP7-air reaction is shown for a pressure
of 5 atmospheres and inflow temperatures of fuel and air of 750K. It can be seen that as
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expected, for large residence times the temperature of the reactor is that of a fully reacted, or
equilibrium mixture. As the residence time becomes smaller, the temperature drops slightly
before a sudden drop o↵ to fully unreacted. This is typical of most hydrocarbon-air reactions
The residence time when the mixture ceases to react is referred to as the blow-out limit.

Figure 3: The temperature of the mixture in a perfectly-stirred reactor as a function of the
residence time of the mixture.

In the description of the PSR, it should be noted that the mixing of the inflow species
with those in the reactor is instantaneous, hence the ”Perfectly Stirred” expression used in
the name. But in real life, nothing is ever perfectly mixed. There is always a level of mixing,
or a rate of mixing that is present. To reflect this, another form of reactor is considered:
The Partially-Stirred Reactor (PaSR). The PaSR is very similar to the PSR, except when
the species enter the reactor, they mix with the existing species at a specified rate. This
is quantified by the mixing time scale, ⌧

m

and is modeled as being proportional to the
turbulent time scale ⌧

t

. Because the mixing in the reactor is not complete, the composition
in the reactor is no longer homogenous. Instead it is a distribution of species at various stages
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of mixing and reaction. In essence, we have a simple model for the turbulence-chemistry
interaction phenomena. The mixing is the turbulence and the chemistry is the reaction.

To model the PaSR, we employ the Probability Density Function (PDF) method of
modeling the reactor. The N species in the reactor are represented by a joint probability
distribution of species, F , which evolves due to molecular mixing, M , chemical reaction, S
and the inflow and outflow species distributions Ḟ in and Ḟout, respectively. The evolution
of the distribution of all the scalar quantities in the reactor, F as a function of time is given
by

dF( )

dt
=

NX

i=1

d

d 
i

([M
i

( ) + S
i

( )]F( )) + Ḟ in( )� Ḟout( ) (7)

where the  
i

represents the scalar space of species i and the number of species is given by
N . In a similar way as with the PSR, if the change in the distribution of species, F with
time is zero the equation corresponds to a steady-state solution:
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d
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i
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( )]F( )) = Ḟ in( )� Ḟout( ) (8)

And just like the PSR, a residence time can be defined in the same way as shown in Eqn.(6).

To model the PaSR process, a stochastic method is employed that takes Eqn.(7) and
drives the left-hand term to zero. The distribution of species in the reactor is represented by
an ensemble of notional fluid particles, each with a composition of species and fluid properties.
At regular time intervals, �t, new particles are added to the ensemble, representing the inflow
of species, taken from the distribution F in. At the same time, an identical number of particles
are removed from the ensemble to account for the mass flow exiting the reactor. Reaction
is accomplished by reacting the composition of each notional fluid particle, and mixing is
performed via a stochastic mixing model. This process is continued until statistical steady
state is reached for the mean species compositions.

There are several di↵erent stochastic mixing models available, such as the IEM model,
[10], the Curl model [11], the modified Curl model [4] and the EMST model [12]. Theoretical
considerations concerning the relative merits of the di↵erent mixing models are discussed in
Subramaniam and Pope (1998) [12]. In this study, the Modified Curls Model was employed
[4]. This is a particle interaction model based on the original Curl model [11]. In this model,
a pair of particles, �p and �q are randomly selected from the ensemble, and over a time
period �t their compositions are changed by:

�p(t+ �t) = �p(t) +
1

2
r(�q(t)� �p(t))

�q(t+ �t) = �q(t) +
1

2
r(�p(t)� �q(t)) (9)

where �p(t) represents the composition of particle p at time t and r is a random number
with a uniform distribution in the interval (0,1). In this case, however, the time step �t is
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Figure 4: Schematic of a partially-stirred reactor.

a function of the turbulent time scale, ⌧
t

and the number of particles in the ensemble, N
p

,
and is given by:

�t =
⌧
t

3N
p

(10)

Thus, for a given time step, Eqn.(10) will give the number of particles that need to be mixed.

In the operation of the PSR and the PaSR models, the particles are initialized with fully
mixed and reacted particles. The particles that are to be input into the reactor each time
step are given a suitable composition corresponding to either fuel or air in stoichiometric
proportion.

The overall time step used is based on the number of particles that are selected to be
input, however, the mixing and reaction steps are often run at a smaller time step for several
subiterations to ensure certain numerical constraints, such as the time step required for the
mixing model. For each run, the code keeps iterating until the mean scalar quantities in the
reactor have converged to a statistically constant value. To reduce the number of particles
required for a certain level of statistical scatter, the mean scalar quantities are evaluated
using a time-averaging technique [2] to reduce the amount of scatter in the results. Full
details of this model are given in [13], however, the relevant part for this discussion is that
the turbulent mixing is controlled by an inverse time scale proportional to ✏/k. A diagram
of the process is shown in Fig.(4).

Like the PSR, the behavior of the PaSR is a function of the residence time. A large
residence time gives a fully reacted composition in the reactor while a short residence time
results in blow-out. However, there is also the mixing time scale to consider. For a given
residence time, the mixing time will alter the composition. A small mixing time (fast mixing)
will give results similar to the PSR, but a slow mixing time will push the composition toward
blowout. Fig.(5) shows the same simulation conditions of the PSR performed with a PaSR
model.

It is instructive to show the PaSR results for a series of fixed ratios between the residence
time of the reactor and the turbulence time scale. This ratio is a form of Dahmkolar number
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Figure 5: The temperature of the reactor mixture plotted as a function of residence time.
The e↵ect of varying the ratio of residence time to turbulence time is shown.

and is defined as:
Da = ⌧

r

/⌧
m

(11)

Several interesting results are shown in the PaSR simulation. First, the maximum tem-
perature of the reaction is a function of Da. As Da gets large, it approaches the PSR result.
But lower values of Da give lower temperatures until the point occurs where no reaction is
sustained. This is probably one of the better illustrations of the importance of accounting
for the interaction of turbulence and chemistry. If a Da was obtained for all the cells in a
simulation, and the number was always above 20, a laminar chemistry approximation would
be reasonable. But if a significant percentage of the cells were at lower numbers, the results
would be suspect.

The other interesting observation is that all the di↵erent Da curves are similar in shape
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and all drop to zero by a similar residence time. This is due to the kinetic models having
a maximum reaction rate, or thought of another way, there is a reaction time scale that
reactions cannot drop below.

While the PSR and PaSR are useful and interesting tools in the study of reactions, they
do have a more immediate connection to the issues of combustion modeling. Consider the
description of the PSR: species enter a volume, mix perfectly, react and exit. This is exactly
the same description as a single computational cell in a steady-state, finite-volume CFD
simulation. In other words, the PSR is an exact model of what goes on in an individual
CFD cell. Likewise, the PaSR is an exact description of what occurs in a single cell of
an Eulerian scalar PDF simulation coupled with a finite-volume flow solver. Thus, it is
reasonable to suggest that if a simple kinetics model used in a reactor gives similar results
to that of a full kinetics scheme applied in a reactor, then the simple model will also give
similar results in a full CFD simulation. Using this premise, the Magnussen model, if tuned
to a finite rate mechanism in a reactor model, will give equivalent results in a full CFD
simulation.

Tuning

The first question to be addressed is which reactor model should be used to tune the Mag-
nussen model. Because the Magnussen model has a mixing model built into it, a simple
comparison to the PSR cannot be made. And running the Magnussen model in the PaSR
model would not work as the mixing model in the reactor would conflict with the built in
mixing term in the Magnussen model. Thus, the best option is to compare the results of the
Magnussen model used in the PSR with the finite rate results from the PaSR. In both cases,
the simulations will be run with identical values of Da and the results compared.

The first part of the tuning process was to select a set of appropriate inflow fuel and air
properties in addition to a representative pressure for the reacting region. Using the same
values as the full mechanism in the previous section, fuel and air in stoichiometric proportions
are chosen with a temperature of 750K and a pressure of 5 atmospheres. These conditions
may be considered as typical of those in a scramjet combustor. Note that for high-speed
flows, the air temperature is taken as a typical temperature in the region where combustion
takes place, not necceserily the inlet air temperature. Using these initial conditions, PSR
and PaSR simulations were performed using the finite rate mechanism and the results were
shown earlier in Fig.(3) and (5).

The next stage of the tuning process is to create the thermal properties for the Magnussen
synthetic species, fuel, oxidizer and product. The fuel and the oxidizer are simply the
properties of the respective species, while the product is a mixture of H2O and CO2 in
equal molar proportions. The mixture-averaged value for the specific heat of the product is
obtained by

Cpmix =
NsX

k=1

Cp
k

X
k

(12)
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where X
k

is the molar fraction of species k.

One other item needs to be considered. Because a full mechanism will contain minor
species, the fully burnt temperature of the finite rate mechanism will be generally a couple
of hundred degrees lower than the fully burnt Magnussen temperature. To account for this,
the thermal properties of the product species are adjusted so the resulting fully burnt peak
temperature is the same as the finite rate temperature. The thermal properties are given by
the 7-constant polynomials of Gordon and McBride [14],

Cp
k

RT
= a1

k

+ a2
k

T + a3
k

T 2 + a4
k

T 3 + a5
k

T 4 (13)
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where Cp is the constant-pressure specific heat, H is the enthalpy and S is the entropy of
species k. The universal gas constant is represented by R and T is the temperature.

The equilibrium temperature of the two mechanisms can be compared and the ratio
between them can be given as X,

Tmag

eq

= XT full

eq

(16)

then the constants a1, a2, etc. are adjusted as follows:
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k
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k

/X
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k

+ a1
k

log
e

(X) (17)

This process is somewhat crude and is a subject of further work. Also, note that this
method of adjusting the thermal properties of the product species does not account for the
change in mean molecular weight due to the presence of minor species in the full kinetic
mechanism. Again this is an area that could be improved upon with further work.

Using the scaled thermal properties for the product species, the results of the reactor
simulation are shown in Fig.(6) using Magnussen constants of A = 0.5 and B = 0.0 that
were obtained from an un-tuned simulation. Comparing the results to those of the finite
rate simulation in Fig.(5), there are several obvious di↵erences. First, the Magnussen model
curves show no drop o↵, or blow out. This is an artifact of the model having a reaction rate
dependant linearly on the inverse turbulent time scale. Thus, as observed earlier, there is no

11 of 16



Figure 6: The temperature of a reactor mixture plotted against residence time for the Mag-
nussen model using values tuned against an existing flow solution.

upper limit to the reaction rate. The second di↵erence is that, while the high levels of Da
match for high residence times, the lower values do not match.

The issue of mismatched values for the di↵erent Da curves can be resolved by adjusting
the Magnussen model constants. The e↵ect of the A constant is to adjust the temperature
spacing between the di↵erent Da numbers, while the B constant determines what value of
Da will not support burning. The A constant was adjusted first to set the spacing between
the higher values of Da and then the B value was adjusted to ensure the lower values were
in the correct location. This resulted in values of A = 1.7 and B = 1.2. The reactor result
for the adjusted A and B constants is shown in Fig.(7). It is clear that the results agree
quite well with the results of the finite rate PaSR simulation (See Fig.( 5)) for the fully burnt
parts of the plot.
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Figure 7: The temperature of a reactor mixture plotted against the residence time showing
the e↵ect of adjusting the A constant to fit the finite-rate results.

To address the issue of no blow-out, the Magnussen model is modified to include a limit
to the mixing time scale. Essentially the value of ⌧

t

is not permitted to drop below a certain
value, ⌧

min

. This value can be set via trial and error, but is generally similar in magnitude
to the residence time where reaction ceases to occur. In this case, ⌧

t

= 5.0e�05. The results
of the reactor simulation using both the tuned A and B constants as well as the turbulent
time scale limit are shown in Fig.(8). The results show that the new constants give a good
representation of the finite rate PaSR results, and the Magnussen model can be considered
tuned for this set of conditions.
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Figure 8: The temperature of a reactor mixture plotted against the residence time showing
the e↵ect of adding a turbulence time scale limit to the equation.

Summary and Future Work

In this paper, a method has been proposed that would allow a modified version of the
Magnussen model to be employed in a more predictive manner than before. Using simple
reacting flow simulations of perfectly and partially stirred reactors, the Magnussen model
can be tuned to behave much like the full mechanism. However, this tuning process comes
with several caveats:

1/ The tuning process described is developed for subsonic reacting flows. While careful
choice of initial conditions will allow this to work with supersonic flows, the presence of
shocks and expansions in the reacting flow region may result in poor performance. An
extended model, with the Magnussen constants as a function of velocity is one option if this
issue needs to be addressed.
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2/ The e↵ect of minor species in the full mechanism was compensated for by adjusting
the product thermal properties. However, no attempt was made to adjust for the change in
mean molecular weight due to dissociation. This may be important.

3/ The tuning of the A and B constants is done via a trial and error process. A more
rigorous process should be looked into.

4/ While the methodology of tuning the Magnussen model has been described, no exam-
ples have been presented. This will be addressed in the future.

The goal of this paper was to develop a method of making the Magnussen model more
predictive and the process described gives a logical approach to that. In addition, the
method provides a useful tool to investigate a reacting flow to see if the assumption of
laminar chemistry (no turbulence-chemistry interaction) is valid.
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