Investigation of Non-equilibrium Radiation for Earth Entry
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For Earth re-entry at velocities between 8 and 11.5 km/s, the accuracy of NASA’s computational fluid dynamic and radiative simulations of non-equilibrium shock layer radiation is assessed through comparisons with measurements. These measurements were obtained in the NASA Ames Research Center’s Electric Arc Shock Tube (EAST) facility. The experiments were aimed at measuring the spatially and spectrally resolved radiance at relevant entry conditions for both an approximate Earth atmosphere (79% N₂ : 21% O₂ by mole) as well as a more accurate composition featuring the trace species Ar and CO₂ (78.08% N₂ : 20.95% O₂ : 0.04% CO₂ : 0.93% Ar by mole). The experiments were configured to target a wide range of conditions, of which shots from 8 to 11.5 km/s at 0.2 Torr (26.7 Pa) are examined in this paper. The non-equilibrium component was chosen to be the focus of this study as it can account for a significant percentage of the emitted radiation for Earth re-entry, and more importantly, non-equilibrium has traditionally been assigned a large uncertainty for vehicle design. The main goals of this study are to present the shock tube data in the form of a non-equilibrium metric, evaluate the level of agreement between the experiment and simulations, identify key discrepancies and to examine critical aspects of modeling non-equilibrium radiating flows. Radiance profiles integrated over discreet wavelength regions, ranging from the Vacuum Ultra Violet (VUV) through to the Near Infra-Red (NIR), were compared in order to maximize both the spectral coverage and the number of experiments that could be used in the analysis. A previously defined non-equilibrium metric has been used to allow comparisons with several shots and reveal trends in the data. Overall, LAURA/HARA is shown to under-predict EAST by as much as 40% and over-predict by as much as 12% depending on the shock speed. DPLR/NEQAIR is shown to under-predict EAST by as much as 50% and over-predict by as much as 20% depending on the shock speed. The one standard deviation scatter in the EAST results was calculated to be 31%. An estimate for the upper bound of the absolute error in wall-directed heat flux was calculated. Below 9 km/s, where the relative difference is large, the absolute error in radiative heat flux due to non-equilibrium models is estimated to be less than 1 W/cm². At the highest shock speed of 11 km/s, the error in non-equilibrium is estimated to be less than 20 W/cm².

I. Introduction

FUTURE Earth re-entry missions involving larger vehicles and higher entry velocities than previously encountered motivate the improved understanding of radiative heating and associated uncertainties. An example of such a mission is the next MPCV Orion flight, EM-1, which will undertake a Lunar return trajectory where radiation will be a significant source of heating. Understanding these uncertainties may influence
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future margin policies, and hence the thermal protection system (TPS) material selection and thickness. A recent example of an attempt to better validate aerothermal calculations for flight is Exploration Flight Test 1 (EFT-1). EFT-1 entered Earth’s atmosphere from a highly elliptical earth orbit in December of 2014. The heat shield of EFT-1 was instrumented for the purposes of trajectory reconstruction and aerothermal model validation (including radiometers). At the velocity EFT-1 entered, radiative heating did not have a significant impact on either the total peak heat flux or heat load, but was significant enough to influence entry heating reconstruction. Since it is rare to have flight data available for verification and validation of the models implemented in computational tools, a detailed analysis to assess the level of agreement with state of the art simulations is warranted. Due to the trajectory flown by EFT-1, a significant portion of the radiative heat flux occurred at lower pressures and, as such, there was a large portion of non-equilibrium gas in the shock layer. Therefore, the present analysis attempts to provide insight into the accuracy of theoretical models in non-equilibrium by evaluating the level of agreement between flowfield/radiation simulations and data provided by EAST experiments.

Using shock tube data to validate non-equilibrium conditions should only be attempted if the characterization of equilibrium radiance is already well understood. Previous publications have focused on providing an extensive comparison between simulations and measurements of equilibrium radiation obtained in the EAST facility. In the previous studies, the integrated value of equilibrium radiance was compared across several spectral regions as a function of velocity. Equilibrium becomes the dominant component of the radiation as velocity, free-stream density and shock stand-off distance increase. Results showed excellent agreement between HARA, NEQAIR and EAST data for the UV through IR spectral regions; however, discrepancies were identified in the VUV. As a result of this analysis, a parametric uncertainty for Earth re-entry above 10 km/s was evaluated to be [9.0%, -6.3%] ± 17%. For conditions below 10 km/s, it was concluded that the flow did not reach a sufficient level of equilibrium, and this was demonstrated via measurements of electron density in the “steady state” region of the flow in EAST being substantially larger than equilibrium predictions. The best current theory for this larger than equilibrium electron number density in the “equilibrium”, or steady state, region is due to the effect the deceleration of the shock has on the state of the gas. Since the shock deceleration is more prominent in the flow further behind the shock front, the assumption utilized in this work is that the gas directly behind the shock, i.e., the non-equilibrium region, is relatively unaffected.

II. Description of the EAST Facility

The EAST facility at NASA Ames Research Center was developed to simulate high-enthalpy, “real gas” phenomena encountered by hypersonic vehicles entering planetary atmospheres. Experiments are performed to match flow parameters relevant to flight, such as velocity, static pressure, and atmospheric composition. The shock-heated test gas in the tube simulates conditions behind the bow shock of a re-entry vehicle. EAST has the capability of producing super-orbital shock speeds using an electric arc driver with a driven tube diameter of 10.16 cm. The region of valid test gas is located between the shock front and the contact surface that separates the driver and driven gases. The test duration is defined as the axial distance between these two points divided by the local shock velocity. The characteristics of the EAST arc driver result in test durations of approximately 4 - 10 μs. Though short, this test duration is often sufficient to capture the peak non-equilibrium shock radiation and the decay to equilibrium conditions. When the shocked gas arrives at the location of the test section in the tube, spectrometers attached to Charge Coupled Devices (CCDs) are gated, and the spectral and spatial emission of the gas are analyzed. EAST utilizes four spectrometers per shot, each associated with four different wavelength ranges. These cameras are referred to as: VUV (∼ 120 – 215 nm), UV/Vis (∼ 190 nm – 500 nm), Vis/NIR (∼ 480 nm – 900 nm), and IR (∼ 700 nm – 1650 nm).

III. Description of Simulation Tools

The non-equilibrium radiance results presented in this paper have been calculated from flowfield and radiation simulations, using two sets of codes, LAURA/HARA and DPLR/NEQAIR. This section will briefly detail the codes and some updates to the radiation codes relevant to this work. It is likely that further updates to all of these codes (LAURA, HARA, DPLR and NEQAIR) will be motivated by the comparisons within this work and to the EFT-1 flight data.
III.A. LAURA

The Langley Aerothermodynamic Upwind Relaxation Algorithm (LAURA) is a structured grid flow solver, specialized for hypersonic re-entry physics, utilizing state-of-the-art algorithms for CFD simulations.\(^7,^8\) Fluxes are computed using Roe’s averaging\(^9\) and Yee’s Symmetric Total Variation Diminishing (STVD)\(^10\) formulation in order to obtain higher order accuracy.

III.B. HARA

The High-temperature Aerothermodynamic RAdiation (HARA) model applied in the present study is discussed in detail by Johnston et al.\(^11,^12\) A line-by-line approach is used for atoms and optically thick molecules, while a smeared band model is used for optically thin molecules. HARA is based on a set of atomic levels and lines from the National Institute of Standards and Technology (NIST)\(^13\) and Opacity Project databases.\(^14\) The atomic bound-free model is composed of cross sections from the Opacity project’s online TOPbase,\(^15\) which were curve fit by Johnston.\(^11\) An update to the NO non-Boltzmann model in HARA has also been developed, as discussed in Johnston et al,\(^16\) where non-Boltzmann rates were tuned to match EAST shock tube data from Ref. 2. This update to the NO non-Boltzmann model is not included in any of the HARA calculations presented in this paper unless it is specifically stated, see section V.B.

III.C. DPLR

Dplr\(^17–19\) uses a finite-volume discretization to solve the reacting Navier-Stokes equations for fluids in thermochemical non-equilibrium on structured grids. While the software was originally designed for steady-state aerothermodynamic analysis of planetary entry vehicles, DPLR has evolved over the years to include a broad spectrum of numerical and physical models that enable it to accurately simulate most compressible flows. Additional details on DPLR’s capabilities can be found in the references 17–19. The version of DPLR used in this work is the pre-release of v4.03.2. The new feature of this version relevant to this paper is the option allowing for the equivalence of vibration and electron/electronic energy, i.e. \(T_v = T_e\). This paper provides a preliminary validation of the results provided by this updated energy coupling in DPLR.

III.D. NEQAIR

Non-EQuilibrium AIr Radiation (NEQAIR) is a line-by-line radiation code which computes spontaneous emission, absorption and stimulated emission due to transitions between various energy states of chemical species along a line-of-sight.\(^20\) Individual electronic transitions are considered for atoms and molecules, with the molecular band systems being resolved for each rovibronic line. Since the report of Whiting et al.,\(^20\) numerous updates have been incorporated into NEQAIR, such as: using the latest version of the NIST atomic database (version 5.0)\(^21\) using the bound-free cross sections from TOPbase,\(^15\) incorporating the CO\(_2\) database from CDSD-4000,\(^22\) parallelization and improvements to the mechanics of QSS. The current release version of NEQAIR is known as v14.0.\(^23\) The calculations in this paper use what will become the next release of NEQAIR, v15.0. This is due to NEQAIR v14.0 not including non-Boltzmann rates for states responsible for emission from N\(_2\) 2nd Positive, N\(_2\) Birge-Hopfield 1 and high lying atomic lines. Prior to recent updates, recent versions of NEQAIR would subsequently treat these state populations as Boltzmann, resulting in large over-predictions of these bands and lines. A preliminary non-Boltzmann model was therefore introduced for the C\(^{3}\Pi\) state for N\(_2\) 2nd Positive, while the states responsible for N\(_2\) Birge-Hopfield 1 and atomic lines not included in non-Boltzmann were set to be in Boltzmann equilibrium (at \(T_e\)) with a state with the closest energy or orbital structure that is included in the non-Boltzmann model. These errors had been overlooked in previous studies since N\(_2\) has not been a major contributor to radiative heating at lunar or hyperbolic return conditions. The electronic excitation rates for N atoms in NEQAIR have been updated to those of Huo.\(^24\) This paper will show comparisons with the rates of Huo,\(^24\) and the rates of Park\(^20\) as implemented in v14.0.
IV. Methodology

IV.A. CFD Simulations

A two-dimensional grid of a 3 m sphere with 803 grid points on the stagnation line was used in the DPLR solutions, while a 2.5 m sphere with 256 points was used in the LAURA solutions. Both simulations used an 11-species (N₂, O₂, NO, NO⁺, N₂⁺, O₂⁺, N, O, N⁺, O⁺, e⁻) gas model in the computations. In addition to chemical nonequilibrium, the flow field was assumed to be in thermal nonequilibrium as well. Consequently, a two-temperature (T-Tᵥ) model was used. In the two-temperature model employed, the translational and rotational modes of the molecules are assumed to be in equilibrium (T=Tᵥ=Τₑ), and are distinct from the vibrational and electronic modes of the molecules and the temperature of the free electrons (Tᵥ=Tᵥib=Tᵥel−Tₑ⁻).

IV.B. Non-equilibrium Metrics

Insights into the agreement between simulations and experimental results have been made possible by analyzing integrated equilibrium spectra across a wide range of conditions and conducting detailed comparisons of the resulting trends.² ³ For non-equilibrium flows, however, it is not immediately clear that one parameter can describe the level of non-equilibrium intensity observed in several shots over a large range of conditions. This is because the temporal intensity changes significantly with the shock as a result of the underlying change in the physics. The benefits and drawbacks of three proposed methods for determining a parameter that highlights either the relative significance of the non-equilibrium radiative intensity or the absolute intensity emitted in the non-equilibrium region was previously analyzed.² ³ The goal of such a parameter is to enable the comparison of several simulations and experimental results while still maintaining a physically relevant meaning. Of these three methods, the absolute non-equilibrium metric is used in this work. This metric is computed by integrating the radiance within 2 cm of either side of the shock front, as shown by the red lines in Fig. 1, and is normalized by the shock tube diameter. Computing the metric in this manner has been suggested as a more robust way to conduct a comparison as opposed to using the peak intensity, since the comparisons are then not bound to experimental resolution limitations such as gate opening times and spatial smearing due to shock movement. Under optically thin conditions, this integral will represent the radiance as observed parallel to the direction of the shock. Under optically thick conditions, however, this integral is not physically meaningful and is simply a way of comparing data corresponding to a given optical path-length/shock tube diameter.

Figure 1. Examples of the “Absolute Metric” used in this work: Integrating the intensity from 2 cm before the shock peak until 2 cm after the shock peak.
IV.C. Influence of Reaction Rates

Three different reaction rate sets used to simulate the non-equilibrium chemistry in the shocked flow have been examined in this analysis. The three chemical mechanisms include; the rates defined in Park 1990\textsuperscript{26} and Park 1993,\textsuperscript{27} as well as the rates included with the simulation tool LAURA.\textsuperscript{28,29} In the following discussion, these models are referred to as the Park 90, Park 93, and LAURA reaction rate models. While the LAURA reaction rate set does utilize some of the heritage rates from Park, more recent rates from a range of sources are also incorporated.

The main difference between Park 90 and Park 93, is that in Park 90, the electron impact ionization (N + e ↔ N\textsuperscript{+} + 2e) pre-exponential co-efficient is a factor of 10 higher (with the corrected rate used in Park 93). Furthermore, Park 90 does not contain the nitrogen electron exchange reaction: N\textsuperscript{+} + N\textsubscript{2} ↔ N\textsuperscript{2+} + N. Since the forward rate for the electron impact is a factor of 10 higher and does not contain one of the most efficient pathways for N\textsuperscript{2+} to regain an electron through the electron exchange reaction, a non-physical non-equilibrium level of electrons is created, as shown in Fig. 2(b). Figure 2(b) shows that the electron number density calculated with Park 90 is approximately 3 times higher than Park 93, and approximately 5 times higher than LAURA. This increased level of electrons causes the radiation calculation to provide excessive predictions. As such, comparisons between Park 90 simulations and EAST are shown, but more detail analyses computing the weighted radiance and the final overall summation of the differences between the simulations and EAST are not shown.

The differences between Park 90 and the chemistry used in LAURA are detailed in Table 1. It is hard to identify the effects of any one of these individual changes; however, the net result can be seen in Fig. 2. Figure 2(a) shows that the translational temperature calculated by LAURA initially decays faster, then begins to relax slower than either of the Park models. The peak vibrational temperature calculated by LAURA is similar in magnitude to Park 90, both of which are slightly higher than that calculated with Park 93. The relaxation of the vibrational temperature in LAURA is significantly slower than both Park models. Figure 2(b) shows that the level of non-equilibrium overshoot in N, N\textsuperscript{+} and e\textsuperscript{-} is significantly less than in the Park models. This is not the case for N\textsuperscript{2+} and NO which both in Fig. 2(c) show larger concentrations in the relaxation region.

\begin{table}[h]
\centering
\begin{tabular}{lll}
\hline
Rate & Comment & Reference \\
\hline
NO + M \leftrightarrow N + O + M & Adjusted by Johnston to match EAST CO\textsubscript{2}/N\textsubscript{2} data & Johnston et al.\textsuperscript{16} \\
N\textsubscript{2} + e \leftrightarrow N + N + e & Updated rate for electron dissociated impact & Bourdon et al.\textsuperscript{30} \\
O\textsubscript{2} + e \leftrightarrow O\textsuperscript{+} + e + e & Updated rate & Teulet et al.\textsuperscript{31} \\
N\textsubscript{2} + O \leftrightarrow NO + N & Updated rate & Fujita et al.\textsuperscript{32} \\
O\textsubscript{2} + N \leftrightarrow NO + O & Updated rate & Bose and Candler\textsuperscript{33} \\
\hline
\end{tabular}
\caption{Differences between Park 90 and LAURA Chemistry}
\end{table}
Figure 2. Flowfield comparison between different CFD solutions at 9 km/s and 0.2 Torr.
IV.D. Wavelength Regions Analyzed

The wavelength regions used in this analysis are picked to maximize the spectral coverage of the EAST data, see Table 2. The experimental results used in this study focus on EAST test campaigns 50\textsuperscript{2,34} and 57 (this work). The radiation from these spectral regions is approximately 80 – 90% of the total radiative heat flux emitted. Regions containing a significant amount of carbon contamination, such as the 153 – 170 nm spectral region, have not been included in the analysis. While the 1445 – 1630 nm spectral range was measured in these tests, it contributes a negligible amount of total radiative heat flux in the cases considered here ( <0.1%), and is therefore excluded from the analysis. The percentage of the total radiation emitted as calculated by HARA from each of these wavelength regions based on the absolute non-equilibrium metric is shown in Fig. 3. The figure shows that at lower speeds (< 9.5 km/s) the radiance is dominated by molecular radiation emitted in the UV (178 – 210 nm, 210 – 328 nm, 328 – 496 nm), while at the higher speeds (> 9.5 km/s) the radiation is dominated by atomic radiation emitted in the VUV (117 – 153 nm) and the Visible to IR (496 – 888 nm, 888 – 1445 nm).

Table 2. Wavelength ranges used in analysis

<table>
<thead>
<tr>
<th>Spectral Range</th>
<th>EAST Camera</th>
<th>Dominant Radiators</th>
</tr>
</thead>
<tbody>
<tr>
<td>117 – 153 nm for V ≥ 9 km/s</td>
<td>VUV</td>
<td>N, O</td>
</tr>
<tr>
<td>123 – 153 nm for V &lt; 9 km/s</td>
<td>VUV</td>
<td>N, O</td>
</tr>
<tr>
<td>170 – 178 nm</td>
<td>VUV</td>
<td>N</td>
</tr>
<tr>
<td>178 – 210 nm</td>
<td>VUV/UV</td>
<td>NO</td>
</tr>
<tr>
<td>210 – 328 nm</td>
<td>UV</td>
<td>N\textsubscript{2}, N\textsuperscript{+}, N</td>
</tr>
<tr>
<td>328 – 496 nm</td>
<td>UV</td>
<td>N\textsuperscript{2}, N, N\textsubscript{2}</td>
</tr>
<tr>
<td>496 – 888 nm</td>
<td>Vis/NIR</td>
<td>N, O, N\textsubscript{2}</td>
</tr>
<tr>
<td>888 – 1445 nm</td>
<td>IR</td>
<td>N, O</td>
</tr>
</tbody>
</table>

Figure 3. Percentage of radiance emitted from various spectral regions as calculated by HARA.


V. Results

V.A. Simulations vs EAST

Using data from EAST tests 50 and 57, the absolute non-equilibrium metric is computed for the spectral regions listed in Table 2 and shown as a function of shock velocity in Figs. 4 – 7, with lines of best fit created. The same methodology was applied to results from LAURA/HARA and DPLR/NEQAIR simulations. The results from this analysis are displayed in the same way for each spectral region as shown in Figs. 4 – 7. The first and second figures in each set show the absolute non-equilibrium metric comparisons between EAST and the simulations on both linear and log scales. The third plot shows the scatter of the EAST data around the line of best fit. The standard deviation of the scatter is calculated and is used to estimate the uncertainty in the level of agreement between the EAST data and simulations. The standard deviation is shown in the figures as error bars on the line of best fit through the EAST data. Summing the standard deviation over all spectral regions, weighted by the relative radiance measure in EAST for that specific region vs the total radiance measured, provides an indication of the scatter in the EAST data for non-equilibrium. This calculation resulted in a one standard deviation scatter of 31%. Finally, the weighted discrepancy for each spectral range is shown. The “Simulation - EAST Discrepancy” line represents the difference between either the LAURA/HARA or DPLR/NEQAIR simulations and the line of best fit through the experimental data divided by the simulation result. The “Radiance Weighting” line represents the contribution of that individual spectral region as a percentage of the total radiance emitted. The final result for each wavelength region is the “Weighted Discrepancy” line which is the relative difference between the simulation and experiment multiplied by the percentage of contribution for that individual spectral region compared to the total radiance emitted, i.e. the “Simulation - EAST Discrepancy” line multiplied by the “Radiance Weighting” line.

Multiple scenarios are investigated when comparing the experimental results to the computed data; LAURA/HARA, LAURA/NEQAIR and DPLR/NEQAIR. The DPLR/NEQAIR simulations also have results from different chemistries, Park 90 and Park 93, and different electron impact Nitrogen excitation rates from either Huo24 (listed as “Huo N” in all figures) or Park20 (listed as “Park N” in all figures). HARA uses electronic impact excitation rates for nitrogen compiled by Johnston et al.11,12 which include rates by Frost.35 These combinations of calculations will help deduce whether differences between simulations and experiment are due to flowfield issues (e.g. reaction rates, vibration-electron energy relaxation) or radiation modeling issues (non-Boltzmann modeling, spectral databases, excitation rates).

Radiance from atomic nitrogen and oxygen dominate the VUV spectral region, save for at lower shock speeds where trace amounts of N2 and NO contribute. Figure 4 shows that there is generally a significant under-prediction for all models and shock speeds. LAURA/HARA under-predicts by as much as 150% around 9 km/s, with an improving level of agreement with increasing shock speed, plateauing at approximately -80% from 10 km/s and above. The DPLR/NEQAIR solutions show a similar plateau level at the higher shock speeds, but very different results for lower shock speeds. Given the substantial difference between the two DPLR/NEQAIR simulations and the differences between LAURA/HARA and LAURA/NEQAIR it is clear that these solutions are very sensitive to the flowfield, the electronic impact excitation rates, and the non-Boltzmann modeling. The weighted difference between EAST and all models is within 12% at 9 km/s and increasing to an under-prediction of approximately 32% for the higher shock speeds. The reason for the increase is predominantly due to the increasing contribution from the VUV to the total radiance as velocity increases. This under-prediction in the VUV should be the focus of future experiments and model validation/improvements.

In the UV spectral region, 328 to 496 nm, N2+ first negative dominates, with small amounts of atomic and molecular nitrogen depending on the shock speed. There is a significant under-prediction of approximately 30% to 50% at 9 km/s, see Fig. 5. The level of agreement between EAST and LAURA/HARA monotonically improves with shock speed until approximately 10 km/s, after which there is excellent agreement with experiment (within 6%). This is likely due to the flow being closer to equilibrium at higher shock speeds when the flow will equilibrate within 2 cm. Conversely, the DPLR/NEQAIR solutions show an over-prediction of approximately 20%. Due to the region being dominated by N2+ first negative, there is no significant dependence on the choice of electron impact excitation rate. Furthermore, as the LAURA/HARA and LAURA/NEQAIR solutions give quite different answers, it can be established that in this wavelength range the non-Boltzmann modeling of N2 2nd Positive in the radiation code is the most sensitive parameter. Even though the LAURA/NEQAIR results show an over-prediction between 8.5 and 10 km/s, both LAURA/HARA
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and DPLR/NEQAIR show excellent level of agreement for the UV spectral region. The Vis/NIR spectral region of 496 to 888 nm is dominated by atomic oxygen and nitrogen, as well as N\textsubscript{2} (in particular the 1st Positive transition) for the lower shock speed range. Figure 6 shows that for shock speeds from 8 to approximately 9.5 km/s, there is a substantial difference between all the models. This suggests that the results are sensitive to the electron impact excitation rates, the radiation model for N\textsubscript{2} 1st Positive, and the flowfield generated by CFD. The level of agreement with LAURA/HARA and DPLR/NEQAIR with the electron impact excitation rates of Park\textsuperscript{20} is very good compared to EAST. However, when NEQAIR is run with the electron impact excitation rates of Huo\textsuperscript{24} there is a significant under-prediction of the EAST results at lower speed, by as much as 310%.

The IR spectral region of 888 to 1445 nm is dominated by atomic oxygen and nitrogen. Figure 7 shows that all models over-predict the EAST result from 8 to 9 km/s, this is particularly true for the DPLR/NEQAIR calculations with either Park 90 and Huo\textsuperscript{24} excitation rates or Park 93 and Park\textsuperscript{20} excitation rates. All other models agree within approximately 25%. However, it should be noted that there is significant scatter in both the experimental data and the simulations at these lower speed conditions. Due to the differences in the simulations, as shown in Fig. 7, it can be concluded that the radianc is very sensitive to the choice of electron impact excitation rates. The maximum discrepancy of -200% occurs at 9.5 km/s with higher velocities showing improved agreement. This largest discrepancy is potentially due to the lack of EAST data around 9.5 km/s, and therefore may be a function of an ill-formed fit. Although this peak discrepancy is very high, it occurs at a shock speed where the radiation is relatively low in this wavelength range, see 7(a). For higher speeds, all models agree within approximately 50%.

From the comparisons between DPLR/NEQAIR and EAST, the results indicate that better agreement is achieved with the electron impact excitation rates of Park\textsuperscript{20} for the VUV through to Vis/NIR spectral regions, while the rates of Huo\textsuperscript{24} provide better agreement in the IR. The rates of Huo\textsuperscript{24} should be of higher fidelity as they are based on ab initio calculations, so its unlikely that the rates of Park\textsuperscript{20} would be more accurate for states contributing to the emission in the VUV through Red. As such, the poor level of agreement obtained with the Huo\textsuperscript{24} excitation rates may be due to the way the different energy levels are grouped together in NEQAIR's non-Boltzmann formulation or might be due to the fact that many aspects of the radiation model have been tuned to match specific experiments or flight data while using the excitation rates of Park.
Figure 4. Comparison of EAST, NEQAIR and HARA for the 117 to 153 nm spectral region using the absolute non-equilibrium metric.
Figure 5. Comparison of EAST, NEQAIR and HARA for the 328 to 496 nm spectral region using the absolute non-equilibrium metric.
Figure 6. Comparison of EAST, NEQAIR and HARA for the 496 to 888 nm spectral region using the absolute non-equilibrium metric.
Figure 7. Comparison of EAST, NEQAIR and HARA for the 888 to 1445 nm spectral region using the absolute non-equilibrium metric.
V.B. NO Non-Boltzmann Update

The 178 to 210 nm spectral range, as shown in Fig. 8, is dominated by emission from NO. Due to the over-prediction between HARA and EAST, the NO model in HARA has been updated by Johnston et al.\textsuperscript{16} where the non-Boltzmann rates were tuned to match EAST data from Ref. 2. There is a significant level of scatter in the shots for this wavelength region with the one sigma standard deviation equal to 40%. Even though the NO rates were not specifically tuned to all of the experiments presented in this figure, the updated HARA results are within EAST’s one sigma standard deviation error bars. Figure 8 also shows that there is a significant under-prediction of this spectral region by NeQAIR from 8 to 10.5 km/s. Above 10.5 km/s, atomic nitrogen becomes the dominate radiator, and consequently, improved agreement is observed between NeQAIR and EAST. Due to the large scatter in both the shock tube results and the simulations, further experiments and analysis of the NO non-Boltzmann rates are warranted.

![Graph](image)

(a) HARA, NeQAIR and EAST Comparisons
(b) Updated NO rates Comparison with EAST

Figure 8. Comparison of EAST, NeQAIR and HARA for the 178 to 210 nm spectral region using the absolute non-equilibrium metric.

V.C. Overall Summation

In summary, Fig. 9 shows the weighted differences between Laura/HARA and DPLR/NeQAIR simulation results and experimental data for all wavelength regions investigated. At the slowest shock speed conditions, the differences between EAST and Laura/HARA is within ±10% for all spectral regions. For the calculations with DPLR/NeQAIR, the discrepancy at lower speed is dominated by two spectral regions, the VUV (178 to 210 nm) and IR (888 to 1445 nm). However, as the VUV is under-predicted and the IR is over-predicted, these differences counteract each other. For the higher speed conditions, the deep VUV spectral region (117 to 153 nm) dominates the differences in all comparisons.

Figure 10(a) shows the summation of these curves, which provide the final overall difference for the simulations compared to EAST. It should be noted again that for these low speed conditions there is no data for the deepest VUV spectral region between 117 and 123 nm. This range is relatively insignificant in terms of radiance at low speed. For the lowest shock speed conditions, less than 9 km/s, the level of agreement is excellent with the solutions obtained with Laura/HARA and DPLR/NeQAIR with Park 93 and the excitation rates of Park\textsuperscript{20} (within 20%). Even though there are significant differences within the spectral breakdown of the discrepancies for these two simulations, the net result is quite similar due to compensating errors. There is, however, a substantial under-prediction at these lower speed conditions when the excitation rates of Huo are used in NeQAIR. The root cause of this under-prediction requires further investigation. Whether it is due to a deficiency in the rates, an issue with the way the lines are grouped in NeQAIR’s non-Boltzmann model, or that the result of the incorporation of the Huo\textsuperscript{24} excitation rates negatively adjusts the balance and subsequent performance of the reduced-order chemical model, still needs to be determined.

The errors presented in Fig. 10(a) are relative differences, and as such, there is potential for a significant discrepancy to occur at conditions where the impact of radiation to the total heat flux is minimal. Therefore, in Figs. 10(b) and 10(c), an attempt to provide an indication of the absolute magnitude is provided. The values presented in Figs. 10(b) and 10(c) are the root-sum-square (RSS) of the absolute differences between the simulations and EAST. RSS is used in order to not have compensating errors, since this value corresponds
Figure 9. Weighted difference between different simulation combinations and EAST.
to the absolute error in the wall directed radiance between the simulations and EAST for a 2 cm optically thin gas. To convert the radiance into an upper bound for wall directed heat flux, this value is multiplied by \(2 \times \pi\). Therefore, at the lower speeds of 8 to 9 km/s, even though there are some large relative differences, the absolute error in radiance will be less than 1 W/cm\(^2\). At the highest shock speed of 11 km/s, the error will be less than 20 W/cm\(^2\).

![Figure 10. Overall summation of differences between simulations and EAST.](image)

**VI. Conclusion**

This paper has analyzed the non-equilibrium portion of Earth re-entry measurements made in the EAST facility. A previously developed non-equilibrium metric has been used to evaluate the level of agreement between the EAST experiments and the code packages LAURA/HARA and DPLR/NEQAIR. The scatter in the EAST results was also analyzed and the one standard deviation scatter was evaluated to be 31%. The results show that the simulations under-predict the experiment by approximately 50% and show an over-prediction of approximately 20% depending on the shock speed. In order to better understand the discrepancies between the two sets of codes, the difference between the reaction rate sets used by each code was examined, and the resulting flowfields analyzed. It became clear by examining the flowfield calculated with Park 90, that the level of ionization calculated was unrealistically high, and therefore should not be used in any simulations to predict radiative heating. Calculations were also run with LAURA/NEQAIR to ascertain whether any observed differences were due to the CFD flowfield or the radiation model. The overall differences between simulations with LAURA/HARA and DPLR P93/NEQAIR using the nitrogen electronic excitation rates of Park\(^{20}\) are in excellent agreement. When the Park\(^{20}\) excitation rates were swapped out for those of Huo\(^{24}\), a substantial under-prediction was observed with respect to EAST. Of particular interest to the under-prediction observed with the rates of Huo\(^{24}\) is that if these rates are applied to a backshell...
case where the flow is expanding, the rates of Huo\textsuperscript{24} would provide a substantial over-prediction.

For increased clarity of the comparisons between the simulations and EAST, a breakdown of the comparisons by different spectral regions has been presented. This has highlighted where different spectral regions, and therefore which transitions, need to be the focus of further work. These include spectral regions that are dominated by N$_2$, N$_2^+$ and NO as well the observed under-prediction in the VUV. To this extent, an initial comparison was conducted with an updated NO non-Boltzmann model developed in HARA, where improved agreement was observed with EAST. Future analysis between the simulations and EAST would need to focus on more detailed spatial comparisons of the radiance and comparisons of the spectral radiance. Furthermore, the framework for running radiation calculations for flight cases should be revisited based on the results presented in this paper.
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