Numerical Simulation of HIWC Conditions with the Terminal Area Simulation System
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Three-dimensional, numerical simulation of a mesoconvective system is conducted in order to better understand conditions associated with High Ice Water Content (HIWC) and its threat to aviation safety. Although peak local values of ice water content may occur early in the storm lifetime, large areas of high concentrations expand with time and persist even when the storm tops begin to warm. The storm canopy which contains HIWC, has low radar reflectivity factor and is fed by an ensemble of regenerating thermal pulses.

\[ \text{dBZ} = \text{decibels of radar reflectivity factor } Z \]
\[ D_i = \text{diameter ice crystals (m)} \]
\[ D_R = \text{raindrop diameter} \]
\[ D_S = \text{snow particle diameter} \]
\[ g = \text{acceleration due to earth’s gravity} \]
\[ |K_i|^2 = \text{dielectric factor for ice (}=0.21) \]
\[ |K_w|^2 = \text{dielectric factor for water (}=0.93) \]

HIWC = High Ice Water Content
IMC = Instrumented Meteorological Conditions
IWC = ice water concentration (g/m³)
\[ M_R = \text{mass water content for rain (kg/m}^3) \]
\[ N(D_R) = \text{number of raindrops per unit diameter } D_R \text{ per unit volume} \]
\[ N(D_S) = \text{number of snow particles per unit diameter } D_S \text{ per unit volume} \]
\[ N_{oH} = \text{intercept value in hail/graupel particle size distribution (m}^4) \]
\[ t = \text{time coordinate} \]
TASS = Terminal Area Simulation System
\[ T_C = \text{temperature (Centigrade)} \]
\[ x,y = \text{orthogonal space coordinates in lateral plane} \]
\[ V = \text{horizontal component of velocity in y direction} \]
\[ z = \text{vertical coordinate, elevation} \]
\[ Z = \text{radar reflectivity factor} \]
\[ Z_R = \text{radar reflectivity factor from rain} \]
\[ Z_S = \text{radar reflectivity factor from snow} \]
\[ \delta_S = \text{snow particle density} \]
\[ \delta_W = \text{specific density of water} \]

---
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I. Introduction

HIGH concentrations of ice crystals associated with the upper-regions of large convective systems pose a threat to the safety of commuter and large-transport jet aircraft. The ingestion of high concentrations of ice crystals can cause uncommanded jet-engine power loss, such as roll-back and unstart, and in some cases result in engine damage. These threat regions consist entirely, if not primarily, of ice crystals and differ from icing that is caused by accretion of supercooled water drops. In fact, reports of ice accretion during these events are rare. These regions of dense ice-crystal concentrations are typically referred to as either High Ice Water Content (HIWC) or High Altitude Ice Crystals (HAIC), and have been linked with over a hundred incidents since the mid-1990s. Incidents continue to occur with an average of about ten such incidents a year. So far, no injuries, fatalities, or loss of airframe have been reported due to pilots having been able to restart engines or gain lost power once they have descended into warmer regions or moved outside the threat area. Large areas that can expose jet engines to ice crystals for a duration of time (i.e. several minutes or more) seem more of a factor than brief encounters with local areas that have high concentrations. Thus, the HIWC threat is most associated with the large canopies of mesoconvective systems, rather than chance encounters with isolated short-lived thunderstorms. Detection of HIWC with the aircraft’s weather radar is challenging, since the HIWC regions usually have low radar reflectivity and appear innocuous. In some cases HIWC incidents have occurred with only “black” (i.e. < 20 dBZ) being displayed from the aircraft’s weather radar, although higher reflectivity may be detected at elevations below the event. According to Grzych and Mason, satellites have detected a significant cold cloud-top region overlaying the location of most engine events. Other observations that may be associated with HIWC incidents include: presence of light turbulence (but rarely exceeding moderate), poor visibility (IMC), heavy rain below the freezing level, precipitation impacting the windshield, an indicated warming of the total air temperature (TAT) due to restrictions from accumulated ice in the TAT probe, St Elmo’s fire, absence of hail, and cloud canopies that bulge above the tropopause. Environmental weather conditions leading to storms favorable for generating HIWC events are similar to those that produce mesoconvective systems and tropical storms. Only a few HIWC incidents have been reported with supercell convection and other strong continental storms, perhaps due to their association with higher levels of radar reflectivity factor that aircraft routinely detect and avoid. Most aircraft incidents have occurred from systems forming in deep moist environments with moderate to low convective instability. Tropical and oceanic mesoconvective systems seem most likely for producing HIWC events that may pose a threat to aviation.

Another threat from HIWC is that large concentrations of ice crystals can also cause blockage or restriction of the aircraft Pitot tubes, resulting in a loss of important information that may be critical for flight systems and pilot control. During NASA’s DC-8 flight test in August of 2015, Pitot tube anomalies occurred with almost every flight, when HIWC was encountered and air temperatures were colder than -29°C (see figure 1).

*Figure 1. Ice accumulation on TAT (left) and Pitot tube (right) sensors during encounter with HIWC conditions. Photographs taken from DC-8’s cockpit during NASA’s 2015 HIWC flight campaign.*

In order to better understand the characteristics of a HIWC event, a numerical simulation with a cloud-scale weather model is conducted. The case chosen for this simulation is from the International HAIC test campaign that was conducted at Darwin, Australia in the winter of 2014. The case is briefly described in Section II, followed by a description of the model and initial conditions in sections III and IV, and followed by an analysis of the simulation in section V. The case selected is thought typical of an oceanic HIWC system and relatively good measurements are
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available. Other cases from NASA’s recent DC-8 flight campaign in 2015 are being investigated and will be reported later.

II. Darwin 23 January 2014 Case

Off the coast of Northwestern Australia, about 100 km southwest of Darwin, a line of convection developed nearly parallel to the coast, and was aided by old outflow boundaries from previous systems. A southwest-northeast line of at least four distinct cloud tops reached tropopause levels and began to expand in scale as shown in figure 2. The convection initially was spaced about 50 km apart, and the anvils merged and spread to the northwest. Coldest cloud tops were achieved several hours after convection began. The system appeared to weaken as indicated by warmer cloud tops, some 4 to 5 hours after convection began. The line of convection, as indicated by visible satellite imagery that was available following sunrise (figure 3) indicated little advancement of the line toward the southeast.

An instrumented research aircraft probed the system at flight levels between 2100 and 2300 UTC and measured ice water concentrations frequently greater than 1-2 g/m$^3$ with peak values exceeding 3 g/m$^3$. Highest concentrations were measured near the end of the flight. During the last pass, ice water concentrations were measured above 2 g/m$^3$ persisting for three minutes and 1 g/m$^3$ or higher for five minutes. Unfortunately ground-based radar was located too far away to provide useful data of this system.

This mesoconvective system seems to typify many events associated with HIWC. Deep convection is triggered along a line and grows and merges into a larger mesoconvective system. Because the system persists for several hours, large canopies form and expand with time.

III. Model Description

The numerical simulations are performed with NASA’s Terminal Areas Simulation System (TASS) which has the capability of simulating both liquid- and ice-phase cloud processes. For treating cloud growth and precipitation development, TASS has over 60 bulk cloud microphysical submodels similar to those used by Lin et al., and Rutledge and Hobbs. The autoconversion of cloud droplets into rain is based on drop growth studies by Berry and Reinhardt, and allows for differences in droplet size between continental and maritime locations. The TASS model is three dimensional, and has prognostic equations for momentum, potential temperature, and pressure. Also it has continuity equations for water substance. The lateral boundaries can be open or cyclic. Initiation packages are available for triggering convective systems, turbulence, and aircraft wake vortices. TASS has a rich history of application to weather and wake vortex phenomenology, and has supported other NASA projects for the past 25 years.
TASS divides the prediction of ice particles into three different categories: 1) ice crystal water — which represents small hexagonal ice crystals, 2) Snow — which represents larger precipitating ice particles, and 3) graupel (or hail) — which represents even larger more dense particles that are produced from freezing rain drops and riming snow particles. The ice crystal water is assumed to have a monodispersed particle size that is limited to diameters of about 200 um. The snow water assumes particles with an inverse exponential distribution that has an intercept that increases with decreasing temperature. Hence, at colder temperatures, the assumed distributions will have smaller particles than at warmer temperatures. The graupel particles also assume an inverse exponential distribution, but with a smaller intercept and a larger particle density than snow. Several of the key parameters assumed for the particle distributions are shown in table 1.

Radar reflectivity factor is diagnosed from TASS based on the predicted water content and assumed particle distributions. The approach assumes Rayleigh scattering and is based on Smith et al. For example, the radar reflectivity factor for rain based on Rayleigh scattering is:

\[ Z_R = \int_0^{\infty} N(D_R) D_R^6 dD_R \]

The radar reflectivity factor for ice particles consider the dielectric factors for ice and water and depend up whether the particle is undergoing either wet or dry growth. For example the contribution to radar reflectivity factor for “dry” snow adjust for the melted diameters is:

\[ Z_S = \frac{|K_I|^2}{|K_W|^2} \int_0^{\infty} N(D_S) D_S^6 dD_S \]

Discrepancy between simulated and observed radar reflectivity factor is expected, since the above approach does not take into account the radar beam size, geometry, attenuation, and ground clutter.

The TASS model equations are discretized using quadratic-conservative fourth-order finite-differences in space for the calculation of momentum and pressure fields, and the third-order upstream-biased Leonard scheme is used to calculate the transport of potential temperature and water vapor. A Monotone Upstream-centered Scheme for Conservation Laws (MUSCL)-type scheme after van Leer is used for the transport of water substance variables. The Klemp-Wilhelmson time-splitting scheme is used for computational efficiency in which the higher-frequency terms are integrated by enforcing the CFL criteria to take into account sound wave propagation due to compressibility effects. The remaining terms are integrated using a larger time step that would be appropriate for anelastic and incompressible flows. The Adams-Bashforth scheme is assumed for time differencing of momentum and pressure for both large and small time step approximations. The TASS model is programmed in FORTRAN and operates efficiently on massively-parallel computer architectures using Message Passing Interface (MPI) library calls.

Table 1. Key parameters and relationships in TASS microphysics.

<table>
<thead>
<tr>
<th>Category</th>
<th>Size Distribution (inside)</th>
<th>Particle Density (kg m⁻³)</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud Water</td>
<td>Monodispersed</td>
<td>1000</td>
<td>Number of drops per volume is an input (=75 cm⁻³)</td>
</tr>
<tr>
<td>Rain</td>
<td>2.25 x 10⁷ M₆⁰.₅₇⁵</td>
<td>1000</td>
<td>Intercept increases with rainwater content, M₆ (kg m⁻³)</td>
</tr>
<tr>
<td>Cloud Ice</td>
<td>Monodispersed</td>
<td></td>
<td>Hexagonal plates Mostly &lt; 200 um</td>
</tr>
<tr>
<td>Snow</td>
<td>10⁷(50.02 - 0.475 Tc) for 4°C &gt; Tc &gt; -40°C</td>
<td>100 if Tc &lt; 20°C 100 +35/20 (Tc +20°C) if Tc &gt; -20°C</td>
<td>Intercept increases with decreasing temperature: graupel like snow</td>
</tr>
<tr>
<td>Hail/Graupel</td>
<td>N₂⁻⁶</td>
<td>450</td>
<td>N₂⁻⁶ intercept used for graupel = 4 x 10⁶ m⁻⁴</td>
</tr>
</tbody>
</table>
Simulations with TASS are currently being used to 1) investigate and characterize regions of HIWC, 2) provide numerical data sets that can be used with radar simulation tools, and 3) contribute to the development of radar software for detecting regions of HIWC and other aviation hazards.

IV. Model Configuration and Initializations

A single sounding is used to initialize the simulation. The sounding for Darwin at 0000 UTC on the 24 January 2014 is the nearest in time and location, although the convective event occurs several hours earlier and approximately 100 km to the southwest. The sounding is modified for the observed surface temperature in vicinity of the event and is moistened through a deep layer as is frequently found in the vicinity of HIWC events. The modified sounding is shown in figure 4. It has moderate convective instability, with a windshear vector between cloud base and 6-km elevation that is directed from 75 degrees (east-northeast).

In order to reduce the domain size while keeping adequate resolution needed for important convective scales, the domain is configured as 45 km wide x 112.5 km long, with cyclic boundary conditions assumed for left and right boundaries. The domain is rotated 15 degrees in the counter-clockwise direction so that the low level shear vector aligns orthogonal to the cyclic boundaries. The vertical depth of the domain is ~18.6 km. The computational domain is defined by 304x753x128 grid points with a grid size of 150 m in each direction.

The ground surface is assumed flat to represent the ocean. Coastlines and topographical features are not incorporated into the simulation. Maritime cloud droplet concentrations are assumed at 75 droplets cm$^{-3}$. Other microphysical parameters as discussed in section II are not changed for this simulation.

V. Results

The simulation is initialized with a thermal impulse and executed for almost 4 hours of simulation time. Convection orients itself along a nearly stationary boundary and a cloud canopy expands northwestward like described in the observed case in section II. The simulated convective system is long lived, but begins to weaken shortly before four hours. An ensemble of regenerating updraft plumes, mostly originating along the forward line of heavy rain at the surface. Lighter rain spreads northwestward behind the line, with a few convective plumes developing under the canopy along the northwestern edge of the precipitation. The intensity of the system slowly weakens after 160 min, although convection remains vigorous and the system continues to expand in scale.

A. Evolution of Simulated Fields

The tops of the convective system first reaches the tropopause around 85 min, with overall peaks reaching an elevation of 17.5 km at 120 min. Precipitation cooled outflows help regenerate other plumes along a forward line of heavy rain at the surface. Lighter rain spreads northwestward behind the line, with a few convective plumes developing under the canopy along the northwestern edge of the precipitation. The intensity of the system slowly weakens after 160 min, although convection remains vigorous and the system continues to expand in scale.
The maximum ice water concentration above an elevation of 9 km is shown in figure 5. Peak local values of over 3.5 g m$^{-3}$ are achieved early in the system’s lifetime; but early on, graupel contributes to a portion of the overall ice content. With time, the ice water concentrations expand in area and consist almost entirely of snow and cloud ice. As indicated in figure 5, peak ice water concentrations remain at or above 2.5 g m$^{-3}$ until 220 min (3hrs, 40 min) into the simulation. After which, the peak values begin to drop off rapidly. The values of ice water concentration are similar to what is expected from observations. In a review of deep-convective microphysics studies, Lawson et al.\textsuperscript{2} reports measurements of ice water contents of up to 2.5 g m$^{-3}$. Higher values in excess of 3 g m$^{-3}$ have been measured during recent HIWC and HAIC programs.

Time evolution of the cloud top temperatures, as well as the radar reflectivity factor and cloud ice water fields at 10 km elevation are shown in figure 6. Horizontal cross-sections at this altitude are chosen since it will be near flight level and almost no liquid water can exist at temperatures colder than -30°C. Three times are chosen. The first row is at $t=120$ min (2hr) and represents the early stage when the cloud tops are beginning to coalesce and fuse into a rapidly expanding canopy. The second row is at $t=165$ min (2hr; 45 min) representing the intense phase when cloud tops are very cold and peak ice water contents are large and beginning to expand over a significant area. The third column is at $t=232.5$ min (3hr; 52.5 min), represents the decay stage. At this last phase the cloud tops are extensive, but have become warmer (lower in elevation) and ice water concentrations have noticeably decreased. Only small areas of green (23-33 dBZ) are shown for the radar reflectivity fields at this level during the first two stages, and no green (or higher) is evident at the last stage. Note that most airborne weather radars would not display reflectivity below intensities indicated by green, so from a radar display, most of the area within the cloud canopy would appear innocuous in front of an aircraft traveling at that elevation. These levels of radar reflectivity are consistent with those found for deep oceanic convection by Heymsfield et al.\textsuperscript{28} It is important to note from figure 6, that the highest ice water concentrations correlate with the locations of the overshooting tops and peak radar reflectivity during the early period of the storm system, but the coldest tops begin to warm and are displaced downshear from the highest regions of ice water content as the storm matures.

Vertical cross-sections of radar reflectivity factor taken orthogonal to the convective line are shown at the intense and decay stages in figure 7. Highest reflectivity is below the freezing level and near the surface, and decreases with elevation above five km elevation. This is consistent with radar measurements of deep oceanic convection, for example, as reported in Heymsfield et al.\textsuperscript{28} Near the ground, figure 7 also shows heavy showers below the developing storm, this later changes to a large area of steady rain likely produced from melting snow.
Figure 6. Horizontal cross-sections of evolving fields at three different times from TASS. The same color scale for cloud top temperature in Kelvin (top row) is used as in figure 2 for observed satellite imagery. The second row is radar reflectivity factor at 10 km elevation, and the third row is ice water concentration g m\(^{-3}\). The first column is at \(t=120\) min (early stage), the second column is at \(t=165\) min (intense phase), and the third column is at \(t=232.5\) min during decay stage.
Figure 7. Vertical cross section orthogonal to convective line for radar reflectivity factor (dBZ). Top figure at $t=165\text{ min}$ during intense phase, bottom at $t=232.5\text{ min}$ during decay stage. The contours replicate the standard NEXRAD color pattern.

B. Analysis of Mature Stage

A comparison of the simulated ice water field with other simulated fields is shown in figures 8-11 for the mature convective system. The horizontal cross sections again are taken at $z = 10\text{ km}$, near flight level. Note that ice water content exceeding $0.5\text{ g m}^{-3}$ are nearly continuous along the line at $y = -10\text{ km}$, which is parallel to and just behind the front edge of the convective system. Ice water content greater than $1\text{ g m}^{-3}$ extend approximated $45\text{ km}$ downshear (northwest) of the peak values that exceed $2.5\text{ g m}^{-3}$. As shown in figure 8, radar reflectivity is mostly between 10-23 dBZ. Small areas of green (23dBZ -33 dBZ) are located within the regions of highest ice water concentration. From these results, it would appear difficult to avoid regions of high ice water content if the only available guide was the radar reflectivity at flight level.

The coldest tops (figure 9) have coalesced by this time and expanded ahead of the leading edge of the active convection, as well as expanded downshear beyond the model’s lateral boundary. Coldest (and highest) tops at this time are displaced downshear from the regions of significant ice water concentration. A comparison of figures 8 and 9 show that the cold cloud top signatures are much larger than regions with either significant radar reflectivity or ice water content during this stage of development.

Simulated turbulence at flight levels are very light for the mature system (figure 10). This is not inconsistent with pilot briefings from actual HIWC incidents.7 Flights through HIWC conditions during NASA’s 2015 DC-8 HIWC campaign encountered turbulence ranging from light to nonexistent. Root-mean-square (rms) values of normal $g$ load are TASS results processed according to methods described in references [29,30]. Since peak-$g$ accelerations are about a factor of three greater than rms-$g$ values, the peak $g$ accelerations in figure 10 are less than $0.3\text{ g}$.

The standard deviation (sigma) of the horizontal velocity component orthogonal to the convective line is shown in figure 11. The sigma values are several $m\text{s}^{-1}$ or less, but are greatest in the areas with larger IWC.
Figure 8. Comparison of simulated radar reflectivity factor (left) with ice water concentration (right) at 10 km elevation for mature system ($t=210$ min). Radar reflectivity factor is in dBZ and IWC is in g m$^{-3}$.

Figure 9. Same as figure 8 but left figure is cloud top temperature in degrees Kelvin.
Figure 10. Comparison of simulated turbulence intensity (left) assuming a B-757, and ice water concentration (right). Both plots are at 10 km elevation for mature system (t=210 min). Turbulence intensity expressed in rms-g accelerations and IWC is in g m$^{-3}$. Peak g-load accelerations are about three times greater than rms-g.

Figure 11. Same as figure 10 but left figure is sigma V. The standard deviation is computed assuming a one km moving box. Units for sigma V are in m/s, and IWC is in g m$^{-3}$.
Figure 12 shows a vertical cross section of radar reflectivity factor and ice water concentration taken orthogonal to the convective line during the mature stage. Note that the highest ice water concentrations are near the forward area of the convective line. A region with 1 $g \text{ m}^{-3}$ or greater is centered around 9-10 km elevation and extends along the $y$-coordinate for about 40 km. Ice water contents at elevations below this region likely decrease due to melting and sublimation. Also note that high radar reflectivity factors are not always found directly beneath regions of high ice water concentrations.

![Y-Z Cross-section of Radar Reflectivity Factor at t=210min (x=18km)](image)

![Y-Z Cross-section of Ice Crystal Water at t=210min (x=18km)](image)

**Figure 12.** Comparison of simulated radar reflectivity factor and ice water content for vertical cross-section orthogonal to line at during mature phase ($t=210 \text{ min}$), units dBZ for radar reflectivity factor (top) and $g \text{ m}^{-3}$ for ice water concentration (bottom).

VI. **Summary and Conclusions**

A mesoscale convective line is simulated using the TASS model. The case represents a system that was observed during the HAIC program and was observed to contain high ice water concentrations for a sustained period along the flight track of a research aircraft. Many of the features that were observed and are known to occur from HIWC incidents were captured in the simulation. From these results, it would appear difficult to avoid regions of HIWC if the only available guide is the radar reflectivity at flight level.

Ice water concentrations exceeding 2 $g/\text{m}^3$ were found to persist beyond the most intense stages of the system.
The highest ice water concentrations correlate with the locations of the overshooting tops and peak radar reflectivity during the early period of the storm system, but this may not be true as the storm matures. During the decay phase of the convective system the coldest tops begin to warm and become displaced downshear from the highest regions of ice water content.

The modeling results were achieved without major updates to the TASS model or by utilizing parameters specifically changed or fine-tuned for HIWC type cases. The model can be robustly applied to all types of convection. The modeled event has a structure very similar to that described and conceptualized by Houze et al., as shown in figure 13. From guidance provided by the case simulation, a region where the expected high ice water concentrations is to be expected is added to their conceptual model.

![HIWC Diagram](image)

**Figure 13.** Conceptual model of a convective line with trailing-stratiform precipitation viewed in a vertical cross section oriented perpendicular to the line. Intermediate and strong radar reflectivity is indicated by medium and dark shading, respectively. Dashed-line arrows indicate fallout trajectories of ice particles passing through the melting layer. HIWC denoted by yellow shading. Adapted from Houze et al. 1989.
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