In an embodiment, a method of routing packets at a first node in an ad-hoc network is provided. The method includes receiving, at the first node, a plurality of route-alive messages corresponding to a destination, each of the plurality of route-alive messages including a route time indicating a length of time in which a communicative connection is available between the second node that sent the respective route-alive message and the destination. The method also includes determining an updated route time for each second node, wherein a node having a longer updated route time is given higher priority for selection.
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ROUTING BASED ON LENGTH OF TIME OF AVAILABLE CONNECTION

The U.S. Government may have certain rights in the present invention as provided for by the terms of Government Contract # NNA12AB880C awarded by NASA Ames Research Center.

BACKGROUND

Link layers are typically designed only to forward packets to a directly connected entity. Sending a packet to an entity connected through one or more other nodes uses a routing protocol, which is a higher layer protocol than the link layer. Traditional routing protocols are designed for networks that are generally stable in nature. As such, the routing configurations do not change unless a new network reconfiguration is added or an existing network is deleted. Accordingly, in such static networks, the routing protocol does not need to implement routing updates very often.

These traditional routing protocols also have algorithms implemented to arrive at the entire network topology. Routers in the network exchange big data structures containing routing information of all known destination nodes. The routers may aggregate the routes of a group of destinations to arrive at a single route instead of having multiple routing entries. Also, in the current framework of the internet, routing is done based on the number of next hops and their reachability information based on the information received from peer routers.

SUMMARY

In an embodiment, a method of routing packets at a first node in an ad-hoc network is provided. The method includes receiving, at the first node, a plurality of route-alive messages corresponding to the same destination, each of the plurality of route-alive messages sent by a different node of a plurality of second nodes, and each of the plurality of route-alive messages including a route time indicating a length of time in which a communicative connection is available between the node of the plurality of second nodes that sent the respective route-alive message and the destination. Providing a packet to be routed to the destination, the method also includes determining an updated route time for each of plurality of second nodes based on the route time indicated in each route-alive message. The updated route time corresponds to a length of time in which a communicative connection is available between the first node and the destination through the respective second node. A node of the plurality of second nodes is selected based on the updated route time for each of the plurality of second nodes, wherein a node having a longer updated route time is given higher priority for selection. The packet is sent from the first node to the selected node.

DRAWINGS

Understanding that the drawings depict only exemplary embodiments and are not therefore to be considered limiting in scope, the exemplary embodiments will be described with additional specificity and detail through the use of the accompanying drawings, in which:

FIG. 1 is a block diagram of an example node for which the light weight routing protocol described herein can be used.

FIG. 2 is a diagram of a first state of an example ad-hoc network in which the light weight routing protocol, wherein the network includes examples of nodes from FIG. 1 as aircraft and a tower.

FIG. 3 is a flow diagram of an example method of propagating route-alive messages according to the light weight routing protocol.

FIG. 4 is a diagram of a second state of the ad-hoc network of FIG. 2.

FIG. 5 is a flow diagram of an example method for routing a packet through a network according to the light-weight routing protocol.

In accordance with common practice, the various described features are not drawn to scale but are drawn to emphasize specific features relevant to the exemplary embodiments.

DETAILED DESCRIPTION

The present disclosure is directed to a light weight routing protocol that is proposed to address the needs of an ad-hoc network including highly mobile nodes, such as in an air-to-air network of aircraft. Since aircraft may move at fast speeds and in different directions, the connectivity between respective aircraft can change often. Thus, the overall network topology is much more dynamic with more frequent changes at the link level than that assumed by traditional routing protocols. In the routing protocol described herein, each aircraft within the ad-hoc network has its own autonomous domain comprising network elements such as routers and end systems configured within that network domain. In many traditional routing protocols, the aircraft would need to keep track of network topology and update the network topology every time the network changes, which can be on the order of minutes or hours. Such a traditional routing protocol would lead to route flooding in an environment such as air-to-air networking of aircraft. This route flooding would not only occupy the bandwidth of air-to-air links, but may take quite long duration for route convergence. Such route convergence may never even happen and the network may lose stability.

Additionally, aggregation of routing information in a traditional routing protocol may have issues with a frequently changing network. Such aggregation may fail after sometime if nodes (e.g., aircraft) depart in different directions. Moreover, often a given aircraft only needs routes to a small number of the available nodes. As such it is not required for the aircraft to maintain a routing table including routes to all aircraft in the sky. Often an aircraft may only need to route to a single (e.g., the nearest) air traffic control (ATC) tower at a time. Achieving such limited routing functionality with traditional routing protocols would be too cumbersome.

The routing protocol described herein forms an ad-hoc network for routing packets between highly mobile nodes (e.g., aircraft). This routing protocol can be used for routing packets between an aircraft and a ground station. This routing protocol is a light weight protocol that determines the next hop for a packet without the need to generate a routing table including the entire route from a source node to a destination node. This routing protocol determines the next hop based on a length of time in which a communicative connection is available between the node at which the packet is currently located and the destination. This routing
protocol can also factor in the location of other nodes when selecting the node in which to send the packet. This routing protocol can be used with any suitable air-to-air link technology, including any air-to-air link technology developed in the future.

FIG. 1 is a block diagram of an example node 102 for which this routing protocol can be used. The node 102 is configured to wirelessly communicate with other nodes 102. In an example, the node 102 is mobile, in that the node 102 is configured to physically move or be moved with respect to the other nodes 102. The node 102 can comprise or be included in an aircraft (airplane, jet, spacecraft, blimp, etc.), ground-vehicle (car, truck, semi, tractor, military vehicle, etc.), water-vehicle (boat, ship, submarine, etc.), person, electronic device (e.g., mobile phone, tablet, laptop, etc.), or mobile robot. In the example shown in FIG. 1, the node 102 is an aircraft.

The node 102 includes one or more processing units 104 coupled to one or more data storage mediums 106. The one or more processing units 104 are configured to execute instructions 108 stored (or otherwise embodied) on the one or more data storage mediums 106. The one or more processing units 104 can include a general purpose processor, such as a central processing unit (CPU), or a special purpose processor. The one or more data storage mediums 106 can include any suitable type of non-volatile technology such as flash memory, an optical disk, or a magnetic disk drive. The node 102 can also include a volatile memory that is coupled to the one or more data storage mediums 106 and the one or more processing units 104 for storing instructions 108 (and related data) during execution by the one or more processing units 104. Memory comprises, in one implementation, any suitable form of random access memory (RAM) now known or later developed, such as dynamic random access memory (DRAM). In other implementations other types of memory are used. The instructions 108 include a routing protocol 110 for routing packets in an ad-hoc network including highly mobile nodes 102 as described herein. The routing protocol 110, when executed by the one or more processing units 104, causes the one or more processing units to implement the functionality of the routing protocol, and more generally node 102, described herein.

The node 102 also includes a wireless transceiver 112 coupled to the one or more processing units 104. The wireless transceiver 112 is coupled to an antenna unit 114 and is configured to transmit and receive wireless signals through the antenna unit 114. In particular, the wireless transceiver 112 is configured to transmit and receive wireless signals to and from other nodes 102 of an ad-hoc network. The one or more processing units 104 are configured to send packets to the wireless transceiver 112 for transmitting to another node 102 and to receive packets from the wireless transceiver 112 that are transmitted from other nodes 102.

In some examples, the node 102 also includes an automatic dependent surveillance broadcast (ADS-B) transceiver 116 coupled to the one or more processing units 104. The ADS-B transceiver 116 operates in the same manner as a conventional ADS-B transceiver 116, which is commonly included in an aircraft. The ADS-B transceiver 116 broadcasts an ADS-B signal including location and intended future movement (intent) information for the node 102. The ADS-B transceiver 116 also receives ADS-B (wireless) signals from other nodes 102 within range. From the ADS-B signals from other nodes 102, the ADS-B transceiver 116 obtains the location and intent information for such other nodes 102. This location and intent information can be provided to the one or more processing units 104 to be used to execute the routing protocol 110. The ADS-B transceiver 116 is coupled to an antenna unit 118. Though FIG. 1 illustrates the ADS-B transceiver 116 and the antenna unit 118 as a separate from the wireless transceiver 112 and antenna unit 114, the ADS-B transceiver 116 and the wireless transceiver 112 can be implemented in a single transceiver or in separate transceivers as shown. Similarly, the antenna unit 114 and the antenna unit 118 can be implemented as a single antenna unit or as separate antenna units as shown. Although this example is described with respect to an ADS-B transceiver, future aircraft surveillance technologies can also be used.

The node 102 can also include a navigation system 120 coupled to the one or more processing units 104 and configured to determine a location (e.g., latitude, longitude, and attitude) of the node 102. Any suitable navigation system 120 can be used including a simple global navigation satellite system receiver (e.g., a Global Positioning System (GPS) receiver) or a more complex strap-down navigation system.

FIG. 2 is a diagram of an example ad-hoc network 200 in which the light weight routing protocol described herein can be used. The network 200 includes a plurality of nodes 102, which are illustrated as an aircraft 201, 202, 203, 204 and a ground-based tower 205. In this example, each aircraft 201, 202, 203, 204 is flying through the air and implements the light weight routing protocol described herein utilizing respective wireless air-to-air communication links with other aircraft 201, 202, 203, 204 and, in some cases, a wireless air-to-ground communication link with the tower 205. Such wireless communication links are implemented by the wireless transceivers 112 of each respective node 102 (aircraft 201, 202, 203, 204 and tower 205). Each aircraft 201, 202, 203, 204 and tower 205 has a limited physical communication range in which direct wireless communication links with another aircraft 201, 202, 203, 204 and tower 205 can be made. As such, each aircraft 201, 202, 203, 204 and tower 205 may not be able to establish a direct communication link with each other aircraft 201, 202, 203, 204 and tower 205. The light weight routing protocol described herein can be used to enable a given aircraft 201, 202, 203, 204 or tower 205 to send and receive packets with another aircraft 201, 202, 203, 204 or tower 205 with which a direct communication link is not possible by routing the packets through other aircraft 201, 202, 203, 204 and tower 205. In the example state (e.g., aircraft and tower locations) shown in FIG. 2, a direct communication link is established between the aircraft 201, and the aircraft 202 and 203. A direct communication link is also established between the aircraft 204, and the aircraft 203 and 204. A direct communication link is also established between the aircraft 202 and the aircraft 203. A direct communication link is also established between the aircraft 204 and the tower 205. No other direct communication links are possible in the example state shown in FIG. 2.

FIGS. 3 and 5 are respective flow diagrams of example methods 300 and 500 for implementing aspects of the light weight routing protocol described herein. For descriptive purposes, methods 300 and 500 are described herein with respect to the ad-hoc network 200. As an introduction, a source, as used herein, is the node 102 within the network that initially acts on the packet. In an example, the source is the node 102 that originates the packet. In another example, the source is the first node 102 that receives the packet within the network 200, for example, from an entity in another network to which the node 102 is also coupled. A
destination, as used herein, is a node 102 that is the final destination of the packet within the network 200. That is, once the packet reaches the destination, the packet is not routed further within the network 200. The packet may be routed to/within other networks by the destination or may be processed by the destination to obtain the information contained within the packet.

The light weight routing protocol described herein implements route-alive messages to identify communicative connections to a destination. A route-alive message is a message that is broadcast by the nodes 102 (aircraft 201, 202, 203, 204 and tower 205) in the ad-hoc network 200. A route-alive message originates from a possible destination in the network 200 and child route-alive messages are "forwarded" by other nodes in the network 200 to enable nodes 102 outside of the range of the possible destination to identify a communicative connection to the possible destination. In some examples any node 102 in the network 200 can be a possible destination, and can therefore originate its own route-alive message. In other examples, only pre-selected nodes 102 can be a possible destination. For example, possible destinations can be limited (pre-selected) based on a characteristic of the node 102, such as the type of access a node 102 has to another network. In the example shown in FIG. 2, the possible destinations are limited to ground-based towers (e.g., tower 205) that are associated with an aircraft service provider (e.g., air traffic control and aircraft operational control). In other examples, however, both tower 205 and aircraft 201, 202, 203, 204 can be possible destinations.

FIG. 3 is a flow diagram of an example method 300 for propagating route-alive messages. An initial route-alive message is broadcast by a possible destination (block 302). Such a route-alive message includes information identifying the particular destination corresponding to the route-alive message as well as information identifying the node 102 that broadcast the route-alive message. In the example explained with respect to FIG. 3, the relevant destination is the tower 205. For a node 102 that originates a route-alive message (i.e., a destination), the destination corresponding to, and the broadcaster of, the route-alive message is the same node 102. For example, the tower 205, as a possible destination, can generate a first route-alive message that includes information identifying the tower 205 as the destination corresponding to the first route-alive message and as the node 102 that broadcast the first route-alive message. Additional information, such as a route time, can also be included in the route-alive message as discussed below and with respect to block 302-1.

Any other node 102 within direct communication range of the destination broadcasting the route-alive message can receive the route-alive message (block 304). Based on the reception of a route-alive message, such another node 102 can determine that a communicative connection is available with the destination identified in (corresponding to) the route-alive message. For example, aircraft 204 is in direct communication range with the tower 205. Accordingly, the first route-alive message broadcast by the tower 205 can be received by the aircraft 204. Aircraft 204 receives the first route-alive message and determines that the tower 205 is the destination identified in the first route-alive message based on information in the first route-alive message. The aircraft 204 then determines that a communicative connection is available with the tower 205.

Based on the determination that a communicative connection is available with a destination, a node 102 can send a packet to that destination by sending a packet to the node 102 that broadcast the route-alive message. When a node 102 receives a route-alive message directly from a possible destination, as aircraft 204 does with the first route-alive message from tower 205, the act of sending the packet to the tower 205 which broadcast the route-alive message is not very interesting. The larger benefit of the route-alive message comes when nodes 102 broadcast child route-alive messages based off of a route-alive message from a destination.

Along these lines, a node 102 that receives a route-alive message from another node 102 can determine whether to generate a child route-alive message (block 306), and depending on the determination, generate and broadcast the child route-alive message (block 308). A child route-alive message is a route-alive message that is broadcast by a node 102 that is not the destination identified in (corresponding to) the route-alive message. In particular, a child route-alive message is a route-alive message generated by a node 102 that previously received a first route-alive message, and the child route-alive message is a second route-alive message intended to extend the range of the first route-alive message. Thus, the child route-alive message is based off of the (first) received route-alive message. Similar to the route-alive message sent by a destination as described above, a child route-alive message includes information identifying the destination corresponding to the child route-alive message and includes information identifying the node 102 that broadcast the child route-alive message. In particular, the child route-alive message identifies as the destination, the destination identified in the first route-alive message received. That is, the destination corresponding to the child route-alive message is the same as the destination to which first (received) route-alive message corresponds. The fact that a first node 102 can receive a route-alive message indicates that a communicative connection between that first node 102 and the destination identified in the route-alive message is present. Accordingly, the first node 102 can broadcast a (child) route-alive message corresponding to the destination in the received route-alive message since a route is available through the first node 102 to that destination.

The first node 102 also includes information in the child route-alive message that identifies first node 102 as the node that broadcast the child route-alive message.

In an example a forwarding limit is implemented to limit the generation of child route-alive messages. In such an example, the first node 102 determines whether a child route-alive message is to be generated (and broadcast) as controlled by the forwarding limit (block 306-1), prior to generating and broadcasting the child route-alive message. A forwarding limit can be implemented to restrict the propagation of route-alive messages corresponding to a particular destination, for example, so that the route-alive messages do not propagate uncontrollably throughout a network.

In an example, the forwarding limit is a number of hops from the destination. In such an example, the first node 102 determines how many hops the received route-alive message corresponds to and compares the number of hops to the forwarding limit. If the forwarding limit is 3 hops and the route-alive message corresponds to 3 hops from the destination (e.g., the tower 205), the first node 102 does not generate and broadcast the child route-alive message. If the forwarding limit is 3 hops and the received route-alive message corresponds to 2 or fewer hops from the destination, the first node 102 proceeds with generating and broadcasting the child route-alive message. In such an example, each route-alive message includes a hop number which is incremented each time a child route-alive message is gen-
erated. The destination can initially include a hop number set to zero. A node 102 that receives this route-alive message indicating zero hops generates a child route-alive message including a hop number set to one. A node 102 that receives this child route-alive message indicating one hop generates another child route-alive message including a hop number set to two. This process occurs until the forwarding limit is reached. Notably, a forwarding limit based on number of hops is specific to the node 102 from which a route-alive message is received. That is, if a first node 102 receives a first route-alive message from a second node 102 indicating a number of hops equal to 3 and a second route-alive message from a third node 102 indicating a number of hops equal to 2, and the forwarding limit is 3 hops, the first node 102 will generate and broadcast a child route-alive message based off the route-alive message from the third node 102, but will not generate and broadcast a child route-alive message based off the route-alive message from the second node 102.

In another example, the forwarding limit is a physical distance from the destination. In such an example, the first node 102 determines a physical distance between the first node 102 and the destination and compares the physical distance to the forwarding limit. If the forwarding limit is 150 nautical miles and the physical distance between the first node 102 and the destination (e.g., the tower 205) is more than 150 nautical miles, the first node 102 does not generate and broadcast the child route-alive message. If the forwarding limit is 150 nautical miles and the physical distance between the first node 102 and the destination is less than 150 nautical miles, the first node 102 proceeds with generating and broadcasting the child route-alive message. In such an example, each route-alive message includes information indicating a location of the destination (e.g., latitude, longitude, and, in some examples, altitude). The location of the destination can be included in the initial route-alive message generated by the destination and then copied by each node 102 generating a child route-alive message. The physical distance between a node 102 receiving a route-alive message and the destination can be determined in any suitable manner, including in the manner described below.

Referring back to FIG. 2, if aircraft 204 determines that the forwarding limit has not been reached, then aircraft 204 generates and broadcasts a child route-alive message based off of the route-alive message received from the tower 205 (block 308). Accordingly, the aircraft 204 generates and broadcasts a child route-alive message identifying the tower 205 as the destination and including information identifying the aircraft 204 as the node 102 that broadcast the child route-alive message. Additional information, such as a route time, can also be included in such a child route-alive message as described above and with respect to blocks 308-1 and 308-2.

Each node 102 receiving a given route-alive message (whether that given route-alive message is a child route-alive message or a route-alive message received directly from a destination) implements the procedure described above with respect to block 306, 306-1, and 308 to potentially generate and broadcast a child route-alive message based off of that given route-alive message. In this way, route-alive messages corresponding to a particular destination are propagated through the network 200 and can be used to identify communicative connections to a destination by a node 102 that is not within direct communication range of that destination.

In the example shown in FIG. 2, since both aircraft 202 and aircraft 203 are within direct communication range of the aircraft 204, both aircraft 202 and aircraft 203 receive the child route-alive message broadcast by aircraft 204 (block 310). Based on the reception of this child route-alive message, the aircraft 202 and aircraft 203 can determine that a communicative connection is available with the tower 205 which is identified as the destination in the child route-alive message from the aircraft 204. This child route-alive message also identifies that it was broadcast by the aircraft 204. From this information, the aircraft 202 and aircraft 203 determine that in order to send a packet to the tower 205, the aircraft 202 and aircraft 203 send the packet to the aircraft 204, which can forward the packet to the tower 205. In this way, a communicative connection to the tower 205 can be identified for aircraft 202 and aircraft 203 through the aircraft 204 via the route-alive messages.

In addition to identifying that a communicative connection to the tower 205 is available based on reception of the child route-alive message from the aircraft 204, each of aircraft 202 and 203 can also determine whether to generate and broadcast their own child route-alive message (block 312) based on the receive (child) route-alive message from the aircraft 204. In particular, each of aircraft 202 and 203 can determine if the forwarding limit has been reached (block 312-1), and if it has not, generate and send their own child route-alive message (block 314) based off the child route-alive message received from the aircraft 204. Such child route-alive messages generated by the aircraft 202 and aircraft 203 respectively, are generated in the same manner as the child route-alive message described with respect to aircraft 204, except each of these child route-alive messages (generated by the aircraft 202 and aircraft 203 respectively) are generated based on the child route-alive message received from aircraft 204. Accordingly, each such child route-alive message includes information indicating the tower 205 as the destination and includes information indicating that the aircraft 202 or aircraft 203, respectively, broadcast the child route-alive message. The child route-alive messages can also include information relating to a forwarding limit as discussed above.

Referring now to FIG. 4, another example state involving the aircraft 201, 202, 203, 204, and tower 205 is shown. In this example state (e.g., aircraft and tower locations and directions of travel), a direct communication link is established between the aircraft 201, and the aircraft 202 and 203. A direct communication link is also established between the aircraft 204, and the aircraft 203 and 204. A direct communication link is also established between the aircraft 202 and the aircraft 203. A direct communication link is also established between the aircraft 204 and the tower 205. No other direct communication links are possible in the example state shown in FIG. 4. Additionally, as shown, aircraft 201, 202, and 204 are moving in approximately the same direction, while aircraft 203 is moving across the paths of aircraft 201, 202, and 204.

Since the aircraft 201 is within direct communication range of both the aircraft 202 and the aircraft 203, the aircraft 201 can receive both the route-alive message broadcast by aircraft 202 and the route-alive message broadcast by aircraft 203. Since both route-alive messages correspond to the same destination (tower 205), the aircraft 201 has two potential routes over which a packet can be sent to the tower 205.

In an example, a node 102 having multiple potential routes to a destination, selects which route to send a packet over based, in part, on a length of time in which each route
is available (described in more detail below with respect to FIG. 5). The length of time in which a route is available is equal to the length of time in which the link between each node 102 in the route is available. If one of the links is not available, the route as a whole is not available. Thus, the length of time in which a route is available is equal to the length of time of availability of the link on the route having the shortest available time. The length of time in which a route is available is referred to herein as the “route time” for the route. The length of time in which a link (i.e. a direct (no hop) communicative connection) is available between two nodes 102 is referred to herein as the “link time”.

The link on a route having the shortest link time and, equivalently, the route time for the route can be determined by including information in each route-alive message indicating the route time for the route if the route started from the node 102 that broadcast the respective route-alive message. For example, if the link between the aircraft 204 and the tower 205 has a link time of 30 minutes (block 308-1), the aircraft 204 would include a route time with the child route-alive message (based off the route-alive message from the tower 205 as destination), where the route time indicates 30 minutes of availability for the route (block 308-2).

In an example, a first node 102 receiving a route-alive message from a second node 102, determines the route time to include in a child route-alive message broadcast thereby by selecting, as the route time, the shortest of the route time indicated in the received route-alive message off which the child route-alive message is based, and the link time for the link between the first node 102 and the second node 102. This selected route time is included in the child route-alive message broadcast by the first node 102. Notably, if the link time between the first node 102 and the second node 102 is longer than the route time indicated in the received route-alive message, the route time in the child route-alive message is the same as the route time in the received route-alive message.

In such an example, a destination broadcasting a route-alive message corresponding to itself as the destination can include an infinite route time (block 302-1). As long as the forwarding limit has not been reached, a node 102 that receives the route-alive message determines an updated route time to take into account the link between the node 102 and the destination, generates a child route-alive message as discussed above, and includes the updated route time with the child route-alive message. This process continues at each node 102 such that, as long as the forwarding limit has not been reached, a node 102 receiving the child route-alive message again determines an updated route time and generates a new child route-alive message including the updated route time. In this way, a node 102 that receives a route-alive message can determine the route-time for the route corresponding to that route-alive message based on the route time indicated in the route-alive message.

Regardless of whether a node 102 is broadcasting a child route-alive message, if a node 102 is deciding between two potential route-alive messages as described below with respect to FIG. 5, the node 102 can determine a respective route time, in the manner described above, from the node 102 to the destination for each of the route-alive messages received. That is, the node 102 can determine a respective route time for each route-alive message received by selecting, as the respective route time, the shorter of the route time indicated in the respective route-alive message and the link time for the link between the node 102 and the node 102 from which the respective route-alive message was received. The node 102 can then use these route times to select which node 102 to send a packet to (i.e., which route to send a packet on) in order to get that packet to the destination. Referring back to FIG. 4, if the aircraft 203 receives a route-alive message from the aircraft 204 indicating a route time of 30 minutes and the aircraft 203 determines a link time between itself and aircraft 204 of 10 minutes (block 314-1), aircraft 203 compares the link time with the route time (block 314-2) and selects 10 minutes as the route time to the tower 205 via the aircraft 204 (block 314-3).

Since many of the nodes 102 in the ad-hoc network 200 are mobile, in an example, a first node 102 can calculate a link time between the first node 102 and a second node 102 based on the location and expected future movement of each of the first and second nodes 102. In an example, the location (e.g., latitude, longitude, and altitude) and expected future movement for the first node 102 can be provided by the second node 102 to the first node 102. The first node 102 and the second node 102 can obtain their respective location and expected future movement from, for example, a respective navigation system 120 onboard the first and second node 102. Once the first node 102 obtains the location and expected future movement of the first node 102 and the second node 102, the first node 102 can determine the link time by calculating the length of time in which the physical distance between first node 102 and the second node 102 is at or below a threshold distance. The threshold distance can be selected based on a wireless communication range for the nodes 102. Accordingly, the link time can incorporate the relative locations and movement of the nodes 102.

Referring back to FIG. 4, in examples where some or all of the nodes 102 are aircraft 201, 202, 203, 204 that are flying in the air, the location and expected movement of each aircraft 201, 202, 203, 204 can be obtained from the automatic dependent surveillance broadcast (ADS-B) signal broadcast by each aircraft 201, 202, 203, 204. As known, the ADS-B signal broadcast by an aircraft 201, 202, 203, 204 includes the current location and intent (expected future movement) information for the aircraft 201, 202, 203, 204. Since the ADS-B signals are received by other aircraft 201, 202, 203, 204 that are within range, the location and future movement of such other aircraft 201, 202, 203, 204 can be determined. For nodes 102 that are stationary, the location can be sent by the stationary node 102 or the location can be looked-up in a table that is stored in the one or more data storage mediums 106 of a node 102. In some examples, a stationary node 102 sends an indication that it is stationary, such that other nodes 102 can be aware that it is a stationary node 102. With reference to FIG. 4, the tower 205, as a stationary node 102, can, for example, broadcast its location, or in another example, each aircraft 201, 202, 203, 204 can have a table stored on respective data storage medium(s) that includes each tower and its location. In such an example, the aircraft 201, 202, 203, 204 could identify the tower and look-up its location in the table.

In any case, once the location and expected future movement of a given aircraft 201, 202, 203, 204 or the location of a tower 205 is known by another aircraft, 201, 202, 203, 204, the link time between respective aircraft 201, 202, 203, 204 and/or the tower 205 can be determined using known math techniques.

Although FIG. 3 has been described with respect to a single destination, it should be understood that, in other examples, multiple destinations can be present, with each such destination broadcasting its own respective route-alive message. Distinct child route-alive messages can then be generated and broadcast as described above for each destination if a route-alive message corresponding to that desti-
nation is received at a given node. Accordingly, a given node may generate and broadcast multiple child route-alive messages, each child route-alive message corresponding to a different destination.

Additionally, a given destination can periodically broadcast a route-alive message. Each time a route-alive message is received at a given node, that node can generate and broadcast a child route-alive message as described above. Accordingly, the method described above with respect to FIG. 3 can occur periodically based on the broadcast of the route-alive message from the destination.

Referring now to FIG. 5, a flow diagram of an example method 500 for routing a packet through a network according to the lightweight routing protocol is shown. As is evident from the above, a first node 102 may receive multiple route-alive messages (block 502). Some of these route-alive messages can correspond to the same destination and/or some of these route-alive messages can correspond to different destinations. Each of the multiple route-alive messages is received from another node 102 within the network 200. To send a packet to one of the destinations corresponding to the multiple route-alive messages, the first node 102 selects one of the multiple route-alive messages off of which to send the packet. The selected route-alive message corresponds to a particular next hop node 102 and a particular destination. Thus, selecting a route-alive message, selects a next hop node 102 and a particular destination for the packet. Selecting a particular route-alive message definitively selects the next hop node 102 for the packet. That is, the packet is sent to the node 102 that broadcast the selected route-alive message. Notably, since the first node 102 can only receive route-alive messages from next hop nodes 102 that are within direct communication range of the first node 102, the selection is limited to nodes 102 that are within direct communication range of the first node 102.

In situations where the first node 102 receives multiple route-alive messages corresponding to multiple destinations, the first node 102 can determine which of the destinations to send a packet to in any suitable manner. The destination can be selected from among destinations to which communicative connection from the node 102 is currently available. That is, the destination is selected from the set of destinations to which the plurality of received route-alive messages correspond. In an example, there is no communicative connection to destinations for which corresponding route-alive messages are not received, thus, such destinations cannot be selected.

In an example, the destination can be selected prior to factoring in other factors for selecting a route-alive message off of which to send a packet (block 504). In an example, the destination can be selected based on the payload information of the packet, for example, where the payload information is directed. Other factors can also be used to select the destination. In such an example, route-alive messages that do not correspond to the selected destination can be excluded from selection (block 506).

Referring to FIG. 2, in an example, the destination of a packet that is currently located at the aircraft 201 is the tower 205. Accordingly, the packet is to be routed through the network 200 to the tower 205. The packet, for example, can contain datalink information generated by the aircraft 201. Datalink information is information to be sent over a data-link to a ground station 206. The tower 205 can be communicatively coupled to such a ground station 206 such that the tower 205 can send the packet to the ground station 206 once the packet is received at the tower 205. In an example, the tower 205 can be associated with (e.g., located by and/or under the control of) the ground station 206. In such an example, the aircraft 201 can select the tower 205 as the destination based on the fact that payload for the packet is directed to the ground station 206, the tower 205 is associated with the ground station 206, and a communicative connection between the tower 205 and the aircraft 201 is present.

In such an example where the destination is selected prior to factoring in other factors, once the destination is selected and any route-alive messages not corresponding to the destination are excluded from selection, if more than one route-alive messages remains, a route-alive message from the more than one route-alive message can be selected based on one or more factors (block 508) as discussed below. If only one route-alive message remains, that route-alive message is selected.

In other examples, the destination can simply be one of multiple factors used to select a route-alive message from the multiple route-alive messages as is discussed below with respect to block 508. That is, the node 102 can select which of multiple route-alive messages to send a packet based off by factoring in the destination along with the route time and/or other factors listed herein. In such examples, block 504 and 506 would not be performed and the destination would be factored in at block 508. Such a destination factor for the route-alive messages can be prioritized in any suitable manner such as by giving higher priority to a route-alive message corresponding to a destination having a route with fewer hops, to a route-alive message corresponding to a destination having a route with a longer route-time, to a route-alive message corresponding to a destination that is physically closer than another, to a route-alive message corresponding to a destination of a certain type, to a route-alive message corresponding to a destination associated with a certain entity, and/or other factors. In some examples where a node 102 receives a packet from another entity in another network or from another node 102, the packet 102 can identify the destination in overhead information contained within the packet.

In any case, the first node 102 can select one of multiple route-alive messages off of which to send a packet based on one or more factors (block 508). For example, the appropriate information and/or priorities for each of the one or more factors are determined, and the node 102 selects the best route-alive message based on a combination of the priorities/information for each of the factors. Such a combination of the factors can be implemented in any suitable manner.

In an example, a first factor is route time (block 508-1). In such an example, a node 102 selects which of multiple route-alive messages to send a packet based by giving a higher priority to route-alive messages corresponding to routes having a longer route time. As described above with respect to FIG. 3, the node 102 can determine a respective route time for a route-alive message received by selecting, as the route time, the shorter of the route time indicated in the route-alive message received and the link time for the link between the node 102 and the node 102 from which the route-alive message was received.

Referring to FIG. 4, if aircraft 201 receives a route-alive message from aircraft 202 corresponding to the tower 205 as a destination and also receives a route-alive message from aircraft 203 corresponding to the tower 204 as a destination, the aircraft 201 determines which route-alive message to send based off by factoring in the route time corresponding to 205 to reach route-alive message. In such an example, the aircraft 201 can determine that the route time to tower 205
via aircraft 202 is 30 minutes based on the shorter of the route-time indicated in the route-alive message from the aircraft 202 (30 minutes) and the link time between the aircraft 201 and the aircraft 202 (30 minutes). The aircraft 201 can also determine that the route time to tower 205 via aircraft 203 is 10 minutes based on the shorter of the route-time indicated in the route-alive message from the aircraft 203 (10 minutes) and the link time between the aircraft 201 and the aircraft 203 (20 minutes). In such an example, the aircraft 201 will give higher priority for the route time factor to the route-alive message received from aircraft 202 and, correspondingly, to the route via aircraft 202. That is, the aircraft 201 will give higher priority for the route time factor to send a packet intended for tower 205 to aircraft 202 for forwarding towards tower 205. Since other factors in addition to route time can also be used to select a route-alive message, the aircraft 202 may not be the selected aircraft; however, it is given a higher priority with respect to the route time factor.

In an example, a route-alive message corresponding to a route time that is shorter than a threshold length is excluded from selection. In this way, a minimum potential route time can be maintained. Moreover, in an example, the forwarding limit discussed above can be a route time, such that if a first node 102 determines that a route time corresponding to the destination via a second node 102 is shorter than a threshold route time, the first node 102 will not generate and broadcast a child route-alive message based off the route-alive message from the second node 102. Such a forwarding limit based on route time is specific to the node 102 from which a route-alive message is received. That is, if a first node 102 receives a route time via a second node 102 that is shorter than the threshold and a route time via a second node is longer than a threshold, the first node 102 will generate and broadcast a child route-alive message based off the route-alive message from the third node 102, but will not generate and broadcast a child route-alive message based off the route-alive message from the second node 102.

In addition to route time, other factors can also be used to select which of a plurality of route-alive messages in which to send packet based off. For example, the relative location of a node 102 corresponding to the route-alive message can be used (block 508-2). In particular, for a packet to be sent from a first node 102, a first route-alive message from a second node 102 is 10 minutes based on the shorter of the route-time indicated in the route-alive message from the aircraft 202 (30 minutes) and the link time between the aircraft 201 and the aircraft 202 (20 minutes). In such an example, the aircraft 201 will give higher priority for the route time factor to the route-alive message received from aircraft 202 and, correspondingly, to the route via aircraft 202. That is, the aircraft 201 will give higher priority for the route time factor to send a packet intended for tower 205 to aircraft 202 for forwarding towards tower 205. Since other factors in addition to route time can also be used to select a route-alive message, the aircraft 202 may not be the selected aircraft; however, it is given a higher priority with respect to the route time factor.

In an example, a route-alive message corresponding to a route time that is shorter than a threshold length is excluded from selection. In this way, a minimum potential route time can be maintained. Moreover, in an example, the forwarding limit discussed above can be a route time, such that if a first node 102 determines that a route time corresponding to the destination via a second node 102 is shorter than a threshold route time, the first node 102 will not generate and broadcast a child route-alive message based off the route-alive message from the second node 102. Such a forwarding limit based on route time is specific to the node 102 from which a route-alive message is received. That is, if a first node 102 receives a route time via a second node 102 that is shorter than the threshold and a route time via a second node is longer than a threshold, the first node 102 will generate and broadcast a child route-alive message based off the route-alive message from the third node 102, but will not generate and broadcast a child route-alive message based off the route-alive message from the second node 102.

In addition to route time, other factors can also be used to select which of a plurality of route-alive messages in which to send packet based off. For example, the relative location of a node 102 corresponding to the route-alive message can be used (block 508-2). In particular, for a packet to be sent from a first node 102, a first route-alive message from a second node 102 that is physically closer to the destination identified in the first route-alive message than the first node 102 is given higher priority than a second route-alive message from a third node 102 that is physically farther from the destination identified in the second route-alive message than the first node 102. In this way, the first node 102 can reduce the possibility of looping the packet around between nodes and the packet is more likely to travel a more direct route to a destination. The location of the other nodes 102 can be determined in any suitable manner, such as based on an indication of their respective location (e.g., ADS-B signals) as discussed above. Referring back to FIG. 4, in such an example, if aircraft 202 received a route-alive message corresponding to the tower 205 from aircraft 201 and another route-alive message corresponding to the tower 205 from aircraft 203, aircraft 202 would give a higher priority to aircraft 203 than to aircraft 201 with respect to relative location. In an example, a node 102 that is farther away from its respective destination than a node 102 from which a packet is to be sent is excluded from possible selection, such that only nodes 102 that are the same distance or physically closer to their respective destination can be selected.
communication range from the destination can send and receive packets with the destination by routing the packets through other nodes 102 in the ad-hoc network.

Additionally, although the method 500 is described above with respect to a single packet, it should be understood that, in practice multiple packets will be sent using such a method 500. Such multiple packets can be sent all along the same route or along two or more different routes. Moreover, method 500 can be used in conjunction with other routing schemes such as sending redundant packets on the same route, sending redundant packets on different routes, and other routing schemes.

Also, other information can be included in a route-alive message such as information identifying connectivity of the destination (corresponding to the route-alive message) to other networks or entities (e.g., ground stations).

Advantageously, in an example, selecting a node 102 to which to send a packet as discussed above can treat packets that originate at a node 102 and packets that forwarded by the node 102 in the same manner. That is, if a first node 102 is selecting another node 102 to send a packet to when the packet originates at a first node 102, the first node 102 can use the method 300 described above. Additionally, if the first node 102 is selecting another node 102 to send a packet to when the packet was received from another node 102 and is being forwarded by the first node 102, the first node 102 can also use method 300 described. Accordingly, each node 102 in a network can use method 300 for packets that originate at and are forwarded by that node 102. This can enable a light weight routing scheme for each node 102 in the network.

Example Embodiments

Example 1 includes a method of routing packets at a first node in an ad-hoc network, the method comprising: receiving, at the first node, a plurality of route-alive messages corresponding to the same destination, each of the plurality of route-alive messages sent by a different node of a plurality of second nodes, each of the plurality of route-alive messages including a route time indicating a length of time in which a communicative connection is available between the node of the plurality of second nodes that sent the respective route-alive message and the destination; providing a packet to be routed to the destination; determining an updated route time for each of plurality of second nodes based on the route time indicated in each route-alive message, the updated route time corresponding to a length of time in which a communication connection is available between the first node and the destination through the respective second node; selecting a node of the plurality of second nodes based on the updated route time for each of the plurality of second nodes, wherein a node having a longer updated route time is given higher priority for selection; and sending the packet from the first node to the selected node.

Example 2 includes the method of Example 1, comprising: receiving an indication of a location of each of the plurality of second nodes; wherein selecting a node includes selecting a node based on the location of each of the plurality of second nodes, wherein a node having a location that is physically closer to the destination than the first node is given higher priority than a node having a location that is physically farther from the destination than the first node.

Example 3 includes the method of Example 2, wherein selecting a node includes excluding from selection each node of the plurality of second nodes having a location that is physically farther from the destination than the first node.

Example 4 includes the method of any of Examples 1-3, wherein determining an updated route time includes: determining a link time for each of the plurality of second nodes, wherein each link time is the length of time in which direct communication is available between the first node and the respective second node; and selecting, as the respective route time for each of the plurality of second nodes, the shorter of the route time indicated in the route-alive message from the respective second node or the link time between the first node and the respective second node.

Example 5 includes the method of Example 4, wherein determining a link time includes: receiving an indication of a location of each of the plurality of second nodes; receiving an indication of future movement of each of the plurality of second nodes; and calculating each of the link times, based on the location and future movement of the respective node of the plurality of second nodes and on the location and future movement of the first node.

Example 6 includes the method of Example 5, wherein the first node and each of the plurality of second nodes are aircraft that are flying; wherein receiving an indication of a location and an indication of future movement include receiving an automatic dependent surveillance broadcast (ADS-B) signal from each of the plurality of second nodes; wherein the location and future movement for the first node are obtained from a navigation system for the first node.

Example 7 includes the method of any of Examples 1-6, wherein the destination is one of a communication tower on the ground or another aircraft that is flying.

Example 8 includes the method of Example 7, wherein the communication tower is associated with a ground station for air traffic control.

Example 9 includes the method of any of Examples 1-8, comprising: receiving an identifier for each of the plurality of second nodes; wherein selecting a node includes selecting a node based on the identifier for each of the plurality of second nodes, wherein a node associated with the same entity as the first node is given a higher priority over a node not associated with the same entity.

Example 10 includes the method of any of Examples 1-9, wherein selecting a node includes excluding from selection each node of the plurality of second nodes having a route time that is shorter than a threshold.

Example 11 includes the method of any of Examples 1-10, wherein the communicative connection for a respective route time can correspond to a direct connection between a respective node and the destination or to a route through one or more intermediate nodes between the respective node and the destination.

Example 12 includes the method of any of Examples 1-11, wherein the first node and each of the plurality of second nodes is mobile.

Example 13 includes the method of any of Examples 1-12, wherein selecting a node includes selecting a node based on one or more of a signal strength and a number of hops in the route corresponding to each of the one or more second nodes.

Example 14 includes a method of broadcasting a route-alive message from a first node in an ad-hoc network, the method comprising: receiving, at the first node, a first route-alive message from a second node in the ad-hoc network, the first route-alive message including a first route time indicating a length of time in which a communicative connection is available between the second node and a destination; determining a second route time indicating a length of time in which a communicative connection is available between the first node and the destination through
the second node; determining whether a forwarding limit for route-alive messages has been reached; and if the forwarding limit for route-alive messages has not been reached, broadcasting, from the first node, a second route-alive message, the second route-alive message including the second route time.

Example 15 includes the method of Example 14, wherein determining a second route time includes: determining a link time in which direct communication is available between the first node and the second node; and selecting as the second route time, the shorter of the first route time and the link time.

Example 16 includes the method of Example 15, wherein determining a link time includes: receiving an indication of a location of the second node; receiving an indication of future movement the second node; and calculating the link time based on the location and future movement of the second node and on the location and future movement of the first node.

Example 17 includes the method of Example 16, wherein the first node and the second node are aircraft that are flying; wherein receiving an indication of a location and an indication of future movement include receiving an automatic dependent surveillance broadcast (ADS-B) signal from the second node; wherein the location and future movement for the first node are obtained from a navigation system for the first node.

Example 18 includes the method of any of Examples 14-17, wherein determining whether a forwarding limit for route-alive messages has been reached includes: determining a physical distance between the first node and the destination; and if the physical distance is larger than a threshold, determining that the forwarding limit has been reached.

Example 19 includes the method of any of Examples 14-18, wherein determining whether a forwarding limit for route-alive messages has been reached includes: determining a number of hops between the first node and the destination; and if the number of hops is larger than a threshold, determining that the forwarding limit has been reached.

Example 20 includes a system for routing packets at a first node in an ad-hoc network, the system comprising: a wireless transceiver; one or more processing units coupled to the wireless transceiver; one or more data storage units coupled to the one or more processing units, the one or more data storage units including instructions which, when executed by the one or more processing units, cause the one or more processing units to: receive from the wireless transceiver a plurality of route-alive messages corresponding to a common destination, each of the plurality of route-alive messages sent by a different respective node of a plurality of second nodes, each of the plurality of route-alive messages including a respective route time indicating a length of time during which a communicative connection is available between the respective second nodes of the respective second nodes; and providing a packet to be routed to the destination at the first node.

Example 21 includes the method of Example 20, including excluding from selection each node of the plurality of second nodes having a location that is physically farther from the destination than the first node.

What is claimed is:

1. A method of routing packets at a first node in an ad-hoc network, the method comprising:
   - receiving, at the first node, a plurality of route-alive messages corresponding to a common destination, each of the plurality of route-alive messages sent by a different respective node of a plurality of second nodes, each of the plurality of route-alive messages including a respective route time indicating a length of time during which a communicative connection is available between the respective second nodes of the respective second nodes; and
   - providing a packet to be routed to the destination at the first node;
   - determining a respective updated route time for each respective second node based on the respective route time indicated in the respective route-alive message and the respective link time for the respective second node, wherein the respective route time for the respective second node is the length of time during which direct communication is available between the first node and the respective second node, wherein the respective updated route time corresponds to the shorter of the respective route time indicated in the respective route-alive message and the respective link time between the first node and the respective second node;
   - selecting a node of the plurality of second nodes based on the updated route time for each of the plurality of second nodes, wherein a node having a longer updated route time is given higher priority for selection than a node having a shorter updated route time; and
   - sending the packet from the first node to the selected node.

2. The method of claim 1, comprising:
   - receiving an indication of a location of each of the plurality of second nodes;
   - wherein selecting a node includes selecting a node based on the location of each of the plurality of second nodes, wherein a node having a location that is physically closer to the destination than the first node is given higher priority than a node having a location that is physically farther from the destination than the first node.

3. The method of claim 2, wherein selecting a node includes excluding from selection each node of the plurality of second nodes having a location that is physically farther from the destination than the first node.

4. The method of claim 1, wherein determining a respective link time includes:
   - receiving an indication of a location of respective second node;
   - receiving an indication of future movement of each respective second node; and
   - calculating each of the respective link times, based on the location and future movement of the respective second node and on the location and future movement of the first node.

5. The method of claim 4, wherein the first node and each of the plurality of second nodes are aircraft that are flying; wherein receiving an indication of a location and an indication of future movement include receiving an automatic dependent surveillance broadcast (ADS-B) signal from each respective second node;
wherein the location and future movement for the first node are obtained from a navigation system for the first node.

6. The method of claim 1, wherein the destination is one of a communication tower on the ground or another aircraft that is flying.

7. The method of claim 6, wherein the communication tower is associated with a ground station for air traffic control.

8. The method of claim 1, comprising:
   receiving an identifier for each of the plurality of second nodes;
   wherein selecting a node includes selecting a node based on the identifier for each of the plurality of second nodes, wherein a node associated with a common entity as the first node is given a higher priority over a node not associated with the common entity.

9. The method of claim 1, wherein selecting a node includes excluding from selection each respective second node having a respective updated route time that is shorter than a threshold.

10. The method of claim 1, wherein the communicative connection for a respective route time can correspond to a direct connection between a respective node and the destination or to a route through one or more intermediate nodes between the respective node and the destination.

11. The method of claim 1, wherein the first node and each of the plurality of second nodes is mobile.

12. The method of claim 1, wherein selecting a node includes selecting a node based on one or more of a signal strength and a number of hops in the route corresponding to each of the one or more second nodes.

13. A system for routing packets at a first node in an ad-hoc network, the system comprising:
   one or more processing units coupled to the wireless transceiver;
   one or more data storage units coupled to the one or more processing units, the one or more data storage units including instructions which, when executed by the one or more processing units, cause the one or more processing units to:
   receive from the wireless transceiver a plurality of route-alive messages corresponding to a common destination, each of the plurality of route-alive messages sent by a different respective second node of a plurality of second nodes to the first node, each of the plurality of route-alive messages including a respective route time indicating a length of time during which a communicative connection is available between the respective second node that sent the respective route-alive message and the destination;
   providing a packet to be routed to the destination at the first node;
   determine a respective updated route time for each respective second node based on the respective route time indicated in the respective route-alive message and a respective link time for the respective second node, wherein the respective link time for the respective second node is the length of time during which direct communication is available between the first node and the respective second node, wherein the respective updated route time corresponding corresponds to the shorter of the respective route time indicated in the respective route-alive message and the respective link time between the first node and the respective second node;
   select a node of the plurality of second nodes based on the updated route time for each of the plurality of second nodes, wherein a node having a longer updated route time is given higher priority for selection than a node having a shorter updated route time;
   send the packet to the wireless transceiver, wherein the wireless transceiver transmits the first packet to the selected node.